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Enriched Finite Element Methods ......................................................................................................482
Organized by Olivier Allix, Alejandro Aragon, Daniel Dias-da-Costa and Armando Duarte 

Ms0210 - Mesh-free particle methods for multi-physics problems ..................................489
Organized by Ahmad Shakibaeinia and Abbas Khayyer 

Ms0211 - Isogeometric spline Techniques on Complex Geometries ...............................495
Organized by Xiaodong Wei, Deepesh Toshniwal, Hugo Casquero and Yongjie Zhang 

Ms0213 - Advances and Applications of Collocation Methods:  
Meshfree, IGA, Machine Learning for pDEs ...................................................................................502
Organized by Pratik Suchde, Isabel Michel, Elena Atroshchenko and Stéphane P.A. Bordas 

Ms0214 - CAD-based discretization methods .............................................................................513
Organized by Pablo Antolin, Robin Bouclier, Rafael Vázquez Hernández, Thomas Elguedj and Annalisa Buffa 

Ms0215 - Locking, stability and Robustness of Non-linear Finite  
Elements for Large Deformation problems ..................................................................................525
Organized by Simon Bieber, Manfred Bischoff, Robin Pfefferkorn, Peter Betsch, Alessandro Reali and Ferdinando 
Auricchio 

Ms0217 - hIGh ORDER NUMERICAL METhODs AND hIGh ORDER  
MEsh GENERATION ...................................................................................................................................535
Organized by Bo Liu, Xuefeng Zhu, Yingjun Wang and Yujie Guo 
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300 - MULTIsCALE AND MULTIphYsICs sYsTEMs

Ms0301 - Mathematical and Mechanical Aspects of Mixed-Dimensional  
Coupling problems ....................................................................................................................................537
Organized by Alexander Popp, Barbara Wohlmuth and Jan Martin Nordbotten 

Ms0302 - quasistatic Electromechanics: Methods and Applications ..............................543
Organized by James Carleton and Wen Dong 

Ms0303 - Computational interface mechanics in coupled problems ..............................546
Organized by K. C. Park, C. A. Felippa, Roger Ohayon, Hermann Matthies, José González,  
Jin-Gyun Kim and Radek Kolman 

Ms0304 - Multi-scale and machine learning-based modeling methods for 
optimization and design of composites .........................................................................................551
Organized by Alfonso Pagani, Marco Petrolo, Maryiam Shakiba and Chao Zhang 

Ms0305 - MULTIphYsICs MEChANICs & TRANspORT phENOMENA IN sOFT 
MATERIALs & ThEIR INTERFACEs: ThEORY, sIMULATIONs, & ExpERIMENTs ...............559
Organized by HUA LI, BERKIN DORTDIVANLIOGLU, KEK BOON GOH and Eric C.S. Ngin 

Ms0306 - MULTIsCALE COMpUTATIONAL hOMOGENIZATION FOR bRIDGING  
sCALEs IN ThE MEChANICs AND phYsICs OF COMpLEx MATERIALs .............................563
Organized by Julien Yvonnet, Kenjiro Terada, Peter Wriggers, Marc Geers and Karel Matous 

Ms0307 - Multi-scale and Multi-physics Computations in Fluids and solids ...............585
Organized by Yozo Mikata and Glaucio Paulino 

Ms0308 - Computations in mechanics of metamaterials .......................................................588
Organized by Bilen Emek Abali, Ivan Giorgio and Luca Placidi 

Ms0310 - Advances in phase-field modelling and simulation ............................................590
Organized by Akinori Yamanaka, Tomohiro Takaki and Yuhki Tsukada 

Ms0311 - performance analysis and degradation studies of photovoltaic  
modules ..........................................................................................................................................................604
Organized by Pattabhi Ramaiah Budarapu, Naresh Varma Datla and Marco Paggi 

Ms0312 - MULTIsCALE COUpLING METhODs FOR MODELING AND  
sIMULATION OF MATERIALs .................................................................................................................606
Organized by Hao Wang, Huajie Chen and Lei Zhang 

Ms0313 - Novel Modeling strategies for Mechatronic systems .........................................609
Organized by Florian Toth and Manfred Kaltenbacher 

Ms0314 - 3D MODELING OF bUILDING MATERIALs:  
GEOMETRIC AND CONsTITUTIVE IssUEs .......................................................................................612
Organized by Beatrice Pomaro and Gianluca Mazzucco 

Ms0315 - Computation for Energy storage ..................................................................................614
Organized by Wei Lu 

Ms0318 - Leveraging Reduced Descriptions to Accelerate Kinetic simulations ........616
Organized by Lee Ricketson and William Taitano 
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Ms0319 - Integrating Data science and Multiscale Methods for Multiphysics 
Applications .................................................................................................................................................623
Organized by Tim Wildey and Graham Harper 

Ms0321 - Computational Multiscale Method of solids and structures ..........................625
Organized by Shaoqiang Tang, Shan Tang and Zifeng Yuan 

Ms0322 - Metamaterials and metasurfaces with odd physical properties ...................640
Organized by Yunche Wang and Yu-Chi Su 

Ms0323 - Multiscale modelling of packing and flow of granular materials .................645
Organized by Zongyan Zhou, Shibo Kuang, Shunying Ji, Qiang Zhou, Xizhong An, Mikio Sakai and Kun Luo 

Ms0324 - Multiscale and Multiphysics Modelling of the structural and  
Mechanical properties of Energy storage Materials ................................................................651
Organized by Chih-Hung Chen and Chun-wei Pao 

Ms0325 - Multiphase flows: experiments, simulations, and modeling ...........................657
Organized by Fu-Ling Yang and Shu-San Hsiau 

Ms0326 - Multiscale procedures in Composites and heterogeneous Materials .........660
Organized by Paul Steinmann, Guillermo Etse, Daya Reddy and Osvaldo Manzoli 

Ms0327 - Multiscale Computational Approach and Informatics of  
Complex structures and Advanced Materials ..............................................................................664
Organized by Maenghyo Cho, Seunghwa Yang and Hyunseong Shin 

Ms0328 - Fundamental numerical methods towards accurate, efficient and  
practical simulations in industrial, environmental and biological applications ........679
Organized by Satoshi Ii, Ryosuke Akoh, Chungang Chen and Xingliang Li 

Ms0329 - Multi-scale modelling of generalised continua and metamaterials ............693
Organized by Igor A. Rodrigues Lopes, Francisco M. Andrade Pires and Eduardo de Souza Neto 

400 - bIOMEChANICs AND MEChANObIOLOGY

Ms0401 - Computational modelling and machine learning in biomechanics  
and biomedical engineering ................................................................................................................697
Organized by Chi Wei Ong, Fangsen Cui and Hwa Liang Leo 

Ms0402 - COMpUTATIONAL bIOMEDICINE AND bIOMEChANICs ......................................702
Organized by Maxim Solovchuk and Tzyy-Leng Horng 

Ms0403 - Molecular and Cellular biomechanics .........................................................................708
Organized by Wonmuk Hwang and Mohammad Mofrad 

Ms0404 - COMpUTATIONAL bIOMEChANICs: ADVANCED METhODs  
AND EMERGING AREAs ...........................................................................................................................717
Organized by Alessio Gizzi, Daniel E Hurtado, Michele Marino and Christian J Cyron 

Ms0405 - Computational biomechanics and biomimetics of Flapping Flight .............726
Organized by Daisuke Ishihara, Hao Liu and Shinobu Yoshimura 
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Ms0406 - Female pelvic floor biomechanics ................................................................................739
Organized by Elisabete Silva and Luyun Chen 

Ms0407 - Multiscale Modeling and Machine Learning in biomechanics .......................744
Organized by Yaling Liu, Lucy Zhang, Ying Li and Jianxun Wang 

Ms0408 - Modelling and simulation of thermo-mechanical effects  
in excitable tissues ....................................................................................................................................749
Organized by Ricardo Ruiz Baier, Alessio Gizzi, Leo Cheng and Vijay Rajagopal 

Ms0409 - Multiphysics and Data-driven Modeling for Cardiovascular  
biomedicine ..................................................................................................................................................753
Organized by Debanjan Mukherjee, Adarsh Krishnamurthy and Ming-Chen Hsu 

Ms0410 - Computational simulation and prediction of Injury due to  
blast Exposures, and blunt and ballistic Impacts .......................................................................765
Organized by Gary Tan, Raj Gupta and Amit Bagchi 

Ms0411 - Computational mechanobiology of musculoskeletal tissues .........................766
Organized by Pascal Buenzli, Junning Chen, Hanna Isaksson and Richard Weinkamer 

Ms0412 - Modeling and simulation of biological cells ............................................................774
Organized by Luoding Zhu and Jared Barber 

Ms0413 - ADVANCEs IN COMpUTATIONAL bIOMEChANICs AND  
MEChANIObIOLOGY .................................................................................................................................785
Organized by David Pierce, Corey Neu and René Van Donkelaar 

Ms0414 - Exploring brain mechanics  ..............................................................................................794
Organized by Silvia Budday, Kristian Franze, Jochen Guck and Paul Steinmann 

Ms0415 - spatial Mechanomics: Tools, methods, and results related  
to material heterogeneity in biomechanics ..................................................................................798
Organized by Emma Lejeune, Manuel Rausch, Adrian Buganza Tepole and Johannes Weickenmeier 

Ms0416 - Imaging-informed computational modeling in medicine ................................799
Organized by Rafael Grytz, Jessica Zhang, Michael Girard and Ian Sigal 

Ms0417 - Computational multiscale modeling in biomechanics  ......................................815
Organized by Li-Wei Liu, Chia-Ching Chou and Shu-Wei Chang 

Ms0418 - ADVANCEs IN ChARACTERIZATION AND MODELING OF  
bIOLOGICAL sOFT TIssUEs ...................................................................................................................820
Organized by Tien-tuan Dao and Marie-Christine Ho Ba Tho 

Ms0420 - Modeling of the cardiovascular and cerebral system with  
application to clinical medicine ..........................................................................................................821
Organized by Masanori Nakamura, Makoto Ohta, Marie Oshima, Juan Cebral, Anne Robertson and Khalid Saqr 

Ms0421 - Musculoskeletal biomechanics ......................................................................................829
Organized by Renate Sachse, Elisabeth Jensen, Rainer Burgkart, Sami Haddadin, Oliver Röhrle  
and Wolfgang A. Wall 
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Ms0422 - Computational Continuum biomechanics................................................................835
Organized by Tim Ricken, Oliver Röhrle and Silvia Budday 

Ms0423 - Multiscale biofluid mechanics: from cells to organs ............................................840
Organized by Ken-ichi Tsubota, Ming Dao, Toru Hyakutake and Xiaobo Gong 

Ms0424 - Computational Mechanics and Mechanobiology of the  
shoulder Joint .............................................................................................................................................849
Organized by Ara Nazarian and Joseph DeAngelis 

Ms0425 - Musculoskeletal Modeling Across the Lifespan:  
biomechanics from Young to Aging to Aged ................................................................................852
Organized by Geoffrey Handsfield, Justin Fernandez, Vickie Shim and Thor Besier 

Ms0426 - In silico clinical trials of cardiac disease .....................................................................853
Organized by Nenad Filipovic 

500 - MATERIALs bY DEsIGN

Ms0502 - COMpUTATIONAL MEChANICs OF sOFT MATTER .................................................855
Organized by Zishun Liu 

Ms0503 - COMpUTATIONAL DEsIGN OF ARChITECTED MATERIALs ................................864
Organized by Julián Norato and José Guedes 

Ms0504 - Virtual Multi-physics Computational Design and  
Manufacturing simulation of Materials and structures .........................................................871
Organized by Eric Li, JN Reddy, Guirong Liu, CW Lim, Vincent Tan, ZC He, Bing Li, Qiqi Li,  
Zhuoqun Zheng, Lei Deng and Yi Wu 

Ms0506 - New Advances in phase Change Materials ...............................................................875
Organized by Santiago Madruga 

Ms0507 - Multiscale Topology Optimization ...............................................................................876
Organized by Narasimha Boddeti 

Ms0508 - Lessons from nature: design of bioinspired architected materials ..............880
Organized by Mohammad J. Mirzaali, Mario Milazzo, Flavia Libonati, Davide Ruffoni and Amir A. Zadpoor 

600 - FLUID DYNAMICs AND TRANspORT phENOMENA

Ms0601 - INTERFACIAL FLOW sIMULATION  .................................................................................889
Organized by Mostafa Safdari Shadloo, Amin Rahmat, Alessio Alexiadis and Mohammad Mehdi Rashidi 

Ms0602 - Advanced multi-physics CFD simulations in science and engineering ......893
Organized by Takahiro Tsukahara, Kaoru Iwamoto, Koji Fukagata, Mamoru Tanahashi,  
Nobuyuki Oshima and Makoto Yamamoto 

Ms0603 - Modelling and simulation of coupled solvent transport and  
deformation..................................................................................................................................................913
Organized by Jana Wilmers, Dai Okumura, Laurence Brassart and Nikolaos Bouklas 

Ms0604 - Granular Flows: Modelling and Computational Challenges ............................919
Organized by Thomas Weinhart, Anthony R Thornton and Rudy Valette 
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Ms0605 - COMpLEx FLUID FLOWs IN ENGINEERING:  
MODELING, sIMULATION AND OpTIMIZATION ...........................................................................926
Organized by Stefanie Elgeti and Marek Behr 

Ms0607 - Multiphase flows ...................................................................................................................936
Organized by Célio Fernandes, Luís Lima Ferrás and Alexandre Afonso 

Ms0608 - Fluid Dynamical Laws and Transport phenomena for  
Complex Dynamical systems ...............................................................................................................942
Organized by Ricardo Tomás Ferreyra 

Ms0609 - MODELLING OF ATOMIZATION, bREAKUp AND  
FRAGMENTATION OF FLUIDs ...............................................................................................................944
Organized by Stéphane Zaleski, Junji Shinjo, Leonardo Chirco, Gretar Tryggvason and Shiyi Chen 

Ms0610 - Modeling and simulation of Computational Multi-phase Flows ...................958
Organized by Yi-Ju Chou and Yang-Yao Niu 

Ms0611 - Multiphase flows with non-Newtonian materials:  
simulation, experiment, and machine learning ..........................................................................962
Organized by Anselmo Pereira, Rudy Valette, Elie Hachem, Manuel Alves and Alvaro Coutinho 

Ms0612 - Collisional Kinetic modeling in classical and plasma dynamics:  
numerical methods and non-linear analysis ................................................................................963
Organized by Irene M. Gamba, Jeffrey R. Haack and Milana Pavic-Colic 

Ms0613 - Computational fluid dynamics and heat transfer .................................................970
Organized by KUANG Lin and Chuan Chieh Liao 

700 - NUMERICAL METhODs AND ALGORIThMs IN  
sCIENCE AND ENGINEERING

Ms0701 - Numerical techniques for the simulation and model reduction  
of complex physical systems ................................................................................................................976
Organized by Thomas Hudson and Xingjie Li 

Ms0702 - Isogeometric Methods .......................................................................................................989
Organized by Alessandro Reali, Yuri Bazilevs, David J. Benson, RenÃ© de Borst, Thomas J.R. Hughes, Trond 
Kvamsdal, Giancarlo Sangalli and Clemens V. Verhoosel 

Ms0703 - Developments and Applications of Discrete Element Method  
in Modelling and simulation of Granular systems ....................................................................995
Organized by Xihua Chu, Wenjie Xu, Zongyan Zhou and Mikio Sakai 

Ms0704 - stabilized, Multiscale and Multiphysics Methods  .............................................1001
Organized by Guillermo Hauke, Arif Masud and Isaac Harari 

Ms0705 - Domain Decomposition and Large-scale Computation ..................................1007
Organized by MASAO Ogino, Amane Takei, Qinghe Yao and Sin-Ichiro Sugimoto 

Ms0706 - DATA-bAsED ENGINEERING & COMpUTATIONs ..................................................1016
Organized by Francisco Chinesta, Elias Cueto, Charbel Farhat, Pierre Ladeveze and Francisco Javier Montans 
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Ms0707 - Advance and Application of Meshfree Methods ................................................1024
Organized by Judy Yang, Chia-Ming Fan, Pai-Chen Guan, Tsung-Hui Huang and Kuan-Chung Lin 

Ms0709 - Recent Advances in Meshfree and particle Methods .......................................1030
Organized by Seiya Hagihara, Mitsuteru Asai, Ha Hong Bui, Fei Xu and Seiichi Koshizuka 

Ms0710 - Computational particle Dynamics .............................................................................1059
Organized by Moubin Liu, Dianlei Feng and Christian Weißenfels

Ms0711 - smoothed Finite Element Methods and Other Advanced FEMs .................1067
Organized by Yuki Onishi, Gui-Rong Liu, Masaki Fujikawa and Quan Bing Eric Li 

Ms0712 - boundary Element Methods and Mesh Reduction Methods ........................1073
Organized by Xiao-Wei Gao 

Ms0713 - Advances and Applications of Meshfree and particle Methods ..................1074
Organized by Jiun-Shyan Chen, Frank Beckwith, Zhen Chen, Mike Hillman, Marc Schweitzer, Mike Tupek, 
Dongdong Wang, CT Wu and Pai-Chen Guan 

Ms0714 - Meshfree and Other Advanced Numerical Methods for  
Engineering and Applied Mathematical problems ................................................................1086
Organized by Lihua Wang, Chuanzeng Zhang and Zheng Zhong 

Ms0715 - Multi-scale numerical methods for non-linear solids problems .................1090
Organized by Frédéric Lebon and Isabelle Ramière 

Ms0716 - Model order reduction for parametrized continuum  
mechanics systems .................................................................................................................................1093
Organized by Youngsoo Choi, Masayuki Yano and Matthew Zahr 

Ms0717 - Modeling and simulation of polymer Fluids ........................................................1110
Organized by Xiaodong Wang, Puyang Gao and Jin Su 

Ms0719 - ADVANCEs IN NUMERICAL METhODs FOR LINEAR AND  
NON-LINEAR DYNAMICs AND WAVE pROpAGATION .............................................................1116
Organized by Alexander Idesman and Hauke Gravenkamp 

Ms0720 - Numerical models applied in architectonic and engineering design ......1129
Organized by Janusz Rębielak

Ms0721 - RECENT ADVANCEs ON pOLYTOpAL METhODs ..................................................1130
Organized by Franco Dassi, André Harnist, Xin Liu and Ilario Mazzieri

Ms0722 - high-order numerical methods for compressible flow  
and turbulence .........................................................................................................................................1134
Organized by Lin Fu and Feng Xiao 

Ms0724 - Non-Newtonian fluid flows: Numerical schemes and  
computational simulations ................................................................................................................1137
Organized by Hirofumi Notsu and Cassio M. Oishi 

Ms0725 - Towards Next-Generation Aircraft Design with high-Fidelity  
simulation Technologies .....................................................................................................................1141
Organized by Yoshiaki Abe, Keiichi Shirasu, Tomonaga Okabe and Shigeru Obayashi 
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Ms0726 - high performance Computing in biomechanics .................................................1146
Organized by Xiao-Chuan Cai and Rongliang Chen 

Ms0727 - Multi-level iterative solvers for finite element systems ..................................1151
Organized by Matthias Mayr, Martin Kronbichler and Santiago Badia 

Ms0728 - Efficiency and reliability in biomedical modeling: computational  
and mathematical advances ..............................................................................................................1159
Organized by Simona Perotto, Nicola Ferro and Hiroshi Suito 

Ms0729 - Advances in high-Order Methods for Computational Fluid  
Dynamics ....................................................................................................................................................1173
Organized by Krzysztof Fidkowski, Per-Olof Persson, Chunlei Liang and Ngoc Cuong Nguyen 

Ms0730 - structure-preserving model reduction for nonlinear systems ...................1180
Organized by Boris Kramer and Yuto Miyatake 

Ms0731 - Advances in Rigorous and Agile Coupling of Conventional and  
Data-Driven Models for heterogeneous Multi-scale, Multi-physics simulations ...1191
Organized by Pavel Bochev, Paul Kuberry and Irina Tezaur 

Ms0732 - COMpUTATIONAL MODELLING AND ExpERIMENTAL  
IMAGING OF GRANULAR AND MULTIphAsE sYsTEMs:  
TOWARD IMpROVED VALIDATION AND sYNERGIsTIC AppLICATION ............................1204
Organized by Kit Windows-yule and Jonathan Seville 

Ms0733 - Advanced Numerical Methods and Related software Development .......1214
Organized by Amane Takei, Mohamed Shadi, Gabriel Wittum and Ryuji Shioya 

Ms0734 - Discretization methods and software tools for the  
simulation of complex fractured media in computational geophysics ........................1223
Organized by Patrick Zulian, Marco Favino, Maria Nestola and Rolf Krause 

Ms0737 - semi-analytical numerical methods and their applications  
in mechanics and engineering .........................................................................................................1225
Organized by Zhuojia Fu, Rui Li, Leiting Dong and Xiang Liu 

Ms0738 - Nonlinearly stable high-Order Methods for partial  
Differential Equations...........................................................................................................................1230
Organized by Siva Nadarajah, David Del Rey Fernández and Takanori Haga 

Ms0739 - quantum horizons for Computational Mechanics ............................................1238
Organized by Suvranu De, Vikram Gavini, Veera Sundararaghavan, Eiji Tsuchida and Amartya Banerjee 

Ms0740 - Machine learning methods for adaptive mesh refinement  
and finite element discretization ....................................................................................................1246
Organized by Brendan Keith and Maciej Paszynski 

Ms0741 - NUMERICAL METhODs FOR bUCKLING ANALYsIs AND  
DEsIGN OF ThIN-WALLED sTRUCTUREs ......................................................................................1252
Organized by Peng Hao, Yujie Guo and Ke Liang 
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Ms0742 - high-Order discretization of steady and unsteady biharmonic problems: 
Applications in elasticity and fluid dynamics. ..........................................................................1263
Organized by Jean-Pierre Croisille, Matania Ben-Artzi and Dalia Fishelov 

Ms0743 - ADVANCEs IN INTRUsIVE AND NON-INTRUsIVE ORDER REDUCTION 
TEChNIqUEs FOR FLOW ANALYsIs, CONTROL AND OpTIMIZATION .............................1269
Organized by Marco Fossati, Annalisa Quaini and Gianluigi Rozza 

Ms0744 - Multilevel Discretization of Mixed Variational Formulations  .....................1277
Organized by Constantin Bacuta and Hengguang Li 

Ms0745 - Waves: Advanced Numerical Methods and Applications ...............................1283
Organized by Reza Abedi, Robert Haber and Tamas Horvath 

Ms0747 - Accurate and Efficient solution Remapping strategies for  
Coupled Multiphysics systems .........................................................................................................1290
Organized by Vijay Mahadevan and Paul Ullrich 

Ms0748 - Computational modeling and simulation of discontinuities .......................1295
Organized by Amine Benzerga, Christian Brandl, Vincent Chiaruttini, Enrique Martinez, Ryan Sills, Ashley Spear and 
Aurélien Vattré

Ms0751 - boundary Element Method: Fundamentals and Applications ....................1297
Organized by Toru Takahashi, Toshiro Matsumoto, Yijun Liu, Hitoshi Yoshikawa, Takahiro Saitoh, Hiroshi Isakari 
and Kazuki Niino 

800 - VERIFICATION AND VALIDATION, UNCERTAINTY  
EVALUATION AND ERROR EsTIMATION

Ms0801 - DATA-DRIVEN, sURROGATE, phYsICs-INFORMED AND  
GREY-bOx MODELLING FOR TREATING RANDOMNEss AND  
IMpRECIsION IN COMpUTATIONAL ENGINEERING .................................................................1306
Organized by Matthias Faes, Stefano Marelli, Jean-Marc Bourinet and Enrico Zio 

Ms0802 - COpING WITh RANDOMNEss AND IMpRECIsION IN  
COMpUTATIONAL MEChANICs ........................................................................................................1310
Organized by Matthias Faes, Pengfei Wei, Xiukai Yuan, Jingwen Song, Marcos Valdebenito and Michael Beer 

Ms0803 - quality of model prognosis - from lab data to structural  
performance ..............................................................................................................................................1315
Organized by Jörg F. Unger, Steffen Freitag, Daniel Straub, Bruno Sudret, Francisco Chinesta, Michael Beer and 
Phaedon-Stelios Koutsourelakis 

Ms0804 - physics-based Data-Driven Modeling and Uncertainty  
quantification in Computational Materials science and Engineering .........................1320
Organized by Johann Guilleminot, Michael Shields, Lori Graham-Brady and Kirubel Teferra 

Ms0805 - Certification of Computer simulations and Adaptive Modeling ................1323
Organized by Serge Prudhomme, Ludovic Chamoin, Jens Lang, Fredrick Larsson and Juan José Rédenas García

Ms0806 - Verification techniques in computational physics and applied  
mathematics ..............................................................................................................................................1336
Organized by Brian Freno and Luí s Eça 
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Ms0807 - Numerical Analysis and Design with polymoric  
Uncertainties - Advanced Methods and strategies ................................................................1337
Organized by Michael Kaliske, Wolfgang Graf, Sigrid Leyendecker and Stefanie Reese 

Ms0808 - Numerical methods for verification, validation and  
uncertainty quantification in manufacturing, civil engineering, advanced  
materials and biomechanics..............................................................................................................1343
Organized by Naoki Takano, Kazumi Matsui, Heoung-Jae Chun, Vittorio Sansalone, Tetsuya Matsuda and Shuji 
Moriguchi 

Ms0809 - Uncertainty quantification in particle-based simulations of  
Fluids, polymers, and soft Matter ...................................................................................................1361
Organized by Gerald Wang 

900 - sTRUCTURAL MEChANICs,  
DYNAMICs AND ENGINEERING

Ms0902 - Modelling of structural Instability, structural Collapse and Impact ........1362
Organized by José Santelli 

Ms0903 - Vehicle scanning Method for bridges ......................................................................1363
Organized by Yeong-bin Yang, Jong-Dar Yau, Judy P. Yang and Zhilu Wang 

Ms0904 - shell and spatial structures...........................................................................................1369
Organized by Francesco Marmo, Stefano Gabriele, Amedeo Manuello Bertetto and Andrea Micheletti 

Ms0905 - Digital twins for the design and optimisation of  
lightweight structures ..........................................................................................................................1381
Organized by Carol Featherston, David Kennedy, Zhangming Wu and Abhishek Kundu 

Ms0906 - New numerical methods for slender bodies and their interactions .........1387
Organized by Ignacio Romero, Christoph Meier, Joaquim Linn and Bastian Oesterle 

Ms0907 - Multiscale mechanics of soft networks: from nonwovens  
to polymers and living tissues. ........................................................................................................1396
Organized by Franck Vernerey, Nikolaos Bouklas and Catalin Picu 

Ms0908 - NON-MATERIAL MODELLING OF AxIALLY MOVING CONTINUA:  
ARbITRARY LAGRANGIAN-EULERIAN DEsCRIpTION IN  
sTRUCTURAL MEChANICs..................................................................................................................1398
Organized by Yury Vetyukov, Alexander Humer and Josef Kiendl 

Ms0909 - New Advances in Computational Modelling and seismic  
Intervention Techniques of historical Masonry structures ...............................................1403
Organized by Francesco Clementi, Antonio Formisano and Gabriele Milani 

Ms0910 - Adaptive Engineering structures...............................................................................1408
Organized by Malte von Scheven, Manfred Bischoff, Michael Böhm, Oliver Sawodny and Lucio Blandini 

Ms0911 - Digital Twins and Uncertainty quantification in structural  
Dynamics ....................................................................................................................................................1416
Organized by Thiago Ritto, Anas Batou, David Barton and David Wagg 
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Ms0912 - Guided Wave-based structural Condition Assessment ...................................1427
Organized by Eleni Chatzi, Konstantinos Agathos, Rohan Soman and Wieslaw Ostachowicz 

Ms0913 - Recent advances in semi-analytical approaches related to  
moving load problems .........................................................................................................................1432
Organized by Zuzana Dimitrovová and Piotr Koziol 

Ms0914 - MODELING AND sIMULATION OF FUNCTIONALLY GRADED  
AND MULTIFUNCTIONAL MATERIALs sTRUCTUREs ..............................................................1433
Organized by Justin Murin, Stephan Kugler and Vladimir Kutis 

Ms0915 - Finite element time-history analysis of structural systems and  
contents subjected to dynamic actions and interactions ...................................................1440
Organized by Gloria Terenzi and Stefano Sorace 

Ms0916 - Data-Driven Computational Methods and Model Order  
Reduction for structures, structural Dynamics, and Aeroelasticity ..............................1443
Organized by Haeseong Cho and Sang-Joon Shin 

Ms0917 - Origami engineering aided by computational mechanics ............................1452
Organized by Ichiro Hagiwara and Arzu Sorguç

Ms0918 - Dynamic performance of ceramic composites and composite  
structures ....................................................................................................................................................1457
Organized by Eligiusz Postek and Tomasz Sadowski 

Ms0920 - statics and Dynamics of Composite structures and Metamaterials .........1458
Organized by Jarosław Latalski, Alireza Ture Savadkoohi and Daniele Zulli 

Ms0921 - Advanced structural mechanics of smart and adaptive structures ...........1470
Organized by Rao B.N. and Ayan Haldar 

Ms0922 - Advanced computational methods for wave analysis  
and their application .............................................................................................................................1482
Organized by Sohichi HIROSE, Takahiro SAITOH, Taizo MARUYAMA, Zhenghua Qian and Bing Wang 

Ms0923 - Modeling of Damping ......................................................................................................1488
Organized by Chin-long Lee and Athol Carr 

Ms0924 - structural Instability in Earthquake Engineering ..............................................1490
Organized by Tung-Yu Wu, Omar Sediek and Hsiao-Hui Hung 

Ms0927 - RECENT ADVANCEs IN RAILWAY DYNAMICs NUMERICAL  
MODELLING ...............................................................................................................................................1494
Organized by Santiago Gregori and Stefano Bruni 

Ms0929 - Nonlinear computational structural dynamics in rotating  
turbomachinery .......................................................................................................................................1500
Organized by Evangéline Capiez-lernout, Christian Soize, Christophe Desceliers and Marc Mignolet

Ms0931 - Advances of Vehicle-bridge Interaction Dynamics ...........................................1504
Organized by Jong-Dar Yau 
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1000 - MANUFACTURING AND MATERIALs pROCEssING

Ms1001 - Modeling and simulation for Additive Manufacturing ...................................1508
Organized by Albert To, Yuichiro Koizumi, Andreas Lundback, Stefan Kollmannsberger, Akihiro Takezawa, 
Ferdinando Auricchio, Massimo Carraturo, Simone Morganti and Mamzi Afrasiabi

Ms1003 - Modeling, simulation and Optimization of Functional  
Materials and Advanced Manufacturing .....................................................................................1537
Organized by Mahdi Bodaghi, Frederic Demoly, Giulia Scalet, Oliver Weeger and Ali Zolfagharian 

Ms1004 - Additive Manufacturing of polymers - Towards the Digital Twin ...............1541
Organized by Dominic Soldner, Katrin Wudy and Julia Mergheim 

Ms1005 - shape Optimization for Large-scale problems ...................................................1544
Organized by Long Chen, Nicolas R. Gauger and Kai-Uwe Bletzinger 

Ms1007 - MODELING AND sIMULATION AppROAChEs OF METAL  
ADDITIVE MANUFACTURING ON pART-sCALE ..........................................................................1554
Organized by Christoph Meier, Michele Chiumenti, Neil E. Hodge, Miguel Cervera and Wolfgang A. Wall 

Ms1010 - MANUFACTURING pROCEss MODELING AND ThE EFFECTs OF 
MANUFACTURING ON ThE MEChANICAL pERFORMANCE OF COMpOsITEs .............1556
Organized by Patrick De Luca, Anaïs BARASINSKI, Kiyoshi UZAWA and Anthony WAAS 

1100 - ATOMIsTIC, NANO AND  
MICRO MEChANICs OF MATERIALs

Ms1101 - Multiscale Modeling for Materials .............................................................................1559
Organized by YUCHIEH LO, I-Ling Chang and Chang-Wei Huang 

Ms1102 - Computational Nanomechanics and Nanoscale Thermal Transport ........1563
Organized by Haifei Zhan, Gang Zhang and Yuantong Gu 

Ms1103 - Composites, bio-composites and Nanocomposites ..........................................1569
Organized by Jia-Lin Tsai and Jia-Yang Juang 

Ms1104 - Deformation Analysis of Carbon Nanomaterial with Lattice Defects ......1573
Organized by Yi-Lun Liu, Jin-Xing Shi and Xiao-Wen Lei 

Ms1105 - Modeling and simulation of Materials under harsh Environments .........1577
Organized by Keonwook Kang, Byeongchan Lee, Seunghwa Ryu and Akiyuki TAKAHASHI 

Ms1106 - Nanomechanics of defects in crystalline materials ...........................................1591
Organized by Tomotsugu Shimokawa, Takahiro Shimada, Ryosuke Matsumoto and Hajime Kimizuka 

Ms1107 - Modeling Mechanics of Materials with Voids .......................................................1620
Organized by Matthew Lewis and Gary Gladysz 

Ms1108 - Topological Defects in Mechanics, Mathematics, physics,  
and beyond ................................................................................................................................................1623
Organized by Gerald Wang, Amit Acharya and Franziska Weber 
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Ms1110 - Frontier in nano-scale graphene and AI-assisted design of  
graphene-like architect materials ..................................................................................................1626
Organized by Zhao Qin and Chi-Hua Yu 

1200 - MODELING AND ANALYsIs OF  
REAL WORLD AND INDUsTRY AppLICATIONs

Ms1201 - NON-CONVENTIONAL METhODs FOR sOLID AND FLUID  
MEChANICs (NMsFM) ...........................................................................................................................1628
Organized by Wojciech Sumelka, Tomasz Blaszczyk, Hongguang Sun, Jacek Leszczynski and Giuseppe Failla 

Ms1202 - MODELING METhODs, sIGNAL ALGORIThMs AND MAChINE  
LEARNING FOR EFFECTIVE NON-DEsTRUCTIVE TEsTING AND  
sTRUCTURAL hEALTh MONITORING .............................................................................................1632
Organized by Menglong Liu, Gongfa Chen and Fangsen Cui 

Ms1203 - Nonlocal models in computational mechanics:  
perspectives, challenges, and applications ...............................................................................1636
Mirco Zaccariotto , Marta D’Elia , Ugo Galvanetto and Pablo Seleson 

Ms1204 - Combined finite-discrete element methods for multi-body  
dynamics and fracture mechanics ..................................................................................................1645
Organized by Ado Farsi 

Ms1205 - Real World Modeling and simulation for the realization  
of human-centered society 5.0 .......................................................................................................1646
Organized by Tohru Hirano and Seiichi Koshizuka 

Ms1206 - Condition assessment of railway infrastructures ...............................................1651
Organized by Pedro Montenegro, Munemasa Tokunaga, Matsuoka Kodai and Diogo Ribeiro 

Ms1207 - Offshore Wind power : Large scale Modeling and Assesment  
for the Realization of Net-zero World ...........................................................................................1656
Organized by Takanori Uchida 

Ms1208 - Industrial Application of particle Methods ...........................................................1661
Organized by Sunao Tokura, Massimo Galbiati, Brant Ross and Mamika Kawahara 

Ms1209 - Advanced Computing Technique and Artificial Intelligence for  
Realistic social, Traffic and Economic problems ......................................................................1666
Organized by Hideki Fujii, Eisuke Kita, Tomoaki Tatsukawa and Shinobu Yoshimura 

Ms1211 - particle and Finite Element Models for Interaction,  
simulation and statistical Design ...................................................................................................1670
Organized by Masakazu Ichimiya, Nobuki Yamagata, Jeffrey Fong, Robert Rainsberger and Pedro Marcal 

Ms1213 - Modeling&simulation of Terrestrial Flows (Terrestrial(Geosphere) 
hydrologic/hydraulic flow modeling&simulation) .................................................................1674
Organized by Hiroyuki Tosaka, Makoto Nishigaki, Tomochika Tokunaga, Masaatsu Aichi and Tomonari Shiraishi 

Ms1214 - Advanced Modelling for Automotive Applications in CAsE Era .................1682
Organized by Tohru Hirano, Kosho Kawahara, Masato Nishi and Maurizio MAGGIORE 
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Ms1215 - Image processing, Discretization, and simulation of As-built  
Geometries .................................................................................................................................................1690
Organized by Scott Roberts, Nagi Mansour and David Noble 

Ms1216 - solid Mechanics of Elastomers ....................................................................................1692
Organized by Hiro Tanaka and Hiroshi Kadowaki 

Ms1217 - Analysis of Real World and Industry Applications:  
emerging frontiers in CFD computing, machine learning and beyond .......................1700
Organized by Eleni Koronaki, Anina Šarkić Glumac and Stéphane P.A. Bordas 

Ms1218 - Industrial perspectives on Isogeometric Analysis and Design  
with Advanced spline Techniques ..................................................................................................1705
Organized by Panagiotis Karakitsios and Vasiliki Tsotoulidi 

Ms1219 - Cyclic plasticity and viscoplasticity modeling for various alloys  
and components .....................................................................................................................................1712
Organized by Tasnim Hassan and Katsuhiko Sasaki 

Ms1220 - hpC application on turbulent wind over urban model  
represented by individual shape of buildings ..........................................................................1725
Organized by Tetsuro Tamura, Yasuaki Ito and Hidenori Kawai 

1300 - INVERsE pRObLEMs, OpTIMIZATION AND DEsIGN

Ms1301 - Computational structural design for architecture and  
civil engineering ......................................................................................................................................1736
Organized by Makoto Ohsaki, Sigrid Adriaenssens, Ruy Pauletti and Yohei Yokosuka 

Ms1302 - Model Learning and Optimization for Nonlocal and  
Fractional Equations .............................................................................................................................1746
Yue Yu , Marta D’Elia and Xingjie Li 

Ms1303 - ANALYsIs AND DEsIGN OF sTRUCTURAL DYNAMICAL  
sYsTEMs UNDER UNCERTAIN CONDITIONs ..............................................................................1752
Organized by Hector Jensen, Jianbing Cheng, Marcos Valdebenito, Ioannis Kougioumtzoglou and Dixiong Yang 

Ms1304 - Optimization Method and Application ...................................................................1757
Organized by Eisuke Kita, Kazuhiro Izui, Masatoshi Shimoda, Satoshi Kitayama and Masayuki Nakamura 

Ms1305 - New Trends in Topology Optimization ....................................................................1772
Organized by EMILIO CARLOS NELLI SILVA, Shinji Nishiwaki, Yoon Young Kim, Glaucio Paulino,  
Gregoire Allaire, Daniel De Leon and Renato Picelli 

Ms1306 - Topological Design Optimization of structures, Machines  
and Materials ............................................................................................................................................1811
Organized by Gil Ho Yoon, Akihiro Takezawa and Weisheng Zhang 

Ms1307 - Machine Learning and Uncertainty quantification for  
Materials Design......................................................................................................................................1819
Organized by Vahid Keshavarzzadeh, Arash Noshadravan and Johann Guilleminot 
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Ms1308 - OpTIMIZING CIVIL sTRUCTUREs DEsIGN - hOW TO ADDREss 
MULTIMATERIAL, MULTICRITERIA AND MULTIphYsICs pRObLEMs TO  
REDUCE ThE GLObAL CARbON FOOTpRINT ..............................................................................1820
Organized by Fabrice Gatuingt, Guillaume Hervé-Secourgeon and Tulio Honorio de Faria 

Ms1309 - Recent progress in topology optimization and its applications .................1821
Organized by Junji Kato, Mathias Wallin, Niels Aage, Oded Amir, Bin Niu, Liang Xia,  
Mingdong Zhou and Peter Dunning 

Ms1311 - ADVANCED AppROAChEs FOR OpTIMIZATION OF  
COMpOsITE sTRUCTUREs ..................................................................................................................1846
Organized by Elena Raponi, Simonetta Boria, Carola Doerr, Fabian Duddeck and Dirk Lukaszewicz 

Ms1314 - sTATIsTICAL INVERsE pRObLEMs AND RELATED sTOChAsTIC 
OpTIMIZATION METhODs FOR RANDOM hETEROGENEOUs MATERIALs  .................1852
Organized by Florent Pled, Christophe Desceliers and Maarten Arnst 

Ms1315 - Engineering Metamaterials: Rational Design and  
Additive Manufacturing ......................................................................................................................1856
Organized by Zhen Luo, Yiqiang Wang and Hao Li 

1400 - sOFTWARE, hIGh pERFORMANCE COMpUTING

Ms1401 - psE (problem solving Enviornment) ........................................................................1870
Organized by Shinji Hioki, Masami Matsumoto and Shigeo Kawata 

Ms1402 - software Design and Implementation for Next-Generation  
parallel Architectures ............................................................................................................................1875
Organized by David Littlewood, Henry Tufo, Hiroshi Okuda and Reese Jones 

Ms1403 - Advanced hpC Methods for Eigenvalue problems and beyond .................1882
Organized by Ali Hashemian, David Pardo, Victor Calo, Carla Manni and Quanling Deng 

Ms1404 - progress and Challenges in Extreme scale Computing and Data ..............1890
Organized by Michael Heroux, Serge Petiton and Kengo Nakajima 

Ms1405 - hpC-bAsED sIMULATIONs AND DATA sCIENCE FOR ThE  
WIDE INDUsTRIAL REALM: AEROspACE, AUTOMOTIVE, bIOMEDICAL,  
CONsTRUCTION, hEAVY... ...................................................................................................................1897
Organized by Makoto Tsubokura, Mariano Vázquez, Takayuki Aoki and Andreas Lintermann 

Ms1406 - portable, Efficient Implementation of Finite Elements for  
Mechanics Applications .......................................................................................................................1914
Organized by Kyungjoo Kim, Mauro Perego and Nathan Roberts 

1500 - FLUID-sTRUCTURE INTERACTION,  
CONTACT AND INTERFACEs

Ms1501 - Computational Contact Mechanics ...........................................................................1917
Organized by Peter Wriggers, Michel Raous, Giorgio Zavarise and Mike Puso 

Ms1502 - Fluid-structure Interaction Algorithms and Applications .............................1933
Organized by Justin Kauffman, Scott Miller and John Gilbert 
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Ms1503 - Recent Advances in Numerical Methods for Multi-Material shock 
hydrodynamics ........................................................................................................................................1938
Organized by Ketan Mittal, Nabil Atallah, Vladimir Tomov, Guglielmo Scovazzi and Robert Rieben 

Ms1505 - Computational Fluid-structure Interaction and Moving  
boundaries and Interfaces .................................................................................................................1943
Organized by Artem Korobenko, Jinhui Yan, Ming-Chen Hsu, Kenji Takizawa, Yuri Bazilevs and Tayfun Tezduyar 

Ms1506 - Challenges and locks for fluid-structure interaction:  
from vibrations to non-linear transients in industrial framework..................................1957
Organized by Vincent Faucher, Olivier Jamond, Nicolas Lelong, Benoît Prabel and Maria-Adela Puscas 

Ms1507 - Novel Numerical Algorithms for Fluid-structure Interaction  
and Optimization for Flow Energy Converter ...........................................................................1958
Organized by Ming-jyh Chern, Chao-An Lin and Tzyy-Leng Horng 

Ms1508 - IMMERsED bOUNDARY METhOD AND ITs NOVEL AppLICATIONs ...........1965
Organized by Li Wang, Fang-Bao Tian, Wei-Xi Huang, Zhengliang Liu and Yi Zhu 

Ms1510 - Fluid-structure Interaction, Contact and Interfaces .........................................1969
Organized by Peng Du, Haibao Hu, Xiaopeng Chen, Feng Ren, Xiao Huang, Luo Xie and Jun Wen 

1600 - GEOMEChANICs AND NATURAL MATERIALs

Ms1602 - Computational Geomechanics ....................................................................................1974
Organized by Jinhyun Choo, José Andrade, Chloé Arson, Ronaldo Borja, Richard Regueiro, WaiChing Sun and 
Jidong Zhao 

Ms1603 - Computational Methods for snow Mechanics and Engineering  ...............1985
Organized by Fabrizio Barpi, Gianmarco Vallero, Monica Barbero, Mauro Borri-Brunetto and Valerio De Biagi 

Ms1604 - Machine learning in geomechanics and geomaterials ....................................1993
Organized by Jianfeng Wang 

Ms1605 - Validation of Numerical Modeling of soil-structures  
Interaction in Liquefiable soils ........................................................................................................1995
Organized by Majid Manzari and Kyohei Ueda 

Ms1607 - Multiscale, Multifield, and Continuum-Discontinuum  
Analysis in Geomechanics ..................................................................................................................2003
Organized by Haitao Yu, Qiushi Chen, Yiming Zhang, Xueyu Geng, Ningning Zhang, Hui Wang and Yunteng Wang 

Ms1608 - particle-based numerical modeling in Geotechnical engineering ............2006
Organized by Yukio Nakata, Kenichi Soga, Mingjing Jiang and Shuji Moriguchi 

Ms1609 - Advanced computational modelling of wood, wood-based  
products, and timber structures .....................................................................................................2021
Organized by Josef Füssl, Markus Lukacevic, Josef Eberhardsteiner and Michael Kaliske 

Ms1610 - Numerical methods in geomechanics .....................................................................2030
Organized by Ryosuke Uzuoka, Kazunori Fujisawa, Toshihiro Noda and Feng Zhang 

Ms1611 - Computational Granular Mechanics .........................................................................2051
Organized by Hongyang Cheng, Klaus Thoeni, Xue Zhang and Vanessa Magnanimo 
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Ms1612 - Multiscale Modeling and Numerical stress Analysis of  
prestressed Rocks  ..................................................................................................................................2056
Organized by Vladimir Levin, Konstantin Zingerman and Anatoly Vershinin 

Ms1613 - Challenges in sea ice mechanics research - experimental  
investigation, theroretical description and numerical simulation.................................2058
Organized by Jörg Schröder, Carina Schwarz, Doru C. Lupascu, Tim Ricken, Marcello Vichi and Sebastian Skatulla

Ms1614 - Recent Advances in Computational Geomechanics ..........................................2059
Organized by Nasser Khalili, Mohammad Vahab and Babak Shahbodagh 

1700 - DATA sCIENCE, MAChINE LEARNING  
AND ARTIFICIAL INTELLIGENCE

Ms1701 - Applications of Artificial Intelligence and Machine-Learning  
Methods to Mechanics, Materials, Medicine, and Engineering........................................2061
Organized by Shaofan Li, Vickie Shim, Ying Li, Harold Park and Shingo Urata 

Ms1702 - Machine Learning for Cardiac Modelling and simulation .............................2077
Organized by Simone Pezzuto, Francisco Sahli Costabal, Rolf Krause, Hermenegild Arevalo and Luca Dedé

Ms1703 - Incorporating fundamental principles in innovative machine  
learning models of physics.................................................................................................................2086
Organized by Reese Jones, Ari Frankel, Cosmin Safta and Nathaniel Trask 

Ms1704 - Deep Learning in Computational Materials science and Engineering ....2094
Organized by Shaoping Xiao 

Ms1705 - Data-driven and Machine learning Method for turbulence,  
Fluid Loads,and fluid-structure Interaction ...............................................................................2095
Organized by GANG CHEN, WEIWEI ZHANG, HUI TANG and Richard P. Dwight 

Ms1706 - Decision-making in large-scale atomistic material simulations .................2099
Organized by Danny Perez and Thomas Swinburne 

Ms1707 - Uncertainty quantification for Data-Intensive Inverse  
problems and Machine Learning ....................................................................................................2103
Organized by Tan Bui-thanh and Andreas Mang 

Ms1708 - Machine Learning based Design of Composite Materials  
and structures ..........................................................................................................................................2113
Organized by Seunghwa Ryu, Grace Gu, Shu-Wei Chang and Zhao Qin 

Ms1710 - Numerical simulations and Machine Learning for  
Micro-Meteorology predictions and Applications .................................................................2122
Organized by Ryo Onishi, Kai Schneider, Tomoaki Watanabe, Shaoxiang Qian and Keigo Matsuda 

Ms1711 - Learning models for reliable predictions and decision making:  
methods and applications ..................................................................................................................2133
Organized by Laura Mainini and Matteo Diez 
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Ms1712 - Machine Learning and Computational Modeling for Mechanical  
behavior of Materials ............................................................................................................................2142
Organized by C-S David Chen, C.T. Wu and Nien-Ti Tsou 

Ms1713 - Deep and Machine Learning Methodology in the Context of  
Application to Computational Mechanics ..................................................................................2159
Organized by Yasushi Nakabayashi, Yoshitaka Wada, Masao Ogino, Akio Miyoshi and Shinobu Yoshimura 

Ms1714 - Advances in scientific machine learning for high dimensional  
many-query problems  .........................................................................................................................2175
Thomas O’Leary-Roseberry , Peng Chen and Omar Ghattas 

Ms1715 - Intelligent design optimization of structural and mechanical  
systems ........................................................................................................................................................2179
Organized by Jun Yan and Bin Niu 

Ms1716 - Data-driven approaches in computational solid mechanics ........................2184
Organized by Pietro Carrara, Francisco Chinesta, Laura De Lorenzis, Siddhant Kumar, Pierre Ladeveze,  
Michael Ortiz and Stefanie Reese 

Ms1717 - Recent Advances in scientific Machine Learning and Uncertainty 
quantification Methods for Modeling Complex systems ...................................................2208
Organized by Ramin Bostanabad and Miguel Bessa 

Ms1718 - Machine Learning-based Computational Methods in  
Engineering Mechanics ........................................................................................................................2211
Organized by Alessandro Fascetti, John Brigham and Caglar Oskay 

Ms1719 - Advances in data-driven methods through Gaussian processes ...............2217
Organized by Mengwu Guo and Anirban Chaudhuri 

Ms1720 - Machine-Learning Accelerated Inverse Design...................................................2219
Organized by Aditya Balu, Olga Wodo, Adarsh Krishnamurthy and Baskar Ganapathysubramanian 

1800 - IMAGING, VIsUALIZATION, VIRTUAL  
REALITY AND AUGMENTED REALITY

Ms1802 - Computer Vision on structural Experiments, Inspection,  
and Monitoring ........................................................................................................................................2221
Organized by Yuan-sen Yang 

2100 - ENVIRONMENTAL, ENERGY  
AND REsOURCE ENGINEERING

Ms2101 - Computational Mechanics for Nuclear Waste Disposal  
Technologies .............................................................................................................................................2224
Organized by Shin Sato, Shinya Tachibana and Stratis Vomvoris 

Ms2102 - COMpUTATIONAL METhODs FOR ENVIRONMENTAL FLUID FLOWs .........2228
Organized by Clint Dawson, Kazuo Kashiyama, Ethan Kubatko and Eirik Valseth 
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2200 - DIsAsTER pREVENTION AND  
MITIGATION, sAFETY pRObLEMs

Ms2201 - Advanced Computational and Experimental Technologies  
for Civil Infrastructures ........................................................................................................................2243
Organized by Sukhoon Pyo, Beomjoo Yang and H.K. Lee 

Ms2202 - Frontiers of Nonlinear, Impact and Instability Analysis of  
solids and structures ............................................................................................................................2249
Organized by Daigoro Isobe, Kostas Danas, Jinkoo Kim, Sergio Turteltaub, Dai Okumura, Shingo Ozaki and 
Hiroyuki Yamada 

Ms2203 - hyper-complex disaster simulation ..........................................................................2257
Organized by Mitsuteru Asai, Antonia Larese De Tetto, Miguel Ángel Celigueta, Shunichi Koshimura  
and Kenjiro Terada 

Ms2204 - simulation-based Disaster prediction and Mitigation ....................................2267
Organized by Dongdong Wang, J.S. Chen, Sheng-Wei Chi, Pai-Chen Guan, Mike Hillman and Xiong Zhang 

Ms2205 - Microstructural characterization and property evaluation  
of materials for structural safety .....................................................................................................2275
Organized by Kyoungsoo Park and Tong-Seok Han 

Ms2206 - Advanced seismic response analysis and design ...............................................2284
Organized by Tomoshi Miyamura, Takuzo Yamashita, Daigoro Isobe and Makoto Ohsaki 

Ms2208 - physics-based simulation of Earthquake hazards with hpC  
and hqC .......................................................................................................................................................2296
Organized by Takane Hori, Tsuyoshi Ichimura, Mitsuteru Asai and Thorsten Becker 

2300 - INFECTIOUs DIsEAsEs AND  
ENVIRONMENTAL pRObLEMs

Ms2301 - Recent advances in modeling and simulating infectious  
disease outbreaks ...................................................................................................................................2302
Organized by Tan Bui-thanh, Leticia Ramirez and Jose Montoya-Laos 

2400 - OThERs

Ms2401 - Recent advances on numerical methods and parallel solvers  
for the cardiac function .......................................................................................................................2303
Organized by Luca F. Pavarino, Simone Scacchi and Christian Vergara 

Ms2403 - Numerical Methods for solving Frictional quasistatic Contact  
problems .....................................................................................................................................................2311
Organized by Nicolae Pop 

Ms2404 - Reliability of Robots  ........................................................................................................2313
Organized by Xu Han and Shuyong Duan 

Ms2405 - benchmark technologies and cases for computational acoustics .............2316
Organized by Weikang Jiang and Haijun Wu 
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Dongjun Bang and Ayhan Ince

Ms0107 - peridynamic Theory and Multiscale  
Methods for Complex Material behavior

Organized by Patrick Diehl, Pablo Seleson, Fei Han, Erkan Oterkus and Gilles Lubineau 

A unified nonlocal model for capturing discontinuous, multiphysical  
and multiscale behaviours of geomaterials .....................................................................................261
Haitao Yu, Xizhuo Chen, Yuqi Sun and Xiaokun Hu

Data-Driven Mechanics for Non-Local solid Mechanics with Frankenstein’s  
Method ................................................................................................................................................................263
Bram Lagerweij and Gilles Lubineau

Dynamic Fracture in Glassy polymers: peridynamic Models ....................................................264
Florin Bobaru and Longzhen Wang

Employing a bezier curve model for simulating microstructure generation  
during the additive manufacturing process to inform microstructure aware  
material models ..............................................................................................................................................266
Jeremy Trageser, John Mitchell and Theron Rodgers

Fracture analysis of bimaterial interface with the residual thermal  
deformation by peridynamic model ....................................................................................................267
Heng Zhang and Xiong Zhang
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quasistatic Fracture using Nonliner-Nonlocal Elastostatics with an Analytic  
Tangent stiffness Matrix for arbitrary poisson ratios ..................................................................268
Patrick Diehl and Robert Lipton

study on thermal fatigue of nickel-based superalloy composites using p 
eridynamics method ....................................................................................................................................269
Xingnan Hao, Xia Liu and Qingsheng Yang

Ms0108 - Recent advances in computational  
modeling of damage and fracture

Organized by Leong Hien Poh, Ron Peerlings, Tinh Quoc Bui, John Dolbow and Amine Benzerga 

A discrete slip plane model and its application to experiments on ferritic  
mono- and polycrystals ..............................................................................................................................270
Job Wijnen, Ron Peerlings, Johan Hoefnagels and Marc Geers

A hyperbolic phase Field Model for high strain Rate Fracture in  
Microstructured Media ...............................................................................................................................271
Giang Huynh, Reza Abedi, Erdem Caliskan, Alireza V. Amirkhizi, Willoughby Cheney,  
Weidi Wang and Robert B. Haber

A New Energy Limiter-based Damage Approach for brittle Fracture ..................................272
Hung Thanh Tran, Tinh Quoc Bui and Sohichi Hirose

Consistent Description by Cohesive Traction-separation Law for seamless  
Transition from Weak- in strong-Discontinuities ...........................................................................273
Wataru Enomoto, Yuichi Shintaku and Kenjiro Terada

Damage regularization via the Eikonal gradient non-local method:  
properties and couplings with plasticity ...........................................................................................274
Florian Marconi, Emmanuel Baranger, Rodrigue Desmorat, Milan Jirasek and Martin Horak

Entropy-based damage model for fatigue behaviour of lead-free solder  
materials ............................................................................................................................................................275
Ying Guo, Xiaoyue Ding, Long Chen and Xu Long

Fracture of A neo-hookean sheet: An Arc-Length Method-based phase  
Field Model and Crack Tip Fields ............................................................................................................276
Yin Liu and Brian Moran

highly Anisotropic plasticity of Lath Martensite - Computational  
Modelling and Comparison with Experiments ................................................................................277
Vahid Rezazadeh, Roy Kerkhof, Tijmen Vermeij, Francesco Maresca, Marc Geers,  
Johan Hoefnagels and Ron Peerlings

Implementing Nonlocal Ductile Damage Into a Large strain FFT-based  
Model for predicting Failure in polycrystalline Materials ..........................................................278
Carter Cocke, Hadi Mirmohammad, Owen Kingstedt, Miroslav Zecevic, Ricardo Lebensohn  
and Ashley Spear

Lipschitz Regularization For softening Material ............................................................................279
Nicolas Chevaugeon and Nicolas Moës
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Modeling Combined Necking Cracking phenomena in Thin Metal structures ...............280
Suman Bhattarai, Carey Walters and Lambertus Sluys

Modelling the anisotropic damage of concrete under tensile loading  
at the mesoscale .............................................................................................................................................281
Mohammed Hammad and Udo Nackenhorst

Molecular dynamics Analysis on the degradation of the crystallinity of a grain 
boundary under creep loading at elevated temperature ..........................................................282
Shogo Tezuka, Shujiro Suzuki, Ken Suzuki and Hideo Miura

Numerical prediction of Crack Initiation and propagation for spot Welded  
Joints of Advanced high-strength steel sheets .............................................................................283
Yao Zhenduo, Omiya Masaki , Ma Yunwu and Ma Ninshu

Numerical prediction of strain-induced crystallization under complex loadings .........284
Vu Ngoc Khiêm, Mikhail Itskov, Sylvain Charlès and Jean-Benoît Le Cam

prediction of Dispersion of Fracture Toughness by Enhanced GTN Model in  
Ductile-to-brittle Transition Region  ....................................................................................................285
Tatsuhiko Inaoka, Yuichiro Shintaku and Kenjiro Terada

Ms0109 - Recent Advances in Modeling and simulating Extreme Events
Organized by Yan Liu, Xiong Zhang, Zhen Chen, Dongdong Wang, Fei Xu and Cheng Wang 

A Coupled Immersed boundary-Material point Method for shock-structure  
Interaction and Dynamic Fracture .........................................................................................................286
Ruichen Ni and Xiong Zhang

An Explicit phase-Field Material point Method for Dynamic brittle Fracture  
problem ..............................................................................................................................................................287
Zhixin Zeng and Xiong Zhang

An Immersed MMALE Material point Method for FsI problems .............................................288
Zixian Sun, Zixian Sun and Xiong Zhang

An Improved Efficient Molecular simulation Method for Graphene  ...................................289
Shuai Wang, LeiYang Zhao and Yan Liu

Material point Method for Growth-induced Massive Deformation  
Analysis of soft Materials ..........................................................................................................................290
Zijian Zhang, Yunxiang Pan, Jianhua Wang, Hongwu Zhang, Zhen Chen, Hongfei Ye  
and Yonggang Zheng

Modeling and simulating Method for Dynamic Crack propagation in  
Residual stress Field .....................................................................................................................................291
Sayako Hirobe, Kenji Imakita, Haruo Aizawa, Yasumasa Kato, Shingo Urata and Kenji Oguni

Numerical simulation of projectile penetrating based on Improved sph Method .......292
Jiayi Wang, Fei Xu, Zhen Dai and Lu Wang

Numerical simulation of splashing water trajectory under engine influence .................293
Liuwei Xiao and Fei Xu
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The Abnormal Change of Fluid-solid system Induced by the Confinement  
with Extreme small size .............................................................................................................................294
Hongfei Ye, Jian Wang, Yonggang Zheng, Zhen Chen and Hongwu Zhang

Time-discontinuous peridynamic Method for Transient Crack propagation  
problems ............................................................................................................................................................295
Yonggang Zheng, Zhenhai Liu, Hongfei Ye, Dong Qian and Hongwu Zhang

Ms0110 - CURRENT TRENDs IN phAsE-FIELD MODELING  
AND COMpUTATION OF FRACTURE & FATIGUE

Organized by Fadi Aldakheel, Ralf Müller and Laura De Lorenzis 

A variational phase-field model of fracture with frictional sliding .......................................296
Keita Yoshioka, Mostafa Mollaali and Francesco Freddi

Adaptive phase Field Modeling of brittle Fracture Using the scaled boundary  
Finite Element Method in 3D....................................................................................................................297
Rama Assaf, Carolin Birk, Hauke Gravenkamp and Sundararajan Natarajan

An Efficient phase Field Model for Fatigue Fracture .....................................................................298
Sikang Yan and Ralf Müller

Fully coupled damage evolution of moisture effects in polymer matrixed  
composites ........................................................................................................................................................299
Lu-Wen Zhang

Influence of material properties and fracture properties on crack nucleation  
and growth in thin films .............................................................................................................................300
Bo Zeng, John Dolbow and Johann Guilleminot

Micromorphic phase-field fracture model: performance assessment and  
benchmarking .................................................................................................................................................301
Ritukesh Bharali, Fredrik Larsson and Ralf Jänicke

Microstructure sensitive fatigue crack growth in anisotropic polycrystals ......................302
Hirshikesh Hirshikesh, Nishant Prajapati, Daniel Schneider and Britta Nestler

parallel finite element solvers for phase-field modeling of fracture ....................................303
Mohd Afeef Badri and Giuseppe Rastiello

phase-field Modeling of Fracture in Materials with Anisotropic Fracture Energy .........304
Sindhu Nagaraja, Ulrich Römer, Hermann G. Matthies and Laura De Lorenzis

predicting Fracture in human bones using phase Field Models and the Finite  
Cell Method .......................................................................................................................................................305
Lisa Hug, Gal Dahan, Stefan Kollmannsberger, Zohar Yosibash and Ernst Rank

Variationally consistent crack phase-field formulation for ductile fracture ....................306
Jike Han, Seishiro Matsubara, Shuji Moriguchi and Kenjiro Terada
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Ms0112 - DUCTULITY ENhANCEMENT: ADVANCEs IN  
ExpERIMENTAL AND COMpUTATIONAL MEChANICs

Organized by Kaan Inal, Toshihiko Kuwabara, Dirk Mohr and Jidong Kang 

Calibration of Material Model for sheet Metals Using Digital Image  
Correlation and bayesian Data Assimilation ....................................................................................307
Michihiko Suda, Ryunosuke Kamijo, Akimitsu Ishii and Akinori Yamanaka

Crystal plasticity Modeling of Deformation behavior of a Zx10 Magnesium  
Alloy sheet under Various strain paths...............................................................................................308
Takayuki Hama, Koichi Higuchi, Sohei Uchida and Yuri Jono

Material Model Calibration using 3D-DIC Measurement and bayesian  
Data Assimilation  ..........................................................................................................................................309
Sae Sueki, Akimitsu Ishii, Eisuke Miyoshi and Akinori Yamanaka

Modeling Ductile Response of Anchored Connections Using an Extended  
Gurson Model ..................................................................................................................................................310
Mostafa Mobasher, Peter Taylor, Pawel Woelke, Norman Fleck, John Hutchinson and Allan Zhong

Ms0113 - Damage and Failure of Composite Materials and structures
Organized by Stephen Hallett, Joris Remmers and Pedro Camanho 

A Multi-scale probabilistic Model for progressive Failure Assessment on  
Woven Composite Laminates ..................................................................................................................311
Aoshuang Wan

Efficient computational Multiscale Method for polymer solids and  
structures under Large number of Cycles .........................................................................................312
Darith Anthony Hun, Mohamed Haddad and Issam Doghri

Failure analysis of composite materials via micromechanics modelling and  
deep neural networks ..................................................................................................................................313
Lei Wan, Zahur Ullah and Brian Falzon

Implementation of R-curves for trans-laminar fracture of carbon/epoxy  
laminates using Abaqus Virtual Crack Closure Technique .........................................................314
Xiaoyang Sun, Xiaodong Xu, Takayuki Shimizu and Michael Wisnom

Inspection Interval Optimization of Aircraft Composite structure using  
Finite Element Analysis  ..............................................................................................................................315
Salman Khalid, Hee-Seong Kim, Yeong Rim Noh, Heung Soo Kim and Joo-Ho Choi

Mesh independent modelling of tensile failure in composite laminates  
using mixed-time integration in explicit analysis ..........................................................................316
Jagan Selvaraj, Luiz F. Kawashita and Stephen R. Hallett

Modeling Fatigue Failure in soft Fibrous Tissue using a Visco-hyperelastic  
Model with Discontinuous Damage .....................................................................................................317
Bradley Henderson, Katelyn Cudworth, Estefanía Peña and Trevor Lujan
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Numerical Investigation into the Failure Mechanisms of Z-pinned Curved  
Composite Laminates under Four-point bending .........................................................................318
Mudan Chen, Bing Zhang, António Melro, Luís Varandas, Giuliano Allegri and Stephen R. Hallett

probability Distributions of Mechanical properties for 2D-C/siC Composites  
under Uniaxial Tensile .................................................................................................................................319
Qiang Li and Gang Li

Versatile Fatigue Life Evaluation of CFRp Laminates based on Interfacial  
Normal stress ...................................................................................................................................................320
Naoki Morita, Masashi Abe, Yuka Sahara, Masahiro Hojo and Nobuhiro Yoshikawa

Ms0114 - Computational Modelling of self-healing  
Composite Materials and structures

Organized by Ivica Smojver and Vassilis Kostopoulos 

Fatigue behaviour of Open-hole Carbon Fibre/epoxy Composites Containing 
Electrospun Nano-modified Diels-alder based Resin Interleaves as self-healing  
Agent. Experimental Campaign and Numerical simulation .....................................................321
Spyridon Psarras, Athanasios Kotrotsos, Marianna-Georgia Chantzi, Anna Geitona,  
Gregory Petropoulos and Vassilis Kostopoulos

Finite Element Analysis of Repeated Damage and healing behavior in  
alumina/siC Composite Ceramics ..........................................................................................................322
Taiyo Maeda, Toshio Osada and Shingo Ozaki

Low-Velocity Impact Damage and Intrinsic healing in Fibre Reinforced  
polymer Composites ....................................................................................................................................323
Ivica Smojver, Dominik Brezetić and Darko Ivančević

Toughening and healing of CFRps by Diels-alder based Nano-modified Resin  
through Melt Electro-writing process Technique. Experimental Campaign  
and Numerical simulation .........................................................................................................................324
Athanasios Kotrotsos, Georgios Michailidis, Spyridon Psarras, Anna Geitona, Gregory Petropoulos, 
Filippos Tourlomousis and Vassilis Kostopoulos

Ms0115 - plastic instability and fracture in ductile materials 
Organized by Shmuel Osovski, Ankit Srivastava and José A. Rodríguez-Martínez 

Lateral Resistance of buried pipes by Frictional Limit Analysis ..............................................325
Fabio Figueiredo, Lavinia Borges and Luiz Felipe Moreira

Modeling Dynamic Ductile Fracture and Thermal softening With a Variational  
phase-Field Framework ..............................................................................................................................326
David Torres, Tianchen Hu, Brandon Talamini, Andrew Stershic and John Dolbow

Numerical simulation of Neck propagation in Double Network hydrogel .......................327
Isamu Riku and Koji Mimura
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Ms0116 - Multi-stage Failure simulations
Organized by Mao Kurumatani, Kyoungsoo Park, Kenjiro Terada, Norio Takeuchi and Rene de Borst 

Applicability of Modified von-Mises Damage Criterion to Compressive Fracture 
behaviour of Cement-based Materials ................................................................................................328
Hiroto Masui and Mao Kurumatani

Collapse simulation of Concrete structure Considering Contact between  
Masses Generated by Crack penetration Using RbsM .................................................................329
Wataru Nakamura and Yoshihito Yamamoto

Ductile Fracture Initiation and propagation Using Gurson-Cohesive  
Model (GCM) in 3D .........................................................................................................................................330
Jihyuk Park

Iterative simulation of Fractures in brittle solids using Multi-sphere DEM .....................331
Ali Mauricio Velasco, Jose Daniel Muñoz and Thorsten Pöschel

Ms0117 - Advancement of computational fracture mechanics applications
Organized by Yoshitaka Wada, Hiroshi Okada, Toshio Nagashima, Xueling Fan and Liu Zhanli 

Characterization of Finite strain Elastic-plastic Crack propagation using  
Redefined J-Integral and J-Integral Range Δ-J ................................................................................332
Hiroshi Okada, Keigo Shoda, Sora Nakamura and Koichiro Arai

Comparison of residual stresses of stainless steel between electron beam  
welding and conventional welding .......................................................................................................333
Shin-Je Park, Hune-Tae Kim and Yun-Jae Kim

Crack initiation prediction for high strength steel thin plate using simplified  
stress triaxiality-lode parameter damage model ..........................................................................334
Kim Jae-yoon, Jin-Ha Hwang, Yun-Jae Kim and Masaki Omiya

Crack propagation Criterion for a pipe under bending and Torsion Loadings  ...............335
Kiyokazu Tsuhara and Yoshitaka Wada

Development of xFEM-based system for fatigue crack propagation analysis  
and its verification .........................................................................................................................................336
Yanlong Li and Toshio Nagashima

Dynamic failure simulation of metal materials and structures under blast  
and impact loading .......................................................................................................................................337
Zhanli Liu, Yigang Wang and Dongyang Chu

Fracture Mechanics in Three-Dimensional Isogeometric Models:  
Evaluating J-Integral as a post Isogeometric Analysis Calculations .....................................338
Omar Tabaza, Hiroshi Okada, Daichi Nakahara and Yuto Otoguro

proposal of Crack propagation Criterion Considered Constraint Effect under  
Extremely Low Cycle Fatigue; Evaluation by 1.5T-CT specimen .............................................339
Kazuma Kida and Yoshitaka Wada
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proposal of Crack propagation Criterion Considered Constraint Effect under  
Extremely Low Cycle Fatigue; Evaluation by 1T-CT and 2T-CT specimen ..........................340
Yuto Kishi and Yoshitaka Wada

Ms0118 - Computational analysis of fiber reinforced composites
Organized by Vincent Tan, Ryo Higuchi, Jun Koyanagi and Tong Earn Tay 

A New Method to Identify Delamination shape Using Topology  
Optimization and Visualization of Ultrasonic Waves ...................................................................341
Kazuki Ryuzono, Shigeki Yashiro, Sota Onodera and Nobuyuki Toyama

Computational and analytical homogenization of creep in fiber reinforced metals ...342
Alexander Dyck, Daniel Wicht, Matti Schneider and Thomas Böhlke

Damage propagation Analyses of CFRp laminate with impact damage 
 under compressive load using Zig-zag CZM ....................................................................................343
Chenyu Wang and Toshio Nagashima

Damage simulation for Textile Composites Using Fiber-bundles / Matrix-resin 
separated Mesh ..............................................................................................................................................344
Akinori Yoshimura, Takanori Sugiura, Keita Goto and Masahiro Arai

Development of a Novel Element for simulating CFRp strength  
Deterioration due to Cyclic Loadings based on Entropy Damage .........................................345
Jun Koyanagi, Asa Mochizuki, Ryo Higuchi, Vincent Beng Chye Tan and Tong-Earn Tay

Direct FE2 - Concurrent multiscale and multiphysics modelling of  
composites with AbAqUs ..........................................................................................................................346
Jie Zhi, Karthikayen Raju, Leong Hien Poh, Tong-Earn Tay and Vincent Beng Chye Tan

Dynamics of an Aircraft with Corrugated Morphing Control surfaces ................................347
Kensuke Soneda, Natsuki Tsushima and Tomohiro Yokozeki

Exploring Direct FE2 in Modelling heterogeneous problems beyond  
scale separation .............................................................................................................................................348
Jie Zhi, Karthikayen Raju, Leong Hien Poh, Tong-Earn Tay and Vincent Beng Chye Tan

Fatigue strength simulation of Discontinuous Fiber CFRp Considering  
Viscoelastic-Viscoplastic Entropic Damage ......................................................................................349
Keitaro Toda, Yuta Umezu and Jun Koyanagi

Finite Element Analysis for Failure prediction of CFRp Cross-ply Laminates  
Considering Viscoelastic Model with Entropy Damage ..............................................................350
Mio Sato, Asa Mochizuki, Ryo Higuchi, Jun Koyanagi and Yuichi Ishida

Identification of disbond and delamination in a honeycomb sandwich  
structure using air-coupled guided wave ultrasonics  ................................................................351
Jing Xiao, Zhen Zhang, Zheng Zheng WONG, Andrew Alexander Malcolm and Fangsen Cui

Improved Numerical simulation of Woven Textile Membranes using  
stress-Ratio-Dependent Material properties ...................................................................................352
Mehran Motevalli and Daniel Balzani
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Modelling of angle-ply Fiber-Reinforced Composite laminates with Direct FE2 ............353
Karthikayen Raju, Jie Zhi, Vincent B.C. Tan and Tong-Earn Tay

Moving particle simulation for Compression Molding of polymer Matrix  
Composite Rib Considering Fiber Deformation ..............................................................................354
Sota Onodera, Kazuki Haraguchi, Shigeki Yashiro and Tomonaga Okabe

Multiscale analysis for prediction of process-induced warpage on  
asymmetric CFRp laminate .......................................................................................................................355
Yoshiaki Kawagoe, Kenji Kawai, Yuta Kumagai, Keiichi Shirasu, Gota Kikugawa and Tomonaga Okabe

Multiscale failure analysis of flame-retardant CFRp laminates ..............................................356
Keiichi Shirasu, Junpei Tsuyuki and Tomonaga Okabe

Multiscale Modelling of Fiber Reinforced Composite beams with  
shear-Flexible beam Elements using Direct FE2 .............................................................................357
Kirk Ming Yeoh, Vincent Beng Chye Tan, Leong Hien Poh and Tong-Earn Tay

Multiscale-Multiphysics simulation of process-Dependent Mechanical  
properties of Thermoplastic Composites ...........................................................................................358
Ryo Higuchi, Masaya Kato, Yutaka Oya, Sota Oshima, Tomohiro Yokozeki and Takahira Aoki

Nonlinear buckling, post-buckling and Collapse of Composite Thin-walled  
Lenticular Tubes subjected to pure bending ...................................................................................359
Ning An, Qilong Jia, Xiaofei Ma and Jinxiong Zhou

Numerical simulation of Temperature Elevation during Ultrasonic  
Welding process of CFRp ............................................................................................................................360
Maruri Takamura, Kotaro Uehara, Shinichi Takeda and Jun Koyanagi

self-deployment characteristics of CFRp bistable open sectional  
semi-cylindrical beam .................................................................................................................................361
Sho Kajihara, Tomohiro Yokozeki and Takahira Aoki

steady-state Creep Analysis of Composite spherical Vessels Using the  
Finite-strain Theory ......................................................................................................................................362
Vinod Arya

stochastic stress Analysis of Unidirectional FRp Considering Random  
Fiber Location Variation in case of higher Vf by Improved Mesh  
superposition Method  ...............................................................................................................................363
Kazuki Kanesue and Sei-ichiro Sakata

strength estimation of composite material by peridynamics and in-situ  
observation  ......................................................................................................................................................364
Yuki Arai and Sei-ichiro Sakata

structural Evaluation in Lattice-based Mechanical Metamaterials Fabricated  
by AM for Lightweight Tunable structures .......................................................................................365
Natsuki Tsushima, Ryo Higuchi, Koji Yamamoto and Tomohiro Yokozeki

Temperature Response of CFRp Exposed to simulated Lightning Current .......................366
Shintaro Kamiyama, Yoshiyasu Hirano, Takao Okada, Takeo Sonehara and Toshio Ogasawara
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The Mechanical Response and Failure Mechanisms of Natural Fiber Reinforced 
Composite Laminates: A Computational study Validated by Experiments ......................367
Olga Sinitsky, Nir Trabelsi and Elad Priel

Three-dimensional stress Fields in Tapered Laminated Composites with  
Internal ply Drops ..........................................................................................................................................368
Sander van den Broek, Mayank Patni, Aewis Hii, Peter Greaves, Paul Weaver and Alberto Pirrera

Ms0119 - Ductile-Fracture Modeling and simulation
Organized by Kazutake Komori 

An Anisotropic Damage Model for prediction of Ductile Fracture during  
Cold Forging .....................................................................................................................................................369
Atsuo Watanabe, Kunio Hayakawa and Shinichiro Fujikawa

Investigating the Influence of Material Ductility on the Failure prediction  
Capabilities of the Continuum Damage Mechanics Approach:  
A Computational study Validated by Experiments .......................................................................370
Nitzan Rom, Jacob Bortman and Elad Priel

Numerical simulation of Ductile Fracture based on A Novel Damage  
Evolution Model .............................................................................................................................................371
Tianbao Ma, Yi Shen and Jianqiao Li

predicting Ductile Fracture during sheet stretching by a Modified  
Miyauchi Test Using an Ellipsoidal Void Model ...............................................................................372
Kazutake Komori

Ms0120 - peridynamics and Nonlocal Theories for Fracture  
Modelling: Recent Developments and Their Applications

Organized by Satoyuki Tanaka, Tinh Bui Quoc, Selda Oterkus, Erkan Oterkus and Erdogan Madenci 

Accurate absorbing boundary conditions for two-dimensional peridynamics ..............373
Gang Pang, Songsong Ji and Xavier Antoine

Component-wise fracture analysis through coupled three-dimensional  
peridynamics and refined one-dimensional finite elements ...................................................374
Marco Enea, Alfonso Pagani and Erasmo Carrera

Crack propagation Analysis in Embankments during Earthquakes using  
Ordinary state-based peridynamics ....................................................................................................375
Taiki Shimbo, Tomoki Kawamura, Ukyo Uchii and Yutaka Fukumoto

Dual horizon peridynamic Implementation in a Finite Element  
Framework - ANsYs ......................................................................................................................................376
Erdogan Madenci and Sundaram Vinod Anicode

Dual-horizon peridynamic element and its coupling with finite element .........................377
Yehui Bie and Yueguang Wei
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Improvements of Fracture Analysis on shear behaviours by Using  
Modified Ordinary state based peridynamics .................................................................................378
Hanlin Wang, Satoyuki Tanaka, Selda Oterkus and Erkan Oterkus

peridynamic Analysis of porous Media with Micro-cracks ........................................................379
Erkan Oterkus, Murat Ozdemir, Selda Oterkus, Islam Amin, Satoyuki Tanaka,  
Abdel-Hameed El-Aassar and Hosam Shawky

peridynamic simulations of Gas-pore Effects on Fatigue Lifetime .......................................380
Binchao Liu, Bocai Chen, Weipeng Zeng and Rui Bao

simulation of brittle/quasi-brittle Fracture with the smoothing  
Gradient Damage Model ............................................................................................................................381
Chanh Dinh Vuong, Tinh Quoc Bui and Sohichi Hirose

smoothed variable horizon peridynamic modelling and its applications  .......................382
Michiya Imachi and Satoyuki Tanaka

Ms0121 - Recent Advances in Computational Fracture 
 Mechanics for subsurface Applications

Organized by Juan Michael Sargado, Michael Welch and Inga Berre 

A variational phase-field model for subcritical fracture.............................................................383
Juan Michael Sargado, Michael Welch and Mikael Lüthje

Modelling the evolution of large fracture networks ....................................................................384
Michael Welch and Mikael Luthje

Utopia: an open-source software for large scale simulations of  
pressure-induced phase-field fracture propagation ....................................................................385
Patrick Zulian, Alena Kopaničáková, Maria Nestola, Nur Fadel, Andreas Fink, Daniel Ganellari, Joost 
VandeVondele and Rolf Krause

Ms0122 - Fracture, Damage and Failure  
Mechanics of smart and Active Materials

Organized by Sergey Kozinov, Bai-Xiang Xu, Andreas Ricoeur, John Huber and Hongjun Yu 

Interaction Integral Method for Thermal Fracture of Magneto-Electro-Elastic  
Materials with Interface ..............................................................................................................................386
Shuai Zhu, Hongjun Yu, Liulei Hao, Zhen Shen and Licheng Guo

Mixed finite-element formulations for flexoelectricity in piezoelectric solids  
with analysis of fracture behaviour ......................................................................................................387
Sergey Kozinov and Prince Henry Serrao

phase Field Modelling of Coupling Evolution of Fracture, Dielectric  
breakdown and polarization in Ferroelectric Materials .............................................................388
Yong Zhang and Jie Wang
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Ms0123 - Computational Fracture Modeling in heterogeneous  
Materials - Recent Advances and Future Challenges
Organized by Paras Kumar, Dhananjay Phansalkar, Julia Mergheim,  

Sigrid Leyendecker and Paul Steinmann 

Configurational Mechanics for Modelling Fracture propagation in  
heterogeneous and Anisotropic Materials .......................................................................................389
Chris Pearce, Karol Lewandowski, Ignatios Athanasiadis and Łukasz Kaczmarczyk

Modelling Rock Fracture using the stochastic bonded Discrete Element Method .......390
Albin Wessling, Simon Larsson, Pär Jonsén and Jörgen Kajberg

surrogate-based stochastic optimization for enhancing interfacial  
fracture resistance of heterogeneous structures ...........................................................................391
Sukhminder Singh, Lukas Pflug and Michael Stingl

Unified definition of stress intensity factors of a sharp three-dimensional  
jointed corner among dissimilar anisotropic materials ..............................................................392
Toru Ikeda, Onar Ibrahim and Masaki Koganemaru

Ms0124 - Modeling of concrete in an Experimental-Virtual-Lab
Organized by Jörg Schröder, Steffen Anders, Dominik Brands, Laura de Lorenzis,  

Peter Wriggers, Michael Kaliske and Ken Terada 

3D Meso-scale Numerical Experiment of Reinforced Concrete Reflecting  
the Geometry of Deformed bars and Coarse Aggregates ..........................................................393
Keisuke Nasukawa, Hiroto Masui and Mao Kurumatani

A 3D Model Combining Cohesive Zone Approach and Friction to Model  
the steel-Concrete Interface ....................................................................................................................394
Mohammad Abbas, Benoît Bary and Ludovic Jason

A variational formulation for thermally-induced cracking in concrete ..............................395
Akari Nakamura, Yosuke Yamanaka, Shuji Moriguchi and Kenjiro Terada

phase-field Modeling for Damage in Reinforced high performance Concrete  
at Low Cycle Fatigue: Numerical Calibration and Experimental Validation ......................396
Mangesh Pise, Dominik Brands, Jörg Schröder, Gregor Gebuhr and Steffen Anders

study on Damage Characteristics of Ceramsite Concrete based on Multi-phase 
Mesoscopic Model .........................................................................................................................................397
Xiaoqiang Yan, Rixing Huang, Xiaoxiao Sun, Nana Zhang and Xiaoming Guo
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200 - ADVANCED DIsCRETIZATION TEChNIqUEs

Ms0201 - ADVANCEs IN ThE sCALED bOUNDARY FINITE ELEMENT  
METhOD AND OThER sEMI-ANALYTICAL & NUMERICAL TEChNIqUEs

Organized by Sascha Eisentraeger, Hauke Gravenkamp, Ean Tat Ooi, Sundararajan Natarajan,  
Carolin Birk, Sven Klinkel and Chongmin Song 

3D dynamic fracture analysis using high-order elements of sbFEM ....................................398
Hong Zhong, Xinxin Jiang, Deyu Li and Lijun Zhao

A Massively parallel solver for Explicit Damage Analysis Exploiting Octree  
Mesh patterns ..................................................................................................................................................399
Ankit Ankit, Junqi Zhang, Chongmin Song and Sascha Eisenträger

A NURbs enhanced polygonal element formulation for the nonlinear  
analysis of solids in boundary representation ................................................................................400
Sven Klinkel and Rainer Reichel

A scaled boundary Finite Element Framework for Mesh burden Alleviation  
and high-performance Computing .......................................................................................................401
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geophysical applications ...........................................................................................................................437
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stabilization .....................................................................................................................................................454
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Metals at powder scale ...............................................................................................................................457
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Ayoub Soulami, Lei Li and Glenn Grant

Modelling of forming processes using the particle Finite Element  
Method (pFEM) ................................................................................................................................................462
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saturated porous media .............................................................................................................................463
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Modeling and simulation ..........................................................................................................................470
Grant Neighbor, Han Zhao, Mehdi Saraeian, David Kamensky and Ming-Chen Hsu

Isogeometric Analysis for Automotive body structure using splines with  
Extraordinary points ....................................................................................................................................471
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An Interpolating particle Method for the Vlasov-poisson equation .....................................475
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Interpolating Vortex particle Methods using splines Wavelets ..............................................476
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property-preserving Discontinuous Galerkin Methods for hyperbolic problems ........477
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Recent Advances in pressure-robust Finite Element methods ................................................478
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Dynamics and Wave propagation ..........................................................................................................484
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discontinuity approach ...............................................................................................................................487
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bubble Rising problems..............................................................................................................................489
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Takuya Matsunaga and Seiichi Koshizuka

Mps for modeling of multiphase granular flows: capabilities and limitation  ................493
Ahmad Shakibaeinia, Mojtaba Jandaghian and Herman Musumari Siaben

surface tension and negative pressure calculation using moving particle 
hydrodynamics method .............................................................................................................................494
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Ms0211 - Isogeometric spline Techniques on Complex Geometries
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An adaptive framework for analysis-aware defeaturing ............................................................495
Annalisa Buffa, Ondine Chanon and Rafael Vázquez
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Optimal Convergence Rates .....................................................................................................................499
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b-splines .............................................................................................................................................................500
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stokes problem ...............................................................................................................................................501
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Ms0213 - Advances and Applications of Collocation Methods:  
Meshfree, IGA, Machine Learning for pDEs

Organized by Pratik Suchde, Isabel Michel, Elena Atroshchenko and Stéphane P.A. Bordas 

A Radial basis Function partition of Unity Method for Thin structures ..............................502
Elisabeth Larsson, Pierre-Frederic Villard, Igor Tominec, Ulrika Sundin, Andreas Michael,  
Boštjan Mavrič and Nicola Cacciani

Computing Deformations of 3D Elastic bodies using the Meshless RbF-pUM  
method  ...............................................................................................................................................................503
Andreas Michael, Pierre-Frederic Villard, Igor Tominec, Boštjan Mavrič, Nicola Cacciani  
and Elisabeth Larsson

Discrete Conservation in Meshfree Collocation Methods for Fluid Flow ...........................504
Pratik Suchde

h-adaptive Radial basis Function-based Finite Difference scheme for  
boundary Value problems of Linear Elasticity .................................................................................505
Balázs Tóth and Alexander Düster

Meshfree GFDM for Elliptic problems with Discontinuous Coefficients .............................506
Heinrich Kraus, Jörg Kuhnert and Pratik Suchde

parameter Identification by Deep Learning for subsequent MEshFREE  
simulations of Granular Media ...............................................................................................................507
Derick Nganyu Tanyu, Isabel Michel, Andreas Rademacher, Peter Maass and Jörg Kuhnert

selection of sets of influence in meshless finite difference methods ..................................508
Oleg Davydov
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RbF-FD methods .............................................................................................................................................509
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meniscus ............................................................................................................................................................510
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Two-phase MEshFREE simulations with mass transfer model for free  
water surface evaporation ........................................................................................................................511
JungHoon Lee, Dirk Bäder, Sebastian Rehfeldt, Almut Eisenträger, Jörg Kuhnert,  
Isabel Michel and Harald Klein

Unknown parameter Identification from Noisy Training Data using  
physics-Informed Neural Networks ......................................................................................................512
Shota Deguchi, Yosuke Shibata and Mitsuteru Asai

Ms0214 - CAD-based discretization methods
Organized by Pablo Antolin, Robin Bouclier, Rafael Vázquez Hernández,  

Thomas Elguedj and Annalisa Buffa 

A comparison between Collocation and Galerkin Isogeometric  
approximation of acoustic wave problems .......................................................................................513
Elena Zampieri and Luca Franco Pavarino

A IETI Method for Trivariate Geometries with nonconforming  
patches based on Mortaring ....................................................................................................................514
Sumita Dahiya, Gershon Elber, Q Youn Hong, Mario Mally, Melina Merkel,  
Sebastian Schöps and Olaf Steinbach

Conforming/Non-Conforming Isogeometric de Rham Complex  
Discretization in solid Toroidal Domains via polar splines .......................................................515
Francesco Patrizi, Martin Campos Pinto, Yaman Güçlü, Stefan Possanner and Eric Sonnendrücker

Design-related simulation - A Discussion ..........................................................................................516
Uwe Schramm

Efficient Numerical Integration for Trimmed Isogeometric Analysis  
based on Error Correction .........................................................................................................................517
Felix Scholz and Bert Jüttler

Electromagnetic wave propagation through structure-preserving  
spline differential forms .............................................................................................................................518
Rafael Vázquez and Bernard Kapidani

Explicit constants in isogeometric approximations .....................................................................519
Espen Sande

Isogeometric shape Derivatives for Maxwell’s Eigenproblem ................................................520
Anna Ziegler, Melina Merkel, Peter Gangl and Sebastian Schöps

Leveraging code generation in numerical methods for complex geometries .................521
David Kamensky, Han Zhao, Grant Neighbor, Jennifer E. Fromm, Ru Xiang, Nils Wunsch,  
John T. Hwang, Ming-Chen Hsu, John A. Evans and Kurt Maute

On the Accuracy and Efficacy of IGA-bEM solvers for 3D Lifting Flows ..............................522
Andreas Arapakopoulos, Konstantinos Kostas, Theodoros Gerostathis, Constantinos Politis,  
Alexandros Ginnis, Sotirios Chouliaras and Panagiotis Kaklis
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strengthening the predictivity of Numerical Design in production  
Engineering with CAD-based Discretisation Methods ................................................................523
Stefanie Elgeti, Konstantin Key, Jaewook Lee and Roxana Pohlmann

Tailoring a mesh generator for 3D NEFEM to avoid de-featuring ..........................................524
Xi Zou, Rubén Sevilla, Oubay Hassan and Kenneth Morgan

Ms0215 - Locking, stability and Robustness of Non-linear  
Finite Elements for Large Deformation problems

Organized by Simon Bieber, Manfred Bischoff, Robin Pfefferkorn, Peter Betsch,  
Alessandro Reali and Ferdinando Auricchio 

Adaptive smoothing Newton methods based on primal-dual gap estimators ...............525
Ari Rappaport, Martin Vohralik and Francois Fevotte

An Efficient Mixed FE-Formulation for Gradient Elasticity at Finite strains ......................526
Johannes Riesselmann and Daniel Balzani

Artificial instabilities in finite element analysis of large deformation elasticity 
problems and a strategy to avoid them ..............................................................................................527
Manfred Bischoff, Simon Bieber, Alessandro Reali and Ferdinando Auricchio

Convergent Approximations to Global Minima of Integral Functionals using 
polynomial Optimization and Finite Element Methods ..............................................................528
Federico Fuentes and Giovanni Fantuzzi

Dynamics and Locking of shell Eigenmodes ....................................................................................529
Harri Hakula

hourglassing-Free petrov Galerkin Enhanced Assumed strain Finite Elements 
Insensitive to Mesh-Distortion for Nonlinear solid Mechanics ...............................................530
Robin Pfefferkorn and Peter Betsch

Locking behaviour in linear and nonlinear analysis: an application to the  
flat and curved version of the T6-3i shell finite element ............................................................531
Paulo Pimenta, Bruno Aguirre, Carlos Tiago, João Correia and Laurent Stainier

Nonlinear poisson stiffening Effects in 3d-shell Models ............................................................532
Tobias Willmann, Simon Bieber and Manfred Bischoff

quantitative evaluation of shear stiffness on nonlinear, linear and two  
intermediate degrees of partly nonlinear strain in 3D membrane theory  
and 2D disc theory for the 9-node-4-corner finite element ......................................................533
Carsten Corte

Unconditionally stable dynamic analysis of multi-patch Kirchhoff-Love shells  
in large deformations ..................................................................................................................................534
Domenico Magisano, Leonardo Leonetti and Giovanni Garcea
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Ms0217 - hIGh ORDER NUMERICAL METhODs  
AND hIGh ORDER MEsh GENERATION

Organized by Bo Liu, Xuefeng Zhu, Yingjun Wang and Yujie Guo 

Computation of Incompressible Flows on Adaptive Unit Curvilinear Grids .....................535
Arthur Bawin, Ruili Zhang, André Garon and Jean-François Remacle

Optimization, Adaptivity, and surface Fitting of high-Order Meshes ................................536
Veselin Dobrev, Patrick Knupp, Tzanio Kolev, Ketan Mittal and Vladimir Tomov

300 - MULTIsCALE AND MULTIphYsICs sYsTEMs

Ms0301 - Mathematical and Mechanical Aspects  
of Mixed-Dimensional Coupling problems

Organized by Alexander Popp, Barbara Wohlmuth and Jan Martin Nordbotten 

Dragged solids: Three-dimensional solids with the Kinematics of  
Geometrically Exact Models .....................................................................................................................537
Ignacio Romero, Rafael Cantón-Sanchez and David Portillo

Fluid-structure interaction of slender bodies immersed in three-dimensional  
flows: a new approach for mathematical modeling and numerical  
approximation.................................................................................................................................................538
Muriel Boulakia, Celine Grandmont, Miguel-Angel Fernandez, Fabien Lespagnol and Paolo Zunino

how Well Do Constraint Mixture Models Represent Fibrous soft Tissues?  
A Comparison Against Embedded, Discrete Fiber Models ........................................................539
Sotirios Kakaletsis, Emma Lejeune and Manuel Rausch

Linear and nonlinear 1D-3D models for fluid exchange between tubular  
networks embedded in porous media ................................................................................................540
Timo Koch, Martin Schneider, Rainer Helmig and Kent-André Mardal

On solution Methods for Multiphysics problems in brain biomechanics ..........................541
Ana Budisa

parameter-robust Methods for the biot-stokes and Darcy-stokes Interfacial  
Coupling without Lagrange Multipliers .............................................................................................542
Wietse M. Boon, Martin Hornkjøl, Timo Koch, Miroslav Kuchta, Kent-André Mardal  
and Ricardo Ruiz-Baier

Ms0302 - quasistatic Electromechanics:  
Methods and Applications

Organized by James Carleton and Wen Dong 

Anisotropic Extension of a Model for Ferroelectric Materials with  
Ferroelectric to Antiferroelectric phase Transformation ............................................................543
James Carleton and Thomas J.R. Hughes
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Microstructure-Explicit simulation of Electromechanically-Driven Dielectric 
breakdown of p(VDF-TrFE)/nAl Films under Impact Loads .......................................................544
Ju Hwan Shin, Derek Messer, Metin Örnek, Steven Son and Min Zhou

simulating Nonlinear Domain Reorientation and phase Transformation  
phenomena in a Micromechanical Ferroelectric Model .............................................................545
Wen Dong

Ms0303 - Computational interface mechanics in coupled problems
Organized by K. C. Park, C. A. Felippa, Roger Ohayon, Hermann Matthies, José González,  

Jin-Gyun Kim and Radek Kolman 

A new paradigm to follow sharp physical interface - the extreme mesh  
deformation approach (x-MEsh) - application to phase-change ..........................................546
Nicolas Moes, Jean-François Remacle, Jonathan Lambrechts and Benoit LE

Coupled simulation of vibration and sound radiation of violin in large space ...............547
Masao Yokoyama, Amane Takei, Ryo Yoshidome and Genki Yagawa

Development of partitioned symmetric Formulation for Thermoelastic  
Interaction problems ...................................................................................................................................548
Chang-uk Ahn

partitioned formulations for the simulation of dynamic Fluid-structure  
Interaction problems using localized Lagrange multipliers ....................................................549
José A. González and K.C. Park

simulation of interface-coupled porous-medium applications using  
partitioned methods ....................................................................................................................................550
Alexander Jaust and Miriam Schulte

Ms0304 - Multi-scale and machine learning-based modeling  
methods for optimization and design of composites

Organized by Alfonso Pagani, Marco Petrolo, Maryiam Shakiba and Chao Zhang 

A high-Efficient Multi-scale Analytical Model of Three-Dimensional  
Woven Composites ........................................................................................................................................551
Chao Zhang, Haoyuan Dang and Liyong Tong

Dynamic Analysis of Functionally Graded Graphene-reinforced Composite  
sandwich beams based on a Modified Zigzag Theory ................................................................552
Ma Rui and Zhang Chao

Local Refinement of structural Kinematics for Failure Onset Analysis via  
Neural Networks .............................................................................................................................................553
Marco Petrolo, Alfonso Pagani, Pierluigi Iannotti and Erasmo Carrera

Microscopic stress Field Estimation of Unidirectional FRp having Random  
Fiber Arrangement under Transverse Tensile Loading by Image Analysis  
based Machine Learning ............................................................................................................................554
Manabe Jyosei, Arai Yuki and Sei-ichiro Sakata
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Multiscale analysis of composite laminates .....................................................................................555
Dinghe Li

Optimisation of multi-layered structures using a multispecies genetic  
algorithm and high-order structural models  ..................................................................................556
Alberto Racionero Sanchez-Majano and Alfonso Pagani
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Cellular structures .........................................................................................................................................585
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Samuel Olivier

Fast Evaluation of the boltzmann Collision Operator Using Data Driven  
Reduced Order Models ................................................................................................................................619
Alex Alekseenko, Robert J. Martin and Aihua Wood
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Multiscale model learning .........................................................................................................................624
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KdV-burgers Equation .................................................................................................................................635
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and simplified approach ............................................................................................................................636
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metamaterial design ....................................................................................................................................640
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Element Analysis ............................................................................................................................................642
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Elastic Wave ......................................................................................................................................................643
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powder system ................................................................................................................................................645
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in a rotating drum ..........................................................................................................................................649
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bed Mixer ...........................................................................................................................................................658
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nanocomposite ...............................................................................................................................................665
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Molecular Dynamics simulation  ............................................................................................................668
Jiyong Ahn, Hyungbum Park and Maenghyo Cho

Effect of nanoparticle agglomerations on the mechanical behavior of  
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Molecular dynamics simulation ..............................................................................................................670
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A parametric study ........................................................................................................................................675
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Model on the Cubed-sphere Grid ...........................................................................................................679
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Jordi Vila-Pérez, Ngoc-Cuong Nguyen and Jaime Peraire

A hybrid Volume of Fluid and Level set Interface Capturing scheme with  
quartic surface Representation for Unstructured Meshes .......................................................681
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finite volume method ..................................................................................................................................682
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Finite-Volume Method and Icosahedral-hexagonal Grid ...........................................................683
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based on a Mesh-Constrained Discrete points Formulation ....................................................687
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Multi-phase Compressible Flows ...........................................................................................................689
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high-order schemes .....................................................................................................................................690
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parameter Identification ............................................................................................................................695
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stent Treatment  .............................................................................................................................................697
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system Using Finite Element Analysis: A Case study ...................................................................698
Pengyun Duan, Xiaohong Ding, Chuncai Zhang, Shipeng Xu, Min Xiong and Weiyu Ni

Computational hemodynamic studies of porcine pulmonary Artery for  
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Cardiac Electromechanical Models .......................................................................................................703
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Acoustic signal in Various soft Tissues ...............................................................................................704
Tatiana Filonets and Maxim Solovchuk
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Mathematical modeling of ion transport through an ion channel........................................706
Kumar Saurabh

Numerical simulation of Coagulation Cascade in Aortic Dissection with  
Two Tears ............................................................................................................................................................707
Yan Wang, Kun Luo and Jianren Fan

Ms0403 - Molecular and Cellular biomechanics
Organized by Wonmuk Hwang and Mohammad Mofrad 

biomolecular Mechanics Revealed From Gaussian Accelerated  
Molecular Dynamics .....................................................................................................................................708
Yinglong Miao

Conformational Entropy of FG-Nucleoporins plays the Key Role in Creating  
the selective Transport barrier in the Nuclear pore Complex ..................................................709
Atsushi Matsuda and Mohammad Mofrad

Disorder-to-order Transition in Multi-cellular systems ..............................................................710
Umnia Doha and M Taher Saif

Effect of hydrostatic pressure on TRV1 conformation using molecular  
dynamics simulation ....................................................................................................................................711
Shukei Sugita, Muhammad Harith Zamri, Yoshihiro Ujihara, Masanori Nakamura  
and Mohammad Mofrad

Image-based simulation study on Mechanosensing Amplification  
Mechanism at Osteocyte processes in bone Canalicular space ..............................................712
Taiji Adachi, Yuka Yokoyama, Hiroshi Kamioka and Yoshitaka Kameo

Mechanical positive Feedback Mediated by pizeo1 and Integrin Causes  
Irreversible Cardiac Fibrosis .....................................................................................................................713
Feng Xu

Mechanical response of T-cell receptors .............................................................................................714
Wonmuk Hwang

Microtubules’ bends, Cryo-Cool Ribosomes, and Wet proteins ..............................................715
Helmut Grubmüller

The Gating Mechanism of the Mechanosensitive Ion Channel NompC ..............................716
Chen Song

Ms0404 - COMpUTATIONAL bIOMEChANICs:  
ADVANCED METhODs AND EMERGING AREAs

Organized by Alessio Gizzi, Daniel E Hurtado, Michele Marino and Christian J Cyron 

A multi-physics model for myocardial perfusion in the human heart .................................717
Christian Vergara, Simone Di Gregorio, Giovanni Montino Pelagi, Paolo Zunino,  
Marco Fedele, Luca Crugnola, Laura Fusini, Gianluca Pontone and Alfio Quarteroni
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An Efficient space-Time Adaptive Numerical Method for Fully Coupled 
Electromechanical Models of Cardiac Tissue ...................................................................................719
Dennis Ogiermann, Daniel Balzani and Luigi E. Perotti

Dynamic Fracture of skin and subcutaneous Tissue During Auto-injection  ...................720
Vivek Dharmangadan Sree, Arezoo Arderkani, Pavlos Vlachos and Adrian Buganza Tepole

Growth and Remodeling in Living soft Tissues: A statistics-based Approach ................721
Alessio Gizzi, Christian J. Cyron, Cristina Falcinelli and Marcello Vasta

Mixed-dimensional Modeling of stented Arteries using Geometrically  
Exact beam Theory ........................................................................................................................................722
Nora Hagmeyer, Ivo Steinbrecher, Matthias Mayr and Alexander Popp

Modeling cardiac mechanics using a cell-based framework ....................................................723
Åshild Telle, James D. Trotter, Xing Cai, Henrik Finsberg, Miroslav Kuchta,  
Joakim Sundnes and Samuel Wall

simulation of biological Networks: phase-field Modeling of slime Molds  ......................724
Christian Peco, Fashad Ghanbari and Francesco Costanzo

steklov-poincaré analysis of the basic three-domain stent problem  .................................725
Irving Martinez and Alessandro Veneziani

Ms0405 - Computational biomechanics and  
biomimetics of Flapping Flight

Organized by Daisuke Ishihara, Hao Liu and Shinobu Yoshimura 

A Multi-resolution Mps-FEM Coupling Method and Its Application to  
flapping flight simulation .........................................................................................................................726
Zumei Zheng

Advances in Computational biomechanics of Insect-inspired Flapping Flights.............727
Hao Liu

Aerodynamics and Energetics in hawkmoth Forward Flight ...................................................728
Yujing Xue, Xuefei Cai and Hao Liu

An immersed boundary regularized lattice boltzmann method for  
acoustic  
simulations of bird-inspired FsI problems ........................................................................................729
Methma Rajamuni, Zhengliang Liu and Fangbao Tian

Computational analysis of fluid-structure interaction in case of  
dragonfly  
flying in the vortex street ..........................................................................................................................730
Ying Wang, Shyy Wei and Huihe Qiu

Effect of Inclination Angle of Origami Winged seeds on the Terminal  
Velocity and Rotation period ...................................................................................................................731
Jing-Fang Cai, Ya-Chen Hsu and Jia-Yang Juang
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Estimating Lift in Flapping Flight from Wake by Using a Vorticity-Centroid  
based Lift Formula ........................................................................................................................................732
Shizhao Wang, Tianshu Liu and Guowei He

Fluid-structure Interaction Analysis of Flapping Wing in the Martian  
Environment .....................................................................................................................................................733
Kosuke Kawakami, Shigeki Kaneko, Giwon Hong, Hideaki Miyamoto and Shinobu Yoshimura

Fluid-structure Interaction Design of Insect-Inspired Flapping Wings with 
2.5-Dimensional structure ........................................................................................................................734
Daisuke Ishihara, Vinay Shankar and Minato Onishi

Modeling Freely Flying Monarch butterflies Using a strongly Coupled  
high Fidelity Numerical Framework .....................................................................................................735
Jeremy Pohly, Chang-kwon Kang, Taeyoung Lee and Hikaru Aono

Relative Importance of Aerodynamic and Inertial Forces in passive  
Cambering of Insect’s Flapping Wings ................................................................................................736
Minato Onishi and Daisuke Ishihara

s-Version of Finite Element Method Using b-spline basis Function for  
FsI Analysis .......................................................................................................................................................737
Nozomi Magome and Naoto Mitsume

The Aerodynamics in Multiple Flight Modes of a Dragonfly ....................................................738
Ryusuke Noda, Xiohui Liu, Csaba Hefler, Wei Shyy and Huihe Qiu

Ms0406 - Female pelvic floor biomechanics
Organized by Elisabete Silva and Luyun Chen 

Abdominal and pelvic Floor Muscles in Continent and Incontinent  
Women - a biomechanical perspective ................................................................................................739
Alice Carvalhais, Carlos Castro and Renato Natal Jorge

biomechanical study of abnormal uterine activity using an  
electro-chemo-mechanical constitutive model ..............................................................................740
Daniel Fidalgo, Margarida Borges, Maria Vila-Pouca, Dulce Oliveira, Ewelina Malanowska,  
Kristin Myers, Marco Parente and Renato Natal Jorge

Computational modeling of a fetal malposition during a maternal  
flexible-sacrum birthing position ..........................................................................................................741
Rita Moura, Margarida Borges, Dulce Oliveira, Marco Parente, Teresa Mascarenhas  
and Renato Natal Jorge

Improving Childbirth Outcomes: A biomechanical Approach ................................................742
Dulce Oliveira and Teresa Mascarenhas

UTERINE pROLApsE REpAIR sURGERY: A COMpUTATIONAL ANALYsIs ..............................743
Elisabete Silva, Marco Parente, Teresa Mascarenhas, Renato Natal Jorge and António Fernandes
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Ms0407 - Multiscale Modeling and Machine Learning in biomechanics
Organized by Yaling Liu, Lucy Zhang, Ying Li and Jianxun Wang 

Modeling Intracellular Transport and Traffic Jam in 3D Neurons Using  
pDE-Constrained Optimization ...............................................................................................................744
Angran Li and Yongjie Jessica Zhang

Multi-scale simulations of pulmonary Airflow based on a Coupled  
3D-1D-0D Model .............................................................................................................................................745
Fei Jiang, Xian Chen and Tsunahiko Hirano

pDE-preserved learning architecture for predicting spatiotemporal  
dynamics based on differentiable programming ..........................................................................746
Jian-xun Wang, Xinyang Liu, Han Gao and Pan Du

physics-Informed Data-Driven parameter Identification of human  
Musculo-skeletal systems  ........................................................................................................................747
Karan Taneja, Xiaolong He, Jiun-Shyan Chen and Qizhi He

shear Induced Cell Damage: Multiscale Modelling and Experimental  
Validation ..........................................................................................................................................................748
Ratul Paul, Mehdi Nikfar, Meghdad Razizadeh, Shen Wang and Yaling Liu

Ms0408 - Modelling and simulation of  
thermo-mechanical effects in excitable tissues

Organized by Ricardo Ruiz Baier, Alessio Gizzi, Leo Cheng and Vijay Rajagopal 

A Fully Coupled Thermo-hyperelastic Constitutive Model of Myocardium:  
The Role of Thermoelastic Anisotropic Conduction and Cellular Death  
During Radiofrequency Catheter Ablation .......................................................................................749
Leonardo Molinari, Alessio Gizzi and Luca Gerardo Giorda

A New Computational Model to study Mechanisms Governing  
E-cadherin-based Cell-Cell Adhesion Junction Formation and Maintenance ..................750
Qilin Yu, William Holmes, Jean Thiery, Rodney Luwor and Vijay Rajagopal

Mixed methods for large-deformation poroelasticity and application  
to oedema formation ...................................................................................................................................751
Ricardo Ruiz-Baier and Nicolas Alejandro Barnafi

Thermo-mechanical Effect of Excitable Lipid Dynamics in spatially  
Confined Cell Membranes  .........................................................................................................................752
Marcel Hörning and Tatsuo Shibata
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Ms0409 - Multiphysics and Data-driven  
Modeling for Cardiovascular biomedicine

Organized by Debanjan Mukherjee, Adarsh Krishnamurthy and Ming-Chen Hsu 

A sYsTEMATIC COMpARIsON OF REDUCED-ORDER MODELLING AND phYsICs 
INFORMED MAChINE LEARNING TEChNIqUEs TO ACCELERATE  
ONE-DIMENsIONAL bLOOD FLOW COMpUTATIONs .....................................................................753
Ahmet Sen, Miquel Aguirre, Laurent Navarro and Stéphane Avril

Assessment of stroke risk in pediatric cerebrovascular disease through  
patient-specific modeling ..........................................................................................................................754
John Horn, Michael Johnson, Zbigniew Starosolski, Avner Meoded, Dianna Milewicz,  
Ananth Annapragada and Shaolie Hossain

Data-driven Reduced Order Models for Cardiovascular simulations ..................................755
Luca Pegolotti, Natalia Rubio, Martin Pfaller, Eric Darve and Alison Marsden

Discovery of Reduced Order Models for Flow through a Coronary stenosis ....................756
Elizabeth Livingston, Alberto Figueroa and Krishna Garikipati

Effect of Non-sinus-matching bioprosthetic Aortic Valve Design on  
Coronary Flow .................................................................................................................................................757
Mehdi Saraeian, Adarsh Krishnamurthy and Ming-Chen Hsu

Geometric deep learning and statistical shape modeling for fast surrogate  
CFD simulations of patient-specific hemodynamics ....................................................................758
Pan Du, Han Gao, Xiaozhi Zhu and Jian-xun Wang

Identifying the biomechanical properties of a Flexible Thrombus .......................................759
James Hewett and Mathieu Sellier

Image-to-Analysis for Gated Volumetric Echocardiography ....................................................760
David Joseph Gunderman, David Newton, Conner Claire Earl, Frederick W Damen, Wei Hao,  
Gordon Yang, Guang Lin, Alison Leslie Marsden, Hector Gomez and Craig J Goergen

Immersed Discrete Element Method With Applications In Embolus Transport ..............761
Chayut Teeraratkul and Debanjan Mukherjee

Multiphysics and multiscale models for the numerical simulation of the  
cardiac function ..............................................................................................................................................762
Luca Dede’

quantifying the Range of Mechanical stimuli from the severity and Duration  
of Aortic Coarctation that prevents permanent Vascular Remodeling ...............................763
Jamasp Azarnoosh, Arash Ghorbannia and John LaDisa

Wall shear stress Estimation for 4D Flow MRI using Navier-stokes Equation  
Correction ..........................................................................................................................................................764
Jiacheng Zhang, Sean M Rothenberger, Melissa C Brindise, Michael Markl, Vitaliy L Rayz and Pavlos 
Vlachos
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Ms0410 - Computational simulation and prediction of  
Injury due to blast Exposures, and blunt and ballistic Impacts

Organized by Gary Tan, Raj Gupta and Amit Bagchi 

Analysis of Combat helmet performance Integrating blast Loading and  
blunt Impact through simulation ..........................................................................................................765
Gary Tan and Amit Bagchi

Ms0411 - Computational mechanobiology of musculoskeletal tissues
Organized by Pascal Buenzli, Junning Chen, Hanna Isaksson and Richard Weinkamer 

A soft-Tissue Driven bone Remodelling Algorithm in Mandibular Residual  
Ridge Resorption based on patient CT Image Data over 5 Years ............................................766
Jingxiao Zhong

Computational Model Of The bone Ecosystem During Disease  .............................................767
David Basanta

Effects of Mineralisation on Collagen Ultrastructure and Micromechanics ......................768
Keke Zheng, James Bell, Jingrui Hu, Eve Nebbiolo, Jessica Mansfield, Ellen Green,  
Junning Chen, Peter Winlove and Ben Sherlock

Encoding the setpoint of bone Functional Adaptation With Osteocytes ..........................769
Yves Pauchard and Pascal Buenzli

Fatigue analysis of reconstruction plate by considering time-dependent  
bone remodelling  .........................................................................................................................................770
Boyang Wan, Nobuhiro Yoda, Keke Zheng, Zhongpu Zhang, Chi Wu, Jonathan Clark,  
Michael Swain and Qing Li

Geometric Control of bone Tissue Growth: Analysing Asymmetric Osteons ...................771
Solene Hegarty-Cremer, Christina Andreasen, Xenia Borggaard, Matthew Simpson,  
Thomas Andersen and Pascal Buenzli

Nanoindentation protocol for Identifying Elasticity of periodontal Ligament ...............772
Yo Shibata and Chie Watanabe

Regional Variations in Articular Cartilage Ultrastructure and Micromechanics .............773
Jingrui Hu, Keke Zheng, Eve Nebbiolo, Jessica Mansfield, Ellen Green, Peter Winlove,  
Ben Sherlock and Junning Chen

Ms0412 - Modeling and simulation of biological cells
Organized by Luoding Zhu and Jared Barber 

A numerical study on the generic flexible-cell focus in viscoelastic flows ........................774
Jingtao Ma, Fang-Bao Tian, John Young and Joseph C.S. Lai

Agent-based Models of biophysical Interactions in Multicellular systems ......................775
Paul Macklin
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Computational Investigation of Cell shape Changes Driven by Actomyosin 
Contractility ......................................................................................................................................................776
Fahmida Sultana Laboni, Makito Miyazaki and Taeyoon Kim

Computational Modeling of pressure-Driven Cell Motility under Confinement ............777
Wanda Strychalski and Calina Copos

Fluid-structure interaction simulations of blood cells and the endothelial  
surface layer .....................................................................................................................................................778
Thomas Fai and Ying Zhang

Microscale flow dynamics of blood cells in health and disease ..............................................779
Xuejin Li

Modeling and simulation of Osteocyte-Fluid-Interaction ........................................................780
Luoding Zhu, Jared Barber, Sungsoo Na and Hiroki Yokota

Numerical simulation of active surface dynamics leading to cell  
division and migration ................................................................................................................................781
Lucas Wittwer, Eloy de Kinkelder and Sebastian Aland

On a Finite strain Modeling of Yeast Cell Growth stimulated by Turgor pressure .........782
Zeinab Awada and Boumediene Nedjar

phase-Field Model of Vesicle Motion and Deformation and Its Computation.................783
Zhiliang Xu

The Effects of Vessel Wall proteins on Red blood Cell Dynamics at  
Diverging Vessel bifurcations ..................................................................................................................784
Jared Barber and Carlson Triebold

Ms0413 - ADVANCEs IN COMpUTATIONAL  
bIOMEChANICs AND MEChANIObIOLOGY

Organized by David Pierce, Corey Neu and René Van Donkelaar 

A Novel Chemo-Mechano-biological Model of Osteoarthritic Cartilage ...........................785
Muhammed M. Rahman, Paul Watton, Thomas Öst, Corey Neu and David M. Pierce

Adaptive finite element in silico modelling of cartilage mechanobiology  
bridges the in vitro and in vivo approaches in osteoarthritis research ...............................786
Seyed Ali Elahi, Rocio Castro-Viñuelas, Petri Tanska, Rami K. Korhonen, Rik Lories,  
Nele Famaey and Ilse Jonkers

An in-silico approach to quantify apoptotic effects of cold plasma jet and  
cytotoxic drug on murine melanoma cancer cells .........................................................................787
Kristaq Gazeli, Myrianthi Hadjicharalambous, Eleftherios Ioannou, Odhisea Gazeli,  
Constantinos Lazarou, Charalambos Anastassiou, Panagiotis Svarnas, George Georghiou  
and Vasileios Vavourakis

Applying 3-D Computational homogenization to Model Collagen  
Microdamage in Cartilage .........................................................................................................................788
Ashkan Almasi, Tim Ricken, Phoebe Szarek and David M. Pierce
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Effect of hardware Density Reduction to Avoid proximal Junction  
Failure in Adult spine surgery: FE Analysis ......................................................................................789
Morteza Rasouligandomani, Alex del Arco, Ferran Pellisé, Miguel González Ballester, Fabio Galbusera 
and Jérôme Noailly

In Vivo Cartilage Elastography Determines Mechanical properties from  
Dynamic MRI ....................................................................................................................................................790
Corey Neu

Mechanotransduction computational approach of chondrocytes .......................................791
Maria Segarra-queralt, Gemma Piella and Jérôme Noailly

Modelling Regenerative Angiogenesis to Inform peripheral Nerve  
Repair Construct Designs ...........................................................................................................................792
Maxime Berg, Owein Guillemot-Legris, Despoina Eleftheriadou, James Phillips and Rebecca Shipley

Novel Numerical and Analytical Techniques to Decouple strain Energy  
Density in Materials with poisson’s Ratios Larger than 0.5 .......................................................793
Amevi Semodji and Trevor Lujan

Ms0414 - Exploring brain mechanics 
Organized by Silvia Budday, Kristian Franze, Jochen Guck and Paul Steinmann 

A fluid-structure interaction model of brain tissue ......................................................................794
Yu Chen, Yifei Yao, Aili Zhang, Guy Genin, Philip Bayly and Yuan Feng

An Electron Micrograph-Informed Axon Model predicts Microstructural  
Failure Mechanisms ......................................................................................................................................795
Lucy Wang, Miriam Goodman and Ellen Kuhl

Mechanical stresses in brain folding inform spatial variations in cortical  
microstructure  ................................................................................................................................................796
Kara Garcia and Christopher Kroenke

poro-Viscoelastic Effects During biomechanical Testing of human brain Tissue ...........797
Alexander Greiner, Nina Reiter, Friedrich Paulsen, Gerhard A. Holzapfel, Paul Steinmann,  
Ester Comellas and Silvia Budday

Ms0415 - spatial Mechanomics: Tools, methods, and results  
related to material heterogeneity in biomechanics

Organized by Emma Lejeune, Manuel Rausch, Adrian Buganza Tepole and Johannes Weickenmeier 

Models and metamodels of spatially heterogeneous material domains ...........................798
Emma Lejeune, Saeed Mohammadzadeh Chianeh and Hiba Kobeissi

Ms0416 - Imaging-informed computational modeling in medicine
Organized by Rafael Grytz, Jessica Zhang, Michael Girard and Ian Sigal 

biomechanics of Fetal Aortic stenosis and Fetal Aortic Valvuloplasty ................................799
Wei Xuan Chan, Laura Green, Meifeng Ren, Hong Wong and Choon Hwai Yap
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biomechanics of the Laminar Load-bearing and Neural Tissues with body  
position Change..............................................................................................................................................800
Alireza Karimi, Seyed Mohammadali Rahmati, Reza Razaghi, Christopher A. Girkin and J. Crawford 
Downs

From patient-specific Medical Images to Atrial Thrombosis Risk:  
physics Informed Neural Networks and Multi-physics simulations of  
Electrophysiology, biomechanics and hemodynamics ..............................................................801
Alejandro Gonzalo, Bahetihazi Maidu, Christoph Augustin, Savannah Bifulco, Manuel Guerrero,  
Manuel Garcia-Villalba, Pablo Martinez-Legazpi, Oscar Flores, Javier Bermejo, Elliot McVeigh,  
Andrew Kahn, Gernot Plank, Nazem Akoum, Patrick Boyle and Juan C. Del Alamo

Generation of Dynamic high-Order patient-specific biomedical Meshes from  
Medical Images Using an Advancing Front Approach .................................................................802
Fariba Mohammadi, Suzanne Shontz and Cristian Linte

Imaging Informed Computational Models of skin ........................................................................803
Ed Sander, Nathan Witt, Alan Woessner and Kyle Quinn

Integrating Medical Imaging, Computer Vision, and Artificial Intelligence for 
biomedical Modeling and simulation Applications .....................................................................804
Cristian Linte, SM Kamrul Hasan, Roshan Reddy Upendra, Peter Jackson, Zixin Yang, Richard Simon, 
Fariba Mohammadi and Suzanne Shontz

Introducing an Inverse Finite Element Model of the Ventilated Lung .................................805
Mohammad Maghsoudi-Ganjeh, Crystal Mariano, Samaneh Sattari and Mona Eskandari

Magnetic Resonance Imaging Informed Models of Cardiac performance.........................806
Daniel Ennis, Kévin Moulin, Michael Loecher and Luigi E. Perotti

Modeling Neuron Growth Using Isogeometric Collocation based phase  
Field Method ....................................................................................................................................................807
Kuanren Qian, Aishwarya Pawar, Ashlee Liao, Cosmin Anitescu, Victoria Webster-Wood,  
Adam W. Feinberg, Timon Rabczuk and Yongjie Jessica Zhang

Numerical simulation tool for image-based bone healing process based  
on the Cartesian Grid Finite Element Method .................................................................................808
Antolin Martínez Martínez, Enrique Nadal, Carlos Gutiérrez San Román and Juan José Ródenas

On the sensitivity of Tricuspid Valve Models built From Non-invasive  
Imaging Data  ..................................................................................................................................................809
Mrudang Mathur, Chien-Yu Lin, Rohan Shad, Robyn Fong, William Hiesinger and Manuel Rausch

quantitative stretch-Induced Collagen Fiber Recruitment and  
Microarchitecture Changes Using Instant polarized Light Microscopy ..............................810
Po-Yi Lee, Bin Yang and Ian A Sigal

Regional Variation of Corneal stiffness with Keratoconus progression .............................811
Ahmed Elsheikh, Bernardo Lopes, Ashkan Eliasy, Haixia Zhang, Ahmed Abass and Prema Padmanabhan

Revealing swallowing Mechanics by using Muscle-driven Computer  
simulation Created based on Four-dimensional Computed Tomography  
and Muscle Anatomy ....................................................................................................................................812
Yukihiro Michiwaki, Takahiro Kikuchi and Tetsu Kamiya
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Understanding and predicting arterial elasticity by deep learning .....................................813
Christian J. Cyron, Kevin Linka, Selda Sherifova, Cristina Cavinato, Jay Humphrey and Gerhard A. 
Holzapfel

Using Digital Image Correlation to Validate a Finite Element Damage  
Model of human Meniscus ........................................................................................................................814
Derek Nesbitt

Ms0417 - Computational multiscale modeling in biomechanics 
Organized by Li-Wei Liu, Chia-Ching Chou and Shu-Wei Chang 

A viscoelastic modelling of bone with microstructures ..............................................................815
Li-Wei Liu, Chih-Ming Chao and Yuan-Jyun Shih

An elastoplastic model of cortical bone and its return-free integration ............................816
Li-Wei Liu and Zih-Ce Ciou

Computational Insights into the Conformational Changes of Matrix  
Metalloproteinase in the presence of Nanoplastics .....................................................................817
Yen-Yu Lai and Shu-Wei Chang

Molecular Dynamics study on Mechanical properties of polyethylene  
Glycol / 2-hydroxyethyl Methacrylate Organogel with Lithium Chloride .........................818
Yu-cheng Lai and Chia Ching Chou

Yield surface evolution of trabecular bone .......................................................................................819
Li-Wei Liu and Chang-Yun Yang

Ms0418 - ADVANCEs IN ChARACTERIZATION  
AND MODELING OF bIOLOGICAL sOFT TIssUEs

Organized by Tien-tuan Dao and Marie-Christine Ho Ba Tho 

Compressive Instabilities cause Densification patterns in the Fibrous  
Extracellular Matrix, Facilitating Cell Migration and Invasion:  
Discrete Model predictions .......................................................................................................................820
Chrysovalantou Kalaitzidou, Georgios Grekas, Phoebus Rosakis,  
Charalambos Makridakis and Andreas Zilian

Ms0420 - Modeling of the cardiovascular and cerebral  
system with application to clinical medicine

Organized by Masanori Nakamura, Makoto Ohta, Marie Oshima, Juan Cebral,  
Anne Robertson and Khalid Saqr 

Angioscopy Visibilities for stenotic Arteries using Computational  
Fluid Dynamics ................................................................................................................................................821
Daisuke Goanno, Kohei Mitsuzuka, Yujie Li, Mingzi Zhang, Kazunori Horie, Kazuki Takeda,  
Yutaro Kohata, Hitomi Anzai and Makoto Ohta
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Endovascular simulation system to improve mechanical thrombectomy for  
acute ischemic stroke ...................................................................................................................................822
Naoki Kaneko, Taichiro Imahori, Ariel Takayanagi, Mahsa Ghovvati, Lea Guo, Omar Selim,  
Hamidreza Saber and Satoshi Tateshima

Generation of Virtual patient Cerebral Arteries Focused on Geometric Feature 
Distributions Using Multivariate Normal Distribution ................................................................823
Kazuyoshi Jin, Ko Kitamura, Shunji Mugikura, Naoko Mori, Makoto Ohta and Hitomi Anzai

Ionic mechanisms of sT segment elevation in electrocardiogram during acute 
myocardial infarction ..................................................................................................................................824
Jun-ichi Okada, Katsuhiko Fujiu, Kazunori Yoneda, Takashi Iwamura, Takumi Washio,  
Issei Komuro, Toshiaki Hisada and Seiryo Sugiura

Numerical simulation of the evolution of an intracranial aneurysm with  
pathological tissue remodeling ..............................................................................................................825
Masanori Nakamura, Yuki Tanaka, Yoshihiro Ujihara, Shukei Sugita and Takanobu Yagi

patient-specific biomechanics of the Right-Noncoronary bicuspid Aortic  
Valve and Age-Matched Tricuspid Aortic Valve Control .............................................................826
Hail Kazik, Kandail Harkamaljot, Benjamin Goot, Joy Lincoln and John LaDisa

personalized Computational Modeling strategy to simulate the Outcomes  
of Functional Mitral Regurgitation Repair Techniques ...............................................................827
Gediminas Gaidulis and Muralidhar Padala

statistical shape Model of aorta and carotid arteries by using relative  
coordinates .......................................................................................................................................................828
Keiichiro Shiraishi, Meghane Decroocq, Makoto Ohta, Gaoyang Li, Haoran Wang,  
Carole Frindel and Hitomi Anzai

Ms0421 - Musculoskeletal biomechanics
Organized by Renate Sachse, Elisabeth Jensen, Rainer Burgkart,  

Sami Haddadin, Oliver Röhrle and Wolfgang A. Wall 

A 3D Finite Deformation Continuum Model Framework for Active  
synthetic and biological Materials ........................................................................................................829
Oleg Volgin and Dmitry Kolomenskiy

Effect of Lumbar Muscle Atrophy on human Lumbar Intervertebral  
Disc Loading Change....................................................................................................................................830
Bing Qin, Michele Baldoni, Xin Gao and Qiaoqiao Zhu

Machine Learning to improve Musculoskeletal biomechanics Analysis ............................831
Eva Dorschky, Markus Gambietz, Marlies Nitschke and Anne Koelewijn

Towards in vivo passive and Active Force Estimation of skeletal Muscle  
using shear Wave Elastography .............................................................................................................832
Manuela Zimmer, Benedict Kleiser, Justus Marquetand and Filiz Ates

Understanding in vivo skeletal Muscle Mechanics within Connective  
Tissue Matrix: An Intraoperative Approach ......................................................................................833
Filiz Ates
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Whiplash simulation: how Muscle Modelling and Movement Interact ..............................834
Matthew Millard, Tobias Siebert, Norman Stutzig and Jörg Fehr

Ms0422 - Computational Continuum biomechanics
Organized by Tim Ricken, Oliver Röhrle and Silvia Budday 

Cleft palate treatment for late patients - a study on simultaneous distractor  
application as an improvement on traditional orthodontic procedures ...........................835
Elissa Talma, Manuel Lagravere, Daniel Romanyk, Sandra Melisa Velez- Muriel,  
Diego Garzón-Alvarado, Henrique Pretti and Estevam B. Las Casas

Computational cardiac electromechanics: the role of mechano-electric feedback  
and its arrhythmogenic effects in three-dimensional ventricular models ........................836
Yongjae Lee, Barış Cansız and Michael Kaliske

Fractional Viscoelastic Modeling of Cardiovascular soft Tissues ...........................................837
Will Zhang and David Nordsletten

Modeling the two-pathway contraction of smooth muscle in arterial walls ....................838
Klemens Uhlmann and Daniel Balzani

Validation of FEM-based patient-specific knee joint motion simulation ...........................839
Elin Theilen, Kaywan Izadpanah, Thomas Lange, Cora Huber and Joachim Georgii

Ms0423 - Multiscale biofluid mechanics: from cells to organs
Organized by Ken-ichi Tsubota, Ming Dao, Toru Hyakutake and Xiaobo Gong 

A Numerical Investigation of the Membrane Tensions and Motional  
behaviors of Circulating Tumor Cells in Microvessels ..................................................................840
Peng Jing, Satoshi Ii, Xiaolong Wang, Kazuyasu Sugiyama, Shigeho Noda and Xiaobo Gong

A Numerical study on the Effects of Mechanical properties of Red blood  
Cells on Rheology in Narrow Microchannels ....................................................................................841
Deyun Liu, Kazuyasu Sugiyama and Xiaobo Gong

Data Assimilation Method for Estimating Membrane permeability based on  
the Lagrange Multiplier Method: Formulation and Fundamental Examination ............842
Suguru Miyauchi, Shintaro Takeuchi and Kenichi Funamoto

Deformation Mechanics of a Red blood Cell under shear Flow ..............................................843
Ken-ichi Tsubota

Effects of Geometrical Alteration on Left Atrial hemodynamics after left  
upper lobectomy ............................................................................................................................................844
Wentao Yi, Tomohiro Otani, Takuya Yoshida, Shunsuke Endo and Shigeo Wada

Numerical analysis of equilibrium state and lateral migration of erythrocytes  
in 3D cylindrical microchannel ................................................................................................................845
Xiaolong Wang, Satoshi Ii, Kazuyasu Sugiyama, Shigeho Noda, Peng Jing, Deyun Liu and Xiaobo Gong
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Numerical analysis of the lateral movement of red blood cells in circular  
microchannels .................................................................................................................................................846
Naoki Takeishi, Hiroshi Yamashita, Naoto Yokoyama and Masako Sugihara-Seki

quantitative prediction of Rolling Dynamics of Leukocyte-inspired  
Microroller in blood Flow ...........................................................................................................................847
Xiaojing Qi

study on flow behaviors of hemoglobin-based oxygen carriers  
through microvessels ..................................................................................................................................848
Toru Hyakutake, Sota Kambara, Yohei Miyoshi and Yuya Tsutsumi

Ms0424 - Computational Mechanics and  
Mechanobiology of the shoulder Joint
Organized by Ara Nazarian and Joseph DeAngelis 

Clinical Relevance: the Key Motivator in Designing and Conducting  
Computational studies of the shoulder .............................................................................................849
Joseph Deangelis

Finite Element Model of Articular sided Rotator Cuff Tear .......................................................850
Mason Garcia, Patrick Williamson and Ara Nazarian 

Influence of Implant Design, placement, and soft Tissue Restraint Upon  
shoulder Mechanics after Reverse shoulder Arthroplasty .......................................................851
Joshua Johnson, Brendan Patterson and Donald Anderson

Ms0425 - Musculoskeletal Modeling Across the Lifespan:  
biomechanics from Young to Aging to Aged

Organized by Geoffrey Handsfield, Justin Fernandez, Vickie Shim and Thor Besier 

A Computational biomechanical Model of Infant Triceps surae Muscles  
Generated from Comprehensive Digitized Fascicles ....................................................................852
Mousa Kazemi, S. Ali Mirjalili, Anne Agur, Justin Fernandez, Thor Besier and Geoffrey Handsfield

Ms0426 - In silico clinical trials of cardiac disease
Organized by Nenad Filipovic 

Coupled Machine Learning and Finite Element Analysis of heart Left  
Ventricle in patients with Cardiomyopathy ......................................................................................853
Tijana Šušteršič, Anđela Blagojević, Bogdan Milicević, Miljan Milošević and Nenad Filipović

Membrane Left Ventricle Model Generated from Echocardiography  .................................854
Bogdan Milicević, Miljan Milošević, Vladimir Simic, Danijela Trifunovic, Nenad Filipović  
and Milos Kojic
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500 - MATERIALs bY DEsIGN

Ms0502 - COMpUTATIONAL MEChANICs OF sOFT MATTER
Organized by Zishun Liu 

Computational Modeling of Fingering in stretched hydrogel Cylinders ..........................855
Daniel Pickard, Adam Śliwiak, Anwar Koshakji, Bianca Giovanardi and Raúl Radovitzky

Discrete Network Modelling of Topology-property Relationships in  
Rubbery Networks.........................................................................................................................................856
Laurence Brassart, Lucas Mangas Araujo and Ivan Kryven

Effect of Molecular structure on Mechanical properties of polycarbonate:  
A Coarse-grained Molecular Dynamics study .................................................................................857
Tatchaphon Leelaprachakul, Atsushi Kubo and Yoshitaka Umeno

Experimental and Numerical study on Water-affected Adhesion of  
polyacrylamide hydrogels ........................................................................................................................858
Zidi Zhou, Jincheng Lei and Zishun Liu

Machine-learning Assisted Coarse-grained Molecular Dynamics Model  
Development of Double Network hydrogels ...................................................................................859
Ting Zong, Xia Liu and Qing-Sheng Yang

Mechanical property prediction of single-Network hydrogel Using Machine  
Learning Framework ....................................................................................................................................860
Jing-Ang Zhu and Zishun Liu

Modelling the packing process of fiber/polymer composite powder in  
additive manufacturing  .............................................................................................................................861
Pengfei Tan, Fei Shen, Wei Shian Tey and Kun Zhou

structural optimization design of intelligent hydrogel-based soft devices .....................862
Yisong Qiu, Shuaiqi Zhang, Weisheng Zhang, Hongfei Ye, Hongwu Zhang and Yonggang Zheng

study on Chemical potential-Induced shape Memory behavior of hydrogels ...............863
Yiheng Xue and Zishun Liu

Ms0503 - COMpUTATIONAL DEsIGN  
OF ARChITECTED MATERIALs

Organized by Julián Norato and José Guedes 

A new efficient methodology for the analysis of mechanical metamaterials  
with elastic instabilities ..............................................................................................................................864
Nestor Rossi, Carlos G. Mendez and Alfredo Huespe

Computational Design of a Multiresonant Layered Acoustic Metamaterial  
for Low-Frequency Noise Attenuation ................................................................................................865
David Roca, Juan Cante, Oriol Lloberas-Valls, Teresa Pàmies and Javier Oliver
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Modular-topology optimization arising from free material optimization  
and hierarchical clustering ........................................................................................................................866
Marek Tyburec, Martin Doškář, Martin Kružík and Jan Zeman

Multi-material topology optimization of microstructures using strength  
criteria .................................................................................................................................................................867
Fábio Conde, Pedro Coelho and José Guedes

Multimaterial Microstructural Design using Neural Networks ...............................................869
Aaditya Chandrasekhar, Saketh Sridhara and Krishnan Suresh

Multiscale Topology Optimization for the Design of patient-specific  
Orthotic Devices .............................................................................................................................................870
Nicola Ferro, Simona Perotto, Daniele Bianchi, Raffaele Ferrante and Marco Mannisi

Ms0504 - Virtual Multi-physics Computational Design  
and Manufacturing simulation of Materials and structures

Organized by Eric Li, JN Reddy, Guirong Liu, CW Lim, Vincent Tan, ZC He, Bing Li,  
Qiqi Li, Zhuoqun Zheng, Lei Deng and Yi Wu 

A thermal strain energy calculation method of imperfect functionally  
graded sandwich cylindrical shells for wave propagation analysis ......................................871
Chen Liang, Zhenyu Chen and C.W. Lim

Computational Metamaterial beam Modeling of Topological phase  
Transition via periodic Alternate Elastic Foundation ...................................................................872
Guifeng Wang, Zhenyu Chen and C.W. Lim

Thermal metamaterial for heat manipulators .................................................................................873
Chintan Jansari, Elena Atroshchenko and Stéphane Bordas

Vibration properties of functionalized diamane ...........................................................................874
Zhuoqun Zheng, Haifei Zhan and Lifeng Wang

Ms0506 - New Advances in phase Change Materials
Organized by Santiago Madruga 

phase change materials for thermoelectric micro-energy harvesting ................................875
Santiago Madruga

Ms0507 - Multiscale Topology Optimization
Organized by Narasimha Boddeti 

Multiscale Actuated shells structures .................................................................................................876
Robert Hewson, Ryan Murphy, Alvaro Cea and Martin Muir

Multiscale Topology Optimization: a Case for pareto-Optimal Metamaterials ...............877
Tom De Weer, Nicolas Lammens and Karl Meerbergen
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Two-scale Topology Optimization respecting buckling on Micro- and  
Macroscale ........................................................................................................................................................879
Daniel Hübner, Fabian Wein and Michael Stingl

Ms0508 - Lessons from nature: design of  
bioinspired architected materials

Organized by Mohammad J. Mirzaali, Mario Milazzo, Flavia Libonati,  
Davide Ruffoni and Amir A. Zadpoor 

Controlling Failure Regimes of brick-and-Mortar structures through shape .................880
Georgia Hunter, Lee Djumas, Laurence Brassart and Andrey Molotnikov

Deep Learning Model to predict and Generate New protein with  
Desired secondary structure Content .................................................................................................881
Chi-Hua Yu, Wei Chen, Yu-Hsuan Chiang, Kai Guo, Zaira Moldes, David Kaplan and Markus Buehler

Design, Modeling, and Manufacturing of Nature-Inspired Architected  
Materials Through Unsupervised Deep Learning ..........................................................................882
Sabrina Shen and Markus Buehler

Extremely deformable materials inspired by cytoskeletal networks ..................................883
Marco Pensalfini, Tom Golde, Xavier Trepat and Marino Arroyo

hierarchical bioinspired architected materials and structures ...............................................884
Flavia Libonati, Ludovico Musenich and Alessandro Stagni

how to protect a weak spot inside a load-bearing architectured material:  
a lesson from bone ........................................................................................................................................885
Timothy Volders, Laura Zorzetto, Hajar Razi, Richard Weinkamer and Davide Ruffoni

Initial Yield surface of Cellular sheet TpMs Lattices ....................................................................886
Nareg Baghous, Imad Barsoum and Rashid Abu Al-Rub

Multi-scale non-linear modeling of biomimetic composites using a  
coarse-graining approach .........................................................................................................................887
Mauricio Cruz Saldivar, Eugeni L. Doubrovski, Mohammad J. Mirzaali and Amir A. Zadpoor.

Music-based proteins: new design opportunities for architected biomaterials ............888
Grace I. Anderson, Mario Milazzo and Markus Buehler

600 - FLUID DYNAMICs AND TRANspORT phENOMENA

Ms0601 - INTERFACIAL FLOW sIMULATION 
Organized by Mostafa Safdari Shadloo, Amin Rahmat,  

Alessio Alexiadis and Mohammad Mehdi Rashidi 

A high-precision partition coupled Eulerian-Lagrangian method for  
compressible fluid with large deformation.......................................................................................889
Jianguo Ning, Ziyan Jin and Xiangzhao Xu
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Agglomeration Regimes of particles in shear Flow ......................................................................890
Yunzhou Qian, Shane Usher, Peter Scales, Anthony Stickland and Alessio Alexiadis

Development of Efficient and Accurate simulation Method for  
Chemical Conversion Treatment phenomena ..................................................................................891
Kenji Amaya, Junam Kwon, Masahiro Nakajima, Miku Goto and Hidekazu Fukushi

Numerical modelling of the dissolution of composite particles ............................................892
Mostafa Safdari Shadloo, Amin Rahmat, Alessio Alexiadis and Manuel Hopp-Hirschler

Ms0602 - Advanced multi-physics CFD  
simulations in science and engineering

Organized by Takahiro Tsukahara, Kaoru Iwamoto, Koji Fukagata,  
Mamoru Tanahashi, Nobuyuki Oshima and Makoto Yamamoto 

A low-cost resolvent analysis of flow around a bluff body ........................................................893
Aoi Sato, Yusuke Nabae and Koji Fukagata

A one-way coupled Lagrangian-Eulerian procedure for the solution  
of landslide-generated waves .................................................................................................................894
Miguel Masó Sotomayor, Alessandro Franci, Miguel Masó Sotomayor,  
Alejandro Cornejo and Eugenio Oñate

Deep Learning-based Unsteady Flow Estimation: Nonlinear Convolution  
of Wakes behind an Oscillating Cylinder ............................................................................................895
Hikaru Chida, Taichi Nakamura, Kai Zhang and Koji Fukagata

Direct Numerical simulation of Turbulent Flow Controlled by Wall Oscillation in 
Concentric Annular pipe .............................................................................................................................896
Ayaka Higashimoto, Junichi Morita, Hiroya Mamori and Takeshi Miyazaki

DNs-CNN simulation of Viscoelastic Turbulent Flow using U-Net .........................................897
Masaya Tashiro and Takahiro Tsukahara

Evaluation of Drag Reduction Effect and surface stress on Riblet in Turbulent  
Channel Flow Using Direct Numerical simulation .........................................................................898
Toshiaki Tanisho, Akihiko Mitsuishi, Kaoru Iwamoto and Akira Murata

Flow field analysis around salt particle collection device of dry gauze method  
using porous media model .......................................................................................................................899
Yuta Tsubokura, Kyohei Noguchi and Tomomi Yagi

Flow separation Control by Using Wave-like body Force in backward-facing  
step Turbulent Flow ......................................................................................................................................900
Junichi Morita, Hiroya Mamori and Takeshi Miyazaki

Flow structure Analysis Related to the Acoustic Wave Generation in subsonic  
Free Jet Using Dynamic Mode Decomposition ................................................................................901
Shota Morita, Aiko Yakeno, Christophe Bogey and Shigeru Obayashi
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Interaction between Indoor and Outdoor Air pollution in Natural Ventilating  
building: Application to sense-City urban area .............................................................................902
Tsubasa Hamada, Fatiha Chabi, Rachida Chakir, Delphine Lejri and Julien Waeytens

Investigation of Multi-phase-field Model without Lagrange Multiplier  
for Multiphase Flow simulation .............................................................................................................903
Shintaro Aihara, Naoki Takada and Tomohiro Takaki

Investigation of steam-Diluted hydrogen/Oxygen Lifted Flame Formed with  
Cross Jets in a Multi-Cluster burner ......................................................................................................904
Yousuke Tomisawa, Yuki Minamoto, Masayasu Shimura and Mamoru Tanahashi

Low-Dimensional Representation of Unsteady Flow based on CNN and LsTM ..............905
Yosuke Shimoda and Naoya Fukushima

Microfluidic Multiphase Flow simulation Using an Advanced Diffuse-interface  
Model-based Method ..................................................................................................................................906
Naoki Takada, Katsuo Mogi, Tomohiro Takaki, Shintaro Aihara, Satoshi Someya,  
Soumei Baba and Shimpei Saito

Modeling of pM2.5 Deposition behavior on the Wall surface .................................................907
Yoko Fujima, Rino Arai, Yusuke Nabae and Koji Fukagata

Neural-network-based estimator for turbulent flows from limited  
heat information ............................................................................................................................................908
Reno Miura, Mitsuaki Matsuo, Taichi Nakamura and Koji Fukagata

Numerical Investigation of solidification process of Impinging supercooled Water 
Droplet using Explicit Moving particle simulation .......................................................................909
Koji Fukudome, Yuka Kono and Makoto Yamamoto

Numerical simulation of Droplet Impingement on Wall with Thin Liquid  
Film by E-Mps Method ................................................................................................................................910
Masataka Kaneshi, Koji Fukudome and Makoto Yamamoto

Numerical simulation of interaction between two savonius turbines aimed  
at practical application of ocean current power generation ....................................................911
Akiko Minakawa and Tetuya Kawamura

Validation of a New 2-scalar Flamelet Approach of LEs for Turbulent  
Combustion ......................................................................................................................................................912
Tongtong Cui, Hiroshi Terashima and Nobuyuki Oshima

Ms0603 - Modelling and simulation of coupled  
solvent transport and deformation

Organized by Jana Wilmers, Dai Okumura, Laurence Brassart and Nikolaos Bouklas 

A Thermodynamically Consistent Constitutive Model Coupling Diffusion,  
Reaction and Deformation for biodegradable polymers ...........................................................913
Zhouzhou Pan and Laurence Brassart
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Crease Nucleation and propagation from a V-shaped Notch in an Elastomer  ................914
Daiki Nakajima, Ryogo Hoshi, Seishiro Matsubara, So Nagashima and Dai Okumura

Investigation of the linear viscoelastic property for polyacrylamide  
hydrogels during transient equilibrium swelling ..........................................................................915
Seishiro Matsubara, Akira Takashima, So Nagashima, Shohei Ida, Hiro Tanaka,  
Makoto Uchida and Dai Okumura

Modelling liquid penetration and hygro-expansion in paper .................................................916
Nik Dave, Ron Peerlings, Thierry Massart and Marc Geers

Modelling of bicontinuous Metal-polymer Composite Actuators .........................................917
Jana Wilmers, Emma Griffiths, Swantje Bargmann and B. Daya Reddy

Morphological Evolution of surface patterns in hydrogel bilayers ......................................918
So Nagashima, Naoki Akamatsu, Seishiro Matsubara, Shohei Ida, Hiro Tanaka,  
Makoto Uchida and Dai Okumura

Ms0604 - Granular Flows: Modelling and Computational Challenges
Organized by Thomas Weinhart, Anthony R Thornton and Rudy Valette 

A Gaussian process based bayesian optimization calibration approach  
and its application in terradynamics ....................................................................................................919
Wei Hu, Zhenhao Zhou, Radu Serban and Dan Negrut

Continuum simulation for granular silo discharge flow using a regularized  
non-local μ(I) model ......................................................................................................................................920
Cheng-Chuan Lin and Fu-Ling Yang

DEM simulation of particle Mixing in horizontal stirred bed Reactors ..............................921
Sahar Pourandi, Thomas Weinhart, Igor Ostanin and Anthony Thornton

Lethe: Open-source high-order unresolved and resolved CFD-DEM based  
on the deal.II library .....................................................................................................................................922
Bruno Blais, Toni El Geitani Nehme, Lucka Barbeau, Victor Oliveira Ferreira and Shahab Golshan

MercuryDpM: Fast, flexible, particle simulations ...........................................................................923
Thomas Weinhart and Anthony Thornton

Multiscale modelling of granular materials - Calibration of discrete  
particle models  ..............................................................................................................................................924
Anthony Thornton, Mohammed Reza Vesal, Raquel Weinhart-Mejia, Donna Fitzsimmons and Thomas 
Weinhart

NextGen Chrono::GpU: An Open-source Multi-GpU DEM simulator with  
Complex Geometry support ....................................................................................................................925
Ruochun Zhang, Luning Fang and Dan Negrut
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Ms0605 - COMpLEx FLUID FLOWs IN ENGINEERING:  
MODELING, sIMULATION AND OpTIMIZATION

Organized by Stefanie Elgeti and Marek Behr 

A mesh-insensitive finite volume solver: from compressible to  
incompressible flows  ...................................................................................................................................926
Matteo Giacomini, Rubén Sevilla and Antonio Huerta

An Arbitrary Lagrangian-Eulerian Algorithm for Multiphase non-Newtonian  
Fluid Flows.........................................................................................................................................................927
Cagatay Guventurk and Mehmet Sahin

Computational Analysis of shear-thinning Coating flows.........................................................928
Jaewook Nam

Computational models and experimental studies of mold filling in thin  
channels with yield stress fluids .............................................................................................................929
Rekha Rao, Joshua McConnell, Anne Grillet, Weston Ortiz and Pania Newell

Efficient glow discharge solver for sensitivity analysis ...............................................................930
Violeta Karyofylli, Todd Oliver, Laxminarayan L. Raja and Robert Moser

Novel space-Time Finite Elements for Fluid-based processes .................................................931
Marek Behr

Numerical simulation of polymeric mixing process with non-conforming  
methods in OpenFOAM ..............................................................................................................................932
Nicola Parolini, Giorgio Negrini, Marco Verani and Daniele Cerroni

RANs Model Assessment for Curved Turbulent shear Layers and  
Retro-propulsive Flows ...............................................................................................................................933
Kristen Matsuno and Sanjiva Lele

simulation of a droplet impact in a thin film using a phase-field model ...........................934
Malú Grave and Alvaro Coutinho

Validation of Laminar stirred Mixing CFD Models using positron  
Emission particle Tracking .........................................................................................................................935
Roberto Hart-Villamil, Andrew Ingram and Kit Windows-Yule

Ms0607 - Multiphase flows
Organized by Célio Fernandes, Luís Lima Ferrás and Alexandre Afonso 

Geometry Influence of particles Depositing in Realistic human Lung Replicas .............936
Jana Wedel, Mitja Štrakl, Jure Ravnik, Matjaž Hriberšek and Paul Steinmann

Numerical Analysis of Interaction between Multiphase Flow and Rain Chain ................937
Minoru Shirazaki, Takuya Nagatsuka and Keitaro Hanada

Numerical Investigation of Rising bubbly Flows in slightly Inclined Vertical  
pipe Filled with power-law Fluid ............................................................................................................938
Yijie Liu, Kazuyasu Sugiyama and Shu Takagi
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Numerical simulations of hydrogen production in Alkaline Water Electrolysers .........939
Morgan Kerhouant, Thomas Abadie, Raj Venuturumilli, Andre Nicolle and Omar Matar

pore-scale Mechanisms Control Fluid Invasion during Multiphase Flow in  
Regular porous Media .................................................................................................................................940
Zhongzheng Wang, Jean-Michel Pereira, Emilie Sauret and Yixiang Gan

The influence of flow conditions on mass transfer in lyophilization in a vial  ..................941
Matjaž Hriberšek, Blaž Kamenik, Jure Ravnik and Matej Zadravec

Ms0608 - Fluid Dynamical Laws and Transport  
phenomena for Complex Dynamical systems

Organized by Ricardo Tomás Ferreyra 

Estimation of the state of matter in young impact craters on the Moon  
based on the orbital observations  .......................................................................................................942
Michael Shpekin and Ricardo Tomás Ferreyra

Transport of logarithmic potentials versus process duration .................................................943
Ricardo Tomás Ferreyra

Ms0609 - MODELLING OF ATOMIZATION,  
bREAKUp AND FRAGMENTATION OF FLUIDs

Organized by Stéphane Zaleski, Junji Shinjo, Leonardo Chirco, Gretar Tryggvason and Shiyi Chen 

Detailed simulations of nozzle-dependent primary atomization in  
coaxial atomizers ...........................................................................................................................................944
Fabian Fröde, Temistocle Grenga and Heinz Pitsch

Dynamics and Modelling of spin-affected Droplet Collision ...................................................945
Chengming He and Peng Zhang

Electric-Field-Driven Ion Emission from the Free surface of Room  
Temperature Ionic Liquids .........................................................................................................................946
Fei Zhang, Xikai Jiang, Gaofeng Chen, Yadong He, Guoqing Hu and Rui Qiao

Experimental investigation on the spreading progress after droplets  
impacting on to a vertical vibrating plate at low frequency ....................................................947
Ming Zhu, Yikai Li, Ziming Yang and Chenghan Sun

Front-Tracking approaches for the modelling of breakup and coalescence ....................948
Paul Regnault, Stéphane Vincent and Eric Chénier

Fully Compressible Numerical simulations of primary breakup processes in  
Dual Fuel Internal Combustion Engines .............................................................................................949
Yu Jiao, Steffen J. Schmidt and Nikolaus A. Adams

Influence of Density and Viscosity on Deformation, breakage and  
Coalescence of bubbles in Turbulence ................................................................................................950
Alfredo Soldati, Giovanni Soligo, Alessio Roccon and Alfredo Soldati
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Manifold death: the implementation of controlled topological changes  
in thin sheets by the signature method ..............................................................................................951
Leonardo Chirco, Jacob Maarek, Stéphane Popinet and Stéphane Zaleski

Modeling of Two-phase Vapor-Liquid spray with Flash boiling .............................................952
Dai Matsuda

Multi-physics and Machine Learning Framework for predicting Air  
Entrapment During Drop Impact onto solid hydrophobic surfaces ....................................953
Subhayan Halder, Rafael Granda, Abhilash Sankaran, Vitaliy Yurkiv, Alexander Yarin  
and Farzad Mashayek

Novel spray breakup Model with Multi-hole Nozzle in port Fuel Injection  
sI Engine .............................................................................................................................................................954
Kanako Nishimura, Dai Matsuda, Eriko Matsumura and Jiro Senda

Numerical Analysis of Diesel hollow Cone spray behavior in the Initial  
stage of Injection ...........................................................................................................................................955
Ippei Kimura, Dai Matsuda, Eriko Matsumura and Jiro Senda

On The shear Atomization Of Thin Liquid Layers...........................................................................956
César Pairetti, Leonardo Chirco, Stéphane Popinet and Stéphane Zaleski

Vortex driven liquid fragmentation in pressurized liquid injection from  
multi-hole nozzles  ........................................................................................................................................957
Junmei Shi, Ramesh Venkatasubramanian, Eduardo Gomez Santos, Pablo Aguado Lopez and Guy 
Hoffmann

Ms0610 - Modeling and simulation of  
Computational Multi-phase Flows
Organized by Yi-Ju Chou and Yang-Yao Niu 

A preliminary Numerical simulation for Flows through Oblique Detonation  
Engines based on Less Dissipative schemes and Machine Learning ...................................958
Yi-Jhen Wu, Chi-Heng Ting and Yang-Yao Niu

A Time Consistent Method by preconditioning of the Diffusion Term for  
Unsteady Gas-Liquid Two-phase Flows ...............................................................................................959
Tianmu Zhao and Byeong Rog Shin

An accurate and efficient scheme to capture the sharp interface in  
high-speed multiphase flow  ....................................................................................................................960
Te-Yao Chiu, Yang-Yao Niu and Yi-Ju Chou

Numerical simulation of two phase flow using general pressure equation ......................961
Wan-Cheng Lin and Chao-An Lin
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Ms0611 - Multiphase flows with non-Newtonian  
materials: simulation, experiment, and machine learning

Organized by Anselmo Pereira, Rudy Valette, Elie Hachem, Manuel Alves and Alvaro Coutinho 

Folding Instabilities in Viscoplastic sheets .......................................................................................962
Anselmo Pereira, Romain Castellani, Arthur Hochedez, Louis Simon, Elie Hachem and Rudy Valette

Ms0612 - Collisional Kinetic modeling in classical and 
 plasma dynamics: numerical methods and non-linear analysis

Organized by Irene M. Gamba, Jeffrey R. Haack and Milana Pavic-Colic 

A Consistent, Explicit and Accessible boltzmann Collision Operator for  
polyatomic Gases ...........................................................................................................................................963
Manuel Torrilhon

Convergence and Error Estimates for the Conservative spectral Method for  
Fokker-planck-Landau Equations  .........................................................................................................964
Irene M. Gamba and Clark Pennie

Extending the bGK model: velocity dependent collision frequency and  
quantum description ...................................................................................................................................965
Marlies Pirner

Numerical Analysis of a slow Rarefied Gas Flow past a Circular Disk ..................................966
Takuma Tomita, Satoshi Taguchi and Tetsuro Tsuji

On scientific machine learning of kinetic theory and fluid dynamics ..................................967
Tianbai Xiao and Martin Frank

On the kinetic model for a polyatomic gas: the Cauchy problem and moment  
equations ...........................................................................................................................................................968
Milana Pavic-Colic

quasilinear Diffusion of magnetized fast electrons in a mean field of  
quasi-particle waves packets ...................................................................................................................969
Kun Huang, Michael Abdelmalik and Irene M. Gamba

Ms0613 - Computational fluid dynamics and heat transfer
Organized by KUANG Lin and Chuan Chieh Liao 

A Discrete Exterior Calculus based Framework for CFD .............................................................970
Pankaj Jagad, Bhargav Mantravadi, Minmiao Wang, Abdullah Abukhwejah and Ravi Samtaney

Large Eddy simulation and hybrid RANs/LEs of heat transfer for staggered  
pin-Fin Matrix ..................................................................................................................................................971
Byeong-Cheon Kim and Kyoungsik Chang

Multi-Region and Multi-Component Thermal Fluid Analysis of hydrothermal  
Oxidative Decomposition Reactor ........................................................................................................972
Hiroyuki Kuramae, Tokihiro Sugimoto, Masahide Matsumoro and Nobuhisa Watanabe
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Numerical study of the heat Transfer process in a Wind Tank .................................................973
Rafael Marulanda and Omar Lopez

Optimal Cooling Design of Gamma-ray Converter with Venturi structure  
based on Multi-physics Analysis.............................................................................................................974
Hiroto Yamamoto and Tetsuo Oya

Transient cooling of reactor vessel wall during LOCA .................................................................975
Gabriel Galik, Vladimír Kutiš, Juraj Paulech, Vladimír Goga and Michal Uličný

700 - NUMERICAL METhODs AND ALGORIThMs  
IN sCIENCE AND ENGINEERING

Ms0701 - Numerical techniques for the simulation  
and model reduction of complex physical systems

Organized by Thomas Hudson and Xingjie Li 

Accelerating structural and Fracture Mechanics simulations with  
Localised phenomena through Matrix Compression and sub-structuring ......................976
Konstantinos Tatsis, Konstantinos Agathos, Konstantinos Vlachas and Eleni Chatzi

Accurate and Robust splitting Methods for the Generalized Langevin Equation  
with a positive prony series Memory Kernel ....................................................................................977
Manh Hong Duong and Xiaocheng Shang

Adaptive multigrid strategy for large-scale molecular mechanics optimization ..........978
Mingjie Liao, Yangshuai Wang, Kejie Fu, Jianjun Chen and Lei Zhang

Adaptive parareal Algorithms for Molecular Dynamics simulations ...................................979
Frederic Legoll

Atomistic origins of continuum dislocation dynamics ................................................................980
Patrick Van Meurs, Thomas Hudson and Mark Peletier

Coarse-graining of Markov chains ........................................................................................................981
Upanshu Sharma and Bastian Hilder

Data-based model reduction and Mori-Zwanzig formalism for random  
dynamical systems ........................................................................................................................................982
Kevin Lin and Fei Lu

Discretizing Atomistic Dynamics with Markov Renewal processes ......................................983
Danny Perez

Grassmann Extrapolation of Density Matrices for born-Oppenheimer  
Molecular Dynamics  ....................................................................................................................................984
Etienne Polack, Genevieve Dusson, Benjamin Stamm and Filippo Lipparini

Large Deviations for Model Coarse-graining: Metastable Atmospheric Jets ...................985
Tobias Grafke and Nayef Shkeir
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Optimal renormalization of multiscale systems .............................................................................986
Brek Meuris, Jacob Price, Madelyn Shapiro and Panos Stinis

solving high-Dimensional Eigenvalue pDEs using Artificial Neural  
Networks and its Application in Understanding Metastable Diffusion  
processes on Large Timescales ................................................................................................................987
Wei Zhang, Tiejun Li and Christof Schütte

Tensor-valued atomic cluster expansion for inference of dynamical systems ................988
Matthias Sachs and Christoph Ortner

Ms0702 - Isogeometric Methods
Organized by Alessandro Reali, Yuri Bazilevs, David J. Benson, RenÃ© de Borst,  

Thomas J.R. Hughes, Trond Kvamsdal, Giancarlo Sangalli and Clemens V. Verhoosel 

A Variational Approach based on perturbed Eigenvalue Analysis for  
Improving spectral properties of Isogeometric Multipatch Discretizations ....................989
Thi Hoa Nguyen, René R. Hiemstra, Stein K. F. Stoter and Dominik Schillinger

Auxiliary splines space preconditioning for b-splines Finite Elements:  
The case of H(curl,Ω)-elliptic problems ...............................................................................................990
Abdeladim El Akri, Khalide Jbilou and Ahmed Ratnani

Efficient and Fast Mesh Adaptation Method on more General Geometries  
using Isogeometric Analysis .....................................................................................................................991
Mustapha BAHARI and Ratnani Ahmed

Immersed Finite Element and Isogeometric Analysis Using Approximate  
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Epistemic Uncertainty .............................................................................................................................. 1313
Dequan Zhang, Yunfei Liang and Xu Han
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Unified Framework of Computational stochastic Mechanics:  
Direct probability Integral Method .................................................................................................... 1314
Dixiong Yang and Guohai Chen

Ms0803 - quality of model prognosis - from  
lab data to structural performance

Organized by Jörg F. Unger, Steffen Freitag, Daniel Straub, Bruno Sudret,  
Francisco Chinesta, Michael Beer and Phaedon-Stelios Koutsourelakis 

Inferential Uncertainty in surrogate-based Inference - a bayesian Estimate ............... 1315
Sascha Ranftl and Wolfgang von der Linden

Inverting the process-Material-performance chain in the presence  
of uncertainty ............................................................................................................................................... 1316
Atul Agrawal, Jörg F. Unger and Phaedon-Stelios Koutsourelakis

Investigation of complex-valued correlation models for model updating  
with spatially distributed data ............................................................................................................. 1317
Felix Schneider, Iason Papaioannou, Daniel Straub and Gerhard Müller

Real-time structural health monitoring of aeronautical structures:  
A data-driven modeling approach for optimized sensors placement,  
detection and localization of damage .............................................................................................. 1318
Maurine Jacot, Victor Champaney, Francisco Chinesta and Maurice Theobald

Tunnel Lining Deformation prediction Using Limited Measurements 
And Gappy proper Orthogonal Decomposition .......................................................................... 1319
Ba-Trung Cao, Nicola Gottardi, Steffen Freitag and Günther Meschke

Ms0804 - physics-based Data-Driven Modeling and Uncertainty  
quantification in Computational Materials science and Engineering
Organized by Johann Guilleminot, Michael Shields, Lori Graham-Brady and Kirubel Teferra 

Accelerating a Nonparametric probabilistic Method for physics-based  
Data-Driven Modeling and Uncertainty quantification .......................................................... 1320
Marie Jo Azzi, Chady Ghnatios and Charbel Farhat

Impact problems on Dyadic Tensor-Valued Random Fields................................................... 1321
Yaswanth Sai Jetti, Anatoliy Malyarenko and Martin Ostoja-Starzewski

Information-Theoretic stochastic Models for Uncertainty quantification in 
Computational plasticity ......................................................................................................................... 1322
Johann Guilleminot and Shanshan Chu
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Ms0805 - Certification of Computer simulations  
and Adaptive Modeling

Organized by Serge Prudhomme, Ludovic Chamoin, Jens Lang,  
Fredrick Larsson and Juan José Rédenas García

A painless Automatic hp-Adaptive Coarsening strategy For Non-spD  
problems: A Goal-Oriented Approach .............................................................................................. 1323
Felipe Vinicio Caro, Vincent Darrigrand, Julen Alvarez-Aramberri, Elisabete Alberdi and David Pardo

A posteriori analysis with error-dominated oscillation for higher order  
methods .......................................................................................................................................................... 1324
Andreas Veeser

Adaptive Concurrent Multiscale Modelling Using hybridized Discretizations,  
Error Estimation and Machine Learning .......................................................................................... 1325
Tim Wildey

Adaptive stochastic Collocation Methods for Uncertain Unsteady Gas  
Transport in Networks .............................................................................................................................. 1326
Jens Lang, Pia Domschke and Elisa Strauch

Anisotropic adaptive finite elements for aluminium electrolysis ....................................... 1327
Paride Passelli and Marco Picasso

Data-based Model Updating, selection, and Enrichment using the Modified 
Constitutive Relation Error Concept .................................................................................................. 1328
Ludovic Chamoin, Antoine Benady, Sahar Farahbakhsh, Emmanuel Baranger and Martin Poncelet

Goal-oriented adaptive MLMC method for elliptic random pDEs ...................................... 1329
Yang Liu, Joakim Beck, Erik von Schwerin and Raul Tempone

Mesh Adaptivity using Optimization Methods ............................................................................ 1330
Serge Prudhomme, Kenan Kergrene and Jonathan Vacher

On Error Control and Adaptive Reduced basis Enrichment for Two-scale  
poroelasticity ................................................................................................................................................ 1331
Fredrik Ekre, Fredrik Larsson, Kenneth Runesson and Ralf Jänicke

Optimality of Adaptive Time-stepping ............................................................................................ 1332
Michael Feischl

polynomial-degree-robust a posteriori error estimation for the curl-curl  
problem ........................................................................................................................................................... 1333
Théophile Chaumont-Frelet, Alexandre Ern and Martin Vohralik

Revisiting techniques employed in error estimation for their use in 2-level  
structural topology optimization with the Cartesian grid FEM ........................................... 1334
Marc Bosch-Galera, Edward A.W. Maunder, Olivier Allix, Juan José Ródenas and Enrique Nadal

Towards automated computation with uncertainty estimation for industrial  
simulation of ship flow ............................................................................................................................. 1335
Jeroen Wackers, Ganbo Deng, Clémence Raymond, Emmanuel Guilmineau, Alban Leroyer,  
Patrick Queutey and Michel Visonneau
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Ms0806 - Verification techniques in computational  
physics and applied mathematics

Organized by Brian Freno and Luí s Eça 

Manufactured solutions for the Method-of-Moments Implementation of  
the Electric-Field Integral Equation ................................................................................................... 1336
Brian Freno, Neil Matula and William Johnson

Ms0807 - Numerical Analysis and Design with  
polymoric Uncertainties - Advanced Methods and strategies

Organized by Michael Kaliske, Wolfgang Graf, Sigrid Leyendecker and Stefanie Reese 

Considering epistemic uncertainty in optical marker based joint angle  
calculation during human gait ............................................................................................................. 1337
Eduard Sebastian Scheiterer, Simon Heinrich and Sigrid Leyendecker

Data-Driven Computational homogenization of polymorphic Uncertain  
Material properties .................................................................................................................................... 1338
Selina Zschocke, Ferenc Leichsenring, Wolfgang Graf and Michael Kaliske

homogenization and dimension reduction of elastic rods with randomly  
perturbed geometry ................................................................................................................................. 1339
Steve Wolff-Vorbeck, Patrick Dondl, Stefan Neukamm and Yongming Luo

Multifidelity Moving particles via Multiplicative Information Fusion .............................. 1340
Jonas Kaupp and Carsten Proppe

polymorphic Uncertain Dependency structures in Multivariate Fuzzy  
probability-based Random Variables with Fuzzy probability-based Copula ................ 1341
F. Niklas Schietzold, Jonas Pallien, Wolfgang Graf and Michael Kaliske

Reliability-based Design Optimization under polymorphic Uncertainties:  
Application to Locally Laser-hardened Car Components ....................................................... 1342
Niklas Miska and Daniel Balzani

Ms0808 - Numerical methods for verification, validation  
and uncertainty quantification in manufacturing,  

civil engineering, advanced materials and biomechanics
Organized by Naoki Takano, Kazumi Matsui, Heoung-Jae Chun,  

Vittorio Sansalone, Tetsuya Matsuda and Shuji Moriguchi 

A trial for validating the model of reinforced concrete beams with  
emphasis on uncertainty quantification ......................................................................................... 1343
Toshihide Saka, Yoshihito Yamamoto, Naoshi Ueda and Mao Kurumatani

A two-stage method simulating random field over manifold .............................................. 1344
Yan-Ping Liang, De-Cheng Feng and Xiaodan Ren

An Example of the Verification and Validation for Fracture Analysis of 
Reinforced Concrete Using a Damage Model ................................................................................ 1345
Eigo Watanabe, Junki Hanyu, Yota Kawachi, Takumi Ashida and Mao Kurumatani
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Application of Non-Linear stochastic Finite Element Method based on Multi-Element 
Non-Intrusive spectral projection Method to stochastic Elasto-plastic problems .... 1346
Hidenori Nakagawa

Decoupled Multiscale Damage/strength Analysis of CFRp Laminates ............................ 1347
Yudai Tanio

Downscaling biomechanics simulation of Mandibular bone from Macroscopic  
Oral Implant to Nanoscopic Osteon using Micro-CT and shG Images ............................. 1348
Naoki Takano, Noemie Jeannin, Kaede Oishi, Kento Odaka and Satoru Matsunaga

Effect of material properties of pedicle screw fixation system rods on surgical 
treatment of kyphosis using patient specific finite element models ................................ 1349
Heoung Jae Chun

Gaussian process Regression surrogate Modeling with Transfer Learning for  
Low Computational Cost structural Reliability Analysis ......................................................... 1350
Taisei Saida and Mayuko Nishio

high quantile Estimation for Transpiration Cooling ................................................................. 1351
Ella Steins and Michael Herty

Multiscale Inelastic Analysis of FW-CFRp for high-pressure hydrogen Tanks  ............. 1352
Tomoya Takahashi, Tetsuya Matsuda, Naoki Morita, Masahito Ueda, Tomohiro Yokozeki and Wataru 
Iwase

Numerical prediction of misorientation of drilling during oral implant  
surgery considering morphology of mandibular trabecular bone and study  
on drilling force sensing .......................................................................................................................... 1353
Mikiya Sugano, Raphael Farcy, Naoki Takano, Kento Okada and Satoru Matsunaga

Numerical study of orthopaedic implant surgery for the development of  
stability evaluation device with consideration of uncertainties ......................................... 1354
Shotaro Omichi, Naoki Takano and Daisuke Tawara

probabilistic modelling and homogenization analysis of porous support  
structure for titanium alloy additive manufacturing considering defects ..................... 1355
Raphael Farcy, Masataka Morikawa, Naoki Takano, Hideo Takizawa, Kento Odaka and Satoru 
Matsunaga

probabilistic modelling of geometrical imperfection for additively  
manufactured circular hole using aluminum alloy and polyamide ................................... 1356
Haruma Tanaka, Naoki Takano and Hideo Takizawa

quantification of the contribution of particle size distribution in granular flows ..... 1357
Shuji Moriguchi

sintering simulation for Ceramics based on Multiplicative Decomposition  
of Thermo-Mechanical Deformation Gradient  ............................................................................ 1358
Chikako Natsumeda, Kazumi Matsui, Junichi Tatami and Takahiro Yamada

Two-scale Damage propagation/strength Analysis of CFRp Laminates  
Considering Variability of Fiber strength ....................................................................................... 1359
Kazuma Akashi and Tetsuya Matsuda
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Uncertainty quantification and Validation in Failure simulation of  
Reinforced Concrete Using Discrete Element Model ................................................................. 1360
Yoshihito Yamamoto, Toshihide Saka, Mao Kurumatani and Naoshi Ueda

Ms0809 - Uncertainty quantification in particle-based  
simulations of Fluids, polymers, and soft Matter

Organized by Gerald Wang 

This One Weird Trick to put Error bars on Molecular simulations, statisticians  
Love It! .............................................................................................................................................................. 1361
Yuanhao Li and Gerald Wang

900 - sTRUCTURAL MEChANICs, DYNAMICs AND ENGINEERING

Ms0902 - Modelling of structural Instability,  
structural Collapse and Impact

Organized by José Santelli 

Finite Element Analysis at pin Joints of Modular bridge under Uniaxial  
Tensile Loads ................................................................................................................................................. 1362
Yu Koike, Yuki Chikahiro, Masatoshi Nakazawa and Ichiro Ario

Ms0903 - Vehicle scanning Method for bridges
Organized by Yeong-bin Yang, Jong-Dar Yau, Judy P. Yang and Zhilu Wang 

bridge Modal Measurement Using a Novel Frequency-Free Test Vehicle in  
parked state: Theory and Experiment .............................................................................................. 1363
Zhi Li, Zhilu Wang and Yeong-Bin Yang

Detecting bridge’s Frequencies by the Rocking Motion of a Moving Test Vehicle ..... 1364
Hao Xu and Y.B. Yang

Detection of bridge frequencies using passing vehicles ......................................................... 1365
Shota Urushadze, Jong-Dar Yau and Jan Bayer

Identification of bridge Damage Location utilizing Low-pass filtered  
Accelerations of slow Moving Cars .................................................................................................... 1366
Xuzhao Lu, Limin Sun, Chul-Woo Kim, Kai-Chun Chang and Zhuoran Han

Identification of track/bridge frequencies and track modulus by a  
instrumented moving test vehicle ..................................................................................................... 1367
Kang Shi, Yeong-Bin Yang, Zhilu Wang and Hao Xu

Vehicle-bridge Interaction system with Non-Uniform Cross-sections ............................ 1368
Judy Yang and Chun-Hsien Wu
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Ms0904 - shell and spatial structures
Organized by Francesco Marmo, Stefano Gabriele, Amedeo Manuello Bertetto and Andrea Micheletti 

A computational framework for modeling discontinuities in anisotropic rods ........... 1369
Tian Yu, Francesco Marmo, Salvatore Sessa and Sigrid Adriaenssens

A numerical approach to the design of gridshells for WAAM ............................................... 1370
Matteo Bruggi, Vittoria Laghi and Tomaso Trombetti

A Very simple Fully Nonlinear shell Finite Element ................................................................... 1371
Matheus Lucci Sanchez, Cinthia A.G. Sousa and Paulo Pimenta

Damaging Configurations in Arch structures with Variable Curvature  
and Tapered Cross-section ..................................................................................................................... 1372
Jonathan Melchiorre, Amedeo Manuello Bertetto, Laura Sardone and Giuseppe Carlo Marano

Discovering Reciprocal Tensegrities with symmetric Connectivity ................................... 1373
Pierluigi D’Acunto and Andrea Micheletti

Evaluation of Tensegrity-Like Units for Nonlinear Mechanical Metamaterials ............ 1374
Andrea Micheletti, Claudio Intrigila, Nicola A. Nodargi, Edoardo Artioli,  
Fernando Fraternali and Paolo Bisegna

Evolution of Distribution Algorithm for Constrained Optimization in  
structural Design ........................................................................................................................................ 1375
Marco Martino Rosso

Experimental Investigation of the static and Dynamic behaviors of 3D-printed  
shell structures ............................................................................................................................................ 1376
Raffaele Cucuzza, Alessandro Cardoni, Amedeo Manuello, Marco Domaneschi, Gian Paolo Cimellaro 
and Giuseppe Carlo Marano

Finite Element Analysis of Load Capacity of panel bridge with Multi-scissors  
structure ......................................................................................................................................................... 1377
Kumi Ohno and Yuki Chikahiro

Forensic Evaluation of historic shell structure: Development of In-situ Geometry . 1378
Joshua Schultz, Katrina L. Springer, Joseph A. Roberson, Jackson M. Carroll and Mark D. Hegbloom

Multi-body Rope Approach for the Form-Finding of shape Optimized Grid shell 
structures ....................................................................................................................................................... 1380
Amedeo Manuello, Jonathan Melchiorre, Laura Sardone and Giuseppe Carlo Marano

Ms0905 - Digital twins for the design and  
optimisation of lightweight structures

Organized by Carol Featherston, David Kennedy, Zhangming Wu and Abhishek Kundu 

bayesian data-driven learning of industrial light weight structure design  
optimisation under uncertainty .......................................................................................................... 1381
David Walton, Carol Featherston, David Kennedy and Abhishek Kundu

Damage modelling and detection in beams by Newton-Raphson method ................... 1382
Akshay Satpute, David Kennedy, Carol Featherston and Abdullah Mutabbakani
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Nonlinear Dynamic Characteristics and Resonant Actuation of bi-stable  
structures ....................................................................................................................................................... 1383
Yuting Liu

postbuckling Optimization of stiffened panels via Topological Design .......................... 1384
Sheng Chu, Carol Featherston, David Kennedy and Hyunsun Kim

study on Improvement of bending strength of Thin-Walled structures  
Composed of sandwich panels ............................................................................................................ 1385
Kouta Asaumi and Kuniharu Ushijima

The ROM-driven optimization of composite laminated plates for buckling  
and postbuckling performances ......................................................................................................... 1386
Zheng Li

Ms0906 - New numerical methods for slender bodies and their interactions
Organized by Ignacio Romero, Christoph Meier, Joaquim Linn and Bastian Oesterle 

A General higher-Order shell Theory for incompressible and anisotropic  
hyperelastic materials using Orthonormal Moving Frame: an application to  
Arterial Mechanics...................................................................................................................................... 1387
Archana Arbind

A New Mixed FE-Formulation for Liquid Crystal Elastomer Films ....................................... 1388
Michael Groß, Francesca Concas and Julian Dietzsch

A simple Fully Nonlinear Triangular shell Finite Element ...................................................... 1389
Cinthia Sousa, Matheus Sanchez and Paulo Pimenta

An objective and path independent geometrically non-linear Reissner-Mindlin  
shell formulation ......................................................................................................................................... 1390
Alexander Müller and Manfred Bischoff

Experimental investigation and mechanical characterisation of cables ......................... 1391
Prateek Sharma, André Hildebrandt, Alexander Düster and Stefan Diebels

Intrinsically selective mass scaling for hierarchic beam, plate and shell  
formulations .................................................................................................................................................. 1392
Bastian Oesterle, Lisa-Marie Krauß, Rebecca Thierer, Anton Tkachuk and Manfred Bischoff

Modelling Collisions and Fluid-structure Interaction for highly Flexible Cosserat  
Rods ................................................................................................................................................................... 1393
Bastian Löhrer, Silvio Tschisgale and Jochen Fröhlich

New Experimental Characterisation of Cable systems ............................................................ 1394
Carole Tsegouog, Vanessa Dörlich, Joachim Linn and Stefan Diebels

Viscoelastic Glass plates Co-sagging simulation Coupled with Air suction ................. 1395
Zheming Zheng, Steve Burdette and Anurag Jain
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Ms0907 - Multiscale mechanics of soft networks:  
from nonwovens to polymers and living tissues.

Organized by Franck Vernerey, Nikolaos Bouklas and Catalin Picu 

Discrete Network Models inspire a new class of Continuum Constitutive  
Models for Fibre Network Materials .................................................................................................. 1396
Ben-Rudolf Britt, Alberto Stracuzzi, Edoardo Mazza and Alexander E. Ehret

Modal tests of inflatable wings based on distributed MFC actuators .............................. 1397
Fanmin Meng, Qiyue Ma, Nuo Ma and Junhui Meng

Ms0908 - NON-MATERIAL MODELLING OF AxIALLY MOVING  
CONTINUA: ARbITRARY LAGRANGIAN-EULERIAN DEsCRIpTION  

IN sTRUCTURAL MEChANICs
Organized by Yury Vetyukov, Alexander Humer and Josef Kiendl 

A mixed finite-element formulation for axially moving continua ...................................... 1398
Alexander Humer, Astrid Pechstein and Michael Kommer

Geometrically Exact Dynamics of sliding and Rotating Nested Rods for  
Modeling Concentric Tubes Robots ................................................................................................... 1399
Federico Renda, Costanza Armanini and Frederic Boyer

Mixed Eulerian Lagrangian Approach in Rolling Mill simulations ..................................... 1400
Peter G. Gruber and Klaus Löhe

Non-material kinematic modelling in roll forming of steel sections ................................. 1401
Emin Kocbay and Yury Vetyukov

sticking and sliding of an endless elastic strip on a moving rough surface .................. 1402
Yury Vetyukov

Ms0909 - New Advances in Computational Modelling  
and seismic Intervention Techniques of historical Masonry structures

Organized by Francesco Clementi, Antonio Formisano and Gabriele Milani 

Out of plane Lower bound Limit Analysis ....................................................................................... 1403
Peixuan Wang and Gabriele Milani

seismic Vulnerability Assessment of historic Masonry buildings through  
Fragility Curves Approach ...................................................................................................................... 1404
Grigor Angjeliu, Giuliana Cardani and Elsa Garavaglia

The non-smooth tale of Accumoli civic tower ............................................................................... 1405
Mattia Schiavoni, Ersilia Giordano and Francesco Clementi

Unbonded Fiber Reinforced Elastomeric Isolators (UFREIs) made of high  
damping natural rubber blends .......................................................................................................... 1406
Gaetano Pianese, Gabriele Milani and Antonio Formisano
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Ms0910 - Adaptive Engineering structures
Organized by Malte von Scheven, Manfred Bischoff, Michael Böhm, Oliver Sawodny and Lucio Blandini 

Actuation of concrete slabs under bending with integrated fluidic actuators ............ 1408
Markus Nitzlader, Matthias J. Bosch, Hansgeorg Binz, Matthias Kreimeyer and Lucio Blandini

Control strategies for Adaptive high-Rise structures .............................................................. 1409
Spasena Dakova, Julia Laura Heidingsfeld, Michael Boehm and Oliver Sawodny

Effective range of integrated fluidic actuators in structural elements ............................. 1410
Matthias J. Bosch, Markus Nitzlader, Timon Burghardt, Matthias Bachmann, Hansgeorg Binz,  
Lucio Blandini and Matthias Kreimeyer

Fault Diagnosis for Adaptive structures.......................................................................................... 1411
Jonas Stiefelmaier, Michael Böhm, Oliver Sawodny and Cristina Tarín

Formulation of actuation units for stress-free control of deformations in statically 
indeterminate adaptive structures using actuation influence matrices ......................... 1412
Simon Steffen, Lucio Blandini and Werner Sobek

Optimization-based studies on the Integration of Load Alleviating  
Deformation behaviour in Active Morphing Wing sections .................................................. 1413
Florian Dexl, Andreas Hauffe, Klaus Wolf and Johannes Markmiller

state Estimation for Adaptive structures ....................................................................................... 1414
Amelie Zeller, Michael Böhm, Oliver Sawodny and Cristina Tarín

Vibration control of simply supported beam bridges equipped with an  
underdeck adaptive tensioning system .......................................................................................... 1415
Arka Prabhata Reksowardojo, Gennaro Senatore, Manfred Bischoff and Lucio Blandini

Ms0911 - Digital Twins and Uncertainty quantification  
in structural Dynamics

Organized by Thiago Ritto, Anas Batou, David Barton and David Wagg 

An Approach for Optimal sequential sensor placement Under steady-state  
Dynamics ........................................................................................................................................................ 1416
Mark Chen, Kavinayan Sivakumar, Gregory Banyay, Jessica Preston, Brian Golchert,  
Timothy Walsh, Michael Zavlanos and Wilkins Aquino

Comparative study of statistical Model Calibration Framework for Li-Ion  
battery health Estimation ...................................................................................................................... 1417
Hyunhee Choi and Byeng D. Youn

DRILL sTRING MODEL sELECTION AND pARAMETER EsTIMATION .................................... 1418
Daniel Castello, Thiago Ritto and Michael Souza

Learning measured bifurcation diagrams with physics-based models  
augmented by machine-learnt structures ...................................................................................... 1419
Sandor Beregi, David Barton, Djamel Rezgui and Simon Neild
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pitch bearing parameter Estimation for Virtual Wind Turbine Testing  
Applications .................................................................................................................................................. 1420
Lorenzo Mazzanti, Mathijs Vivet, Ali Rezayat, Daniel De Gregoriis, Tommaso Tamarozzi, Pavel Jiránek 
and Wim Desmet

RL-AbC For Model selection And parameter Calibration Applied To A Non-Linear 
Experimental Test Rig That Emulates A Dynamical system Evolving Over Time ......... 1421
Thiago Ritto, Sandor Beregi and David Barton

Robust state-Input Estimation for Differential Algebraic Equations and  
Application to Multibody systems ..................................................................................................... 1422
Tommaso Tamarozzi, Pavel Jiránek and Daniel De Gregoriis

stochastic physics-based Model Updating for Fatigue Crack Detection in  
Riveted Lap Joints Using Lamb Waves .............................................................................................. 1423
Wongon Kim and Byeng D. Youn

The Comparison of sensor Optimisation strategies for structural health  
Monitoring Using Machine Learning ................................................................................................ 1424
Tingna Wang, Keith Worden, Robert Barthorpe and David Wagg

The Local/Global Coefficient of Friction of Elastic Contacting bodies with  
Random Roughness ................................................................................................................................... 1425
Han Hu, Anas Batou and Huajiang Ouyang

Transfer learning to leverage digital twins in drill string dynamics .................................. 1426
Thiago Ritto, Keith Worden, David Wagg, Fernando Rochinha and Paul Gardner

Ms0912 - Guided Wave-based structural Condition Assessment
Organized by Eleni Chatzi, Konstantinos Agathos, Rohan Soman and Wieslaw Ostachowicz 

A parametric Reduced Order Model (pROM) for structural health  
Monitoring (shM) relying on Ultrasonic Guided Waves .......................................................... 1427
Paul Sieber, Sergio Nicoli, Konstantinos Agathos, Rohan Soman, Wieslaw Ostachowicz and Eleni Chatzi

Damage detection in isotropic cracked rod via fusion of genetic algorithm  
with deep learning-based wave propagation simulators ....................................................... 1428
Jitendra Sharma, Piotr Fiborek, Rohan Soman, Pawel Kudela, Konstantinos Agathos,  
Eleni Chatzi and Wieslaw Ostachowicz

Full Waveform Inversion of seismic Input Motions at a Domain Reduction  
Method boundary in a pML-truncated domain ........................................................................... 1429
Bruno Guidio, Heedong Goh and Chanseok Jeong

Lamb wave-based damage identification in bounded structures through an  
inverse bayesian process ........................................................................................................................ 1430
Wen Wu, Dimitrios Chronopoulos, Sergio Cantero Chinchilla, Muhammad Khalid Malik,  
Wangji Yan and Rasa Remenyte-prescott

simulation of wave propagation in remote bonded FbG sensors using the  
spectral element method ........................................................................................................................ 1431
Piotr Fiborek, Rohan Soman, Pawel Kudela and Wieslaw Ostachowicz
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Ms0913 - Recent advances in semi-analytical  
approaches related to moving load problems

Organized by Zuzana Dimitrovová and Piotr Koziol 

Critical Velocity and Instability of Inertial Objects Moving Uniformly on  
Layered Track Models ............................................................................................................................... 1432
Zuzana Dimitrovová

Ms0914 - MODELING AND sIMULATION OF FUNCTIONALLY  
GRADED AND MULTIFUNCTIONAL MATERIALs sTRUCTUREs

Organized by Justin Murin, Stephan Kugler and Vladimir Kutis 

A Generalized beam Theory and its Applications in FGM beam structures .................. 1433
Stephan Kugler, Peter Fotiu and Justin Murín

A numerical analysis of magnetic heterogeneous microstructures based on 
micromagnetic finite element simulations .................................................................................... 1434
Maximilian Reichel and Jörg Schröder

Active Vibration Control of Aluminum beam using piezoelectric Actuator ................... 1435
Šimon Berta, Vladimír Goga, Vladimír Kutiš and Ladislav Šarkán

Analysis and Testing of Modular Functionally Graded soft Metamaterial ..................... 1436
Jan Novak, Jan Havelka, Martin Doškář and Jozef Michálek

Analysis of Actuator structure Using New Electro-Thermo-Mechanical  
Finite Element Derived for Functionally Graded Materials .................................................... 1437
Juraj Paulech, Justín Murín, Michal Uličný, Vladimír Goga, Vladimír Kutiš, Gabriel Gálik, Tibor Sedlár, 
Šimon Berta and Ladislav Šarkán

beam Finite Element with piezoelectric Layers - Modeling and Control ......................... 1438
Vladimír Kutiš, Juraj Paulech, Gabriel Galik, Justín Murín, Vladimír Goga, Michal Uličný and Šimon Berta

Warping Torsion of FGM beams with Open Cross-section and spatially  
Varying Material properties .................................................................................................................. 1439
Justín Murín, Stephan Kugler, Juraj Hrabovsky, Juraj Paulech, Vladimír Kutiš and Mehdi Aminbaghai

Ms0915 - Finite element time-history analysis of structural  
systems and contents subjected to dynamic actions and interactions

Organized by Gloria Terenzi and Stefano Sorace 

Code-Oriented Floor Acceleration Response spectra of RC Framed buildings 
Accounting for Nonlinear Response of Masonry Infills  ........................................................... 1440
Angelo Donnici and Fabio Mazza

Mitigation of seismic pounding between Adjacent buildings by means of  
Isolation and supplemental Dissipation at the base ................................................................ 1441
Fabio Mazza and Rodolfo Labernarda
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Using transit finite element method to evaluate the structure-borne noise  
levels of metro system bridges ............................................................................................................ 1442
Wei-Lun Hsu

Ms0916 - Data-Driven Computational Methods and Model Order  
Reduction for structures, structural Dynamics, and Aeroelasticity

Organized by Haeseong Cho and Sang-Joon Shin 

An efficient data-driven model reduction approach for multiscale  
homogenization of a microstructure with hysteretic mechanical behavior .................. 1443
Hyejin Kim, Inho Jeong, Haeseong Cho and Maenghyo Cho

An efficient DNN-based Data-Driven Modeling algorithm for the Real-Time  
Flexible Multibody dynamics ................................................................................................................ 1444
Seongji Han, Hee-Sun Choi, Juhwan Choi, Jin Hwan Choi and Jin-Gyun Kim

Deep learning-based Approach for prediction of Airfoil Aerodynamic  
performance in Low Reynolds number ............................................................................................ 1445
Seongwoo Cheon, Hojin Jeong, Haeseong Cho and Hakjin Lee

Exact Model Reduction of Nonlinear Finite Element Models via spectral  
submanifolds ................................................................................................................................................ 1446
Shobhit Jain and George Haller

Further Evaluation on the projection-based Model-order Reduction  
Considering the Nonlinear properties .............................................................................................. 1447
Yongse Kim, Seung-Hoon Kang, Haeseong Cho and SangJoon Shin

Improved parametric Model Order Reduction for Fluid-structure Interaction ............ 1448
Sihun Lee, KiJoo Jang, Haeseong Cho, Haedong Kim and SangJoon Shin

Model Order Reduction of Coupled problems in structures ................................................. 1449
Gowri Y Subedar, Gourav Kumbhojkar and Amar K Gaonkar

prediction and Validation of the Dynamic Characteristics of 3D Rotor  
blades using Convolutional Neural Networks with Image Composition ......................... 1450
Hong-Kyun Noh

study on Damage Detection Technique based on structural Displacement/strain  
Data Using explainable Artificial Intelligence and Experimental Validation  
Using DIC Data of Tensile specimens ................................................................................................ 1451
Inho Jeong, Hyejin Kim, Hyungbum Park, Taeseong Kim and Haeseong Cho

Ms0917 - Origami engineering aided  
by computational mechanics

Organized by Ichiro Hagiwara and Arzu Sorguç

A new crash absorbing origami structure RTO and comparison of RTO with  
origami structures with 4 folding lines at intersection ............................................................ 1452
Ichiro Hagiwara
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Development of New sound insulation simulation technology using  
Finite element method and its application to Origami core .................................................. 1453
Aya Abe and Ichiro Hagiwara

Origami metamaterial reconstructing any structure including non-convex  
curved surface in a row ............................................................................................................................ 1454
Luis Diago, Junichi Shinoda and Ichiro Hagiwara

Origami to Decode Folding strategies in Nature ........................................................................ 1455
Arzu Gönenç Sorguç, Müge Kruşa Yemişcioğlu and Ichiro Hagiwara

proposition of a new “Energy density topology optimization method for  
eigen frequencies” and its application to origami safe carrier box  .................................. 1456
Toshie Sasaki and Ichiro Hagiwara

Ms0918 - Dynamic performance of ceramic  
composites and composite structures

Organized by Eligiusz Postek and Tomasz Sadowski 

Numerical Modelling of Influence of Interface properties on the  
performance of Interpenetrated Composites ............................................................................... 1457
Eligiusz Postek and Tomasz Sadowski

Ms0920 - statics and Dynamics of Composite  
structures and Metamaterials

Organized by Jarosław Latalski, Alireza Ture Savadkoohi and Daniele Zulli 

A beam-like model for buckling and post-buckling analysis of a thin pipe .................. 1458
Arnaldo Casalotti, Daniele Zulli and Angelo Luongo

A COMpUTATIONAL ANALYsIs FOR ThE NONLINEAR MODEL OF A LAMINATED  
GLAss pLATE ................................................................................................................................................. 1459
Deniz Can Elçi, Mehmet Zülfü Aşık and Ebru Dural

Accurate and Efficient quadrilateral plate Element for Vibration Analysis of  
Laminated Composite plates Using a Refined Third-Order shear Laminated  
plate Theory  .................................................................................................................................................. 1460
Qiaorong Guo and Guangyu Shi

Auxetic metamaterial and flagstone tessellation patterns via convex Airy  
stress functions ............................................................................................................................................ 1461
Marina Konstantatou

Design Optimization of a single-phase Elastic Metamaterial for Enhancing  
Mechanical Resistance to Impact Load ............................................................................................ 1462
Ana Vasconcelos, Dingena Schott, Jovana Jovanova and Alejandro Aragón

homogenized Model for Masonry Walls Retrofitted by steel Fibre reinforced  
Mortar Coating ............................................................................................................................................. 1463
Simona Di Nino and Angelo Luongo
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Nonlinear electro-mechanical dynamics of a piezo-composite beam  
rotor system................................................................................................................................................... 1464
Jaroslaw Latalski, Marcin Kowalczuk and Jerzy Warminski

ON ThE EFFECTs OF DIFFERENT TYpEs OF NONLINEARITIEs IN FAsT/sLOW  
DYNAMICs OF A META-CELL .................................................................................................................. 1465
Camila da Silveira Zanin, Alireza Ture Savadkoohi, Sébastien Baguet and Régis Dufour

prediction of Thermal buckling Temperature of sandwich plates with Lattice  
Core .................................................................................................................................................................... 1466
Yuki Sebata and Kuniharu Ushijima

Responses of a non-linear periodic mass-in-mass chain during a single mode  
excitation ........................................................................................................................................................ 1467
Jean Flosi, Alireza Ture Savadkoohi and Claude-Henri Lamarque

spectral design and nonlinear dispersion properties of a mechanical  
metamaterial with local inertia amplifiers ..................................................................................... 1468
Valeria Settimi, Marco Lepidi and Andrea Bacigalupo

VIbRATORY ENERGY ChANNELLING bETWEEN A LINEAR AND A TIME-DEpENDENT 
NONLINEAR OsCILLATOR ........................................................................................................................ 1469
Aurélie Labetoulle, Alireza Ture Savadkoohi and Emmanuel Gourdon

Ms0921 - Advanced structural mechanics of  
smart and adaptive structures
Organized by Rao B.N. and Ayan Haldar 

Compliant Folding hinge structure using Radial slit pattern .............................................. 1470
Munkyun Lee and Tomohiro Tachi

Experiment of a semi-Active Electromagnetic seismic Isolation system ....................... 1471
Ging-Long Lin, Yi-Chun Huang and Chi-Chang Lin

Flattering Response of Net-shaped Circular Tubes Under pure bending ........................ 1472
Toshiki Nakamura and Kuniharu Ushijima

harnessing bistability of Domes using piezoelectric Actuation to achieve  
patterned sheet structure with Adaptive Mechanical properties and shape .............. 1473
Frédéric Albertini, Gabriella Tarantino, Laurent Daniel and Konstantinos Danas

heat Transfer Characteristics of bCC lattice Core on the heated plate Under  
Impinging Flow ............................................................................................................................................ 1474
Shuhei Hasumoto, Kuniharu Ushijima and Kazuhisa Yuki

Investigations on novel active tristable cross-shaped laminates ....................................... 1475
B Danish, M Anilkumar P, S Suraj K, Ayan Haldar and N Rao B

Kinematics of an Origami Inspired Millipede Robot ................................................................. 1476
Chenying Liu, Zhong You and Perla Maiolino

Mechanics of Morphable Architected Materials .......................................................................... 1477
Damiano Pasini and Ruizhe Ma
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Multi-stable structures induced by pneumatically inflated pouches with  
laid-in origami paper pattern ............................................................................................................... 1478
Yiwei Zhang, Tomoya Tendo and Tomohiro Tachi

Origami Metamaterials with Near-Constant poisson Functions Over Finite  
strains ............................................................................................................................................................... 1479
Siva Poornan Vasudevan and Phanisri Pratapa

sound Absorption in semi-Closed Cellular structures Fabricated by 3D printer ........ 1480
Takeshi Shiba, Kuniharu Ushijima, Takashi Yamamoto and Takao Yamaguchi

Two-dimensional analytical solution for multi-segmented Al/ steel- composite  
panel-An Aerospace Application ........................................................................................................ 1481
Poonam Kumari and Viwek Kumar

Ms0922 - Advanced computational methods for  
wave analysis and their application

Organized by Sohichi HIROSE, Takahiro SAITOH, Taizo MARUYAMA, Zhenghua Qian and Bing Wang 

Anti-plane wave scattering of anisotropic elastic materials using the MFs .................. 1482
Akira Furukawa, Takahiro Saitoh and Sohichi Hirose

Deep-learning based inverse scattering for a defect in 2-D isotropic solids ................. 1483
Shinji Sasaoka, Takahiro Saitoh and Sohichi Hirose

Detection of bi-Material plate Debonding by Guided sh Waves scattering  
with bEM ......................................................................................................................................................... 1484
Supawat Wongthongsiri and Sohichi Hirose

Inverse Analysis of Wave sources based on sparse Estimation ........................................... 1485
Sohichi Hirose, Ayumi Wakita, Aya Watanabe, Akira Furukawa and Takahiro Saitoh

Numerical Continuation and semi-analytical Finite Element Method for Guided  
Wave Dispersion Analysis ....................................................................................................................... 1486
Taizo Maruyama

Time evolution of multiple scattering of point-like scatteres based on a  
Volterra type integral equation ........................................................................................................... 1487
Kaito Maruyama and Terumi Touhei

Ms0923 - Modeling of Damping
Organized by Chin-long Lee and Athol Carr 

Modelling local energy dissipation mechanisms in the seismic response of  
reinforced concrete structures ............................................................................................................. 1488
Clotilde Chambreuil, Cédric Giry, Frédéric Ragueneau and Pierre Léger

Numerical Evaluation of bell-shaped proportional Damping Model for  
softening structures ................................................................................................................................. 1489
Chin-Long Lee and Theodore L. Chang
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Ms0924 - structural Instability in Earthquake Engineering
Organized by Tung-Yu Wu, Omar Sediek and Hsiao-Hui Hung 

Classification of seismic Failure Modes of Deep steel Columns Using  
Machine Learning ....................................................................................................................................... 1490
Omar Sediek, Tung-Yu Wu, Jason McCormick and Sherif El-Tawil

Collapse Assessment of steel buildings with Deep Columns under  
Tri-directional seismic Excitations ..................................................................................................... 1491
Hsuan-Chieh Wang and Tung-Yu Wu

Effects of Longitudinal Reinforcement and Aspect Ratios on Deteriorated  
hysteresis behaviours of Reinforced Concrete bridge Columns ......................................... 1492
Ping-Hsiung Wang, Kuo-Chun Chang and Wei-Chung Cheng

Influence of position of Decks on seismic behaviour of scissors-type bridge ............. 1493
Yuki Chikahiro, Tomoto Kometani and Ichiro Ario

Ms0927 - RECENT ADVANCEs IN RAILWAY  
DYNAMICs NUMERICAL MODELLING

Organized by Santiago Gregori and Stefano Bruni 

A methodology for including suspension dynamics in a simple context of  
rail vehicle simulations ............................................................................................................................ 1494
Ivano La Paglia, Luca Rapino, Francesco Ripamonti and Roberto Corradi

A semi-analytical method for random vibration of bogie-track-tunnel-soil  
interaction system ...................................................................................................................................... 1495
Kazuhisa Abe, Kazuki Sato and Kazuhiro Koro

Assessment of the pantograph-catenary current collection quality by using  
indirect measurements and Artificial Neural Networks .......................................................... 1496
Santiago Gregori Verdú, Manuel Tur Valiente, Jaime Gil and Francisco Javier Fuenmayor

Iterative algorithm to perform hIL tests with a periodic finite element  
catenary model ............................................................................................................................................ 1497
Jaime Gil, Manuel Tur Valiente, Santiago Gregori Verdú, Antonio Correcher  
and Francisco Javier Fuenmayor

Modelling of Innovative Yaw Dampers for Railway Vehicles ................................................. 1498
Gioele Isacchi, Francesco Ripamonti, Matteo Corsi and Ton van Dongen

Uncertainty quantification for high-speed Train Dynamics Modeling and  
Optimization under Uncertainties to Limit Energy Consumption ...................................... 1499
Julien Nespoulous, Christian Soize, Christine Funfschilling and Guillaume Perrin
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Ms0929 - Nonlinear computational structural dynamics in rotating 
turbomachinery

Organized by Evangéline Capiez-lernout, Christian Soize, Christophe Desceliers and Marc Mignolet

Multi-element polynomial chaos with automatic discontinuity detection  
for nonlinear systems ............................................................................................................................... 1500
Juliette Dréau, Benoit Magnain and Alain Batailly

Nonlinear geometrical dynamics of cyclic symmetry structures:  
application to bladed disks .................................................................................................................... 1501
Fabrice Thouverez, Nicolas Di-Palma, Samuel Quaegebeur and Benjamin Chouvion

probabilistic Learning based Optimization of the Detuning of  
bladed-Disks in Nonlinear stochastic Dynamics in presence of Mistuning. .................. 1502
Evangéline Capiez-lernout and Christian Soize

Reduced Order Modeling of Cyclically symmetric bladed Disks with  
Geometric and Contact Nonlinearities ............................................................................................. 1503
Elise Delhez, Florence Nyssen, Jean-Claude Golinval and Alain Batailly

Ms0931 - Advances of Vehicle-bridge Interaction Dynamics
Organized by Jong-Dar Yau 

Dynamic simulation of Vehicle-bridge Interaction Using a Novel simple  
Analysis procedure with Composite Time Integration Method ........................................... 1504
WEN-HSIAO HUNG

simulation of high-speed Railway bridges under strong Earthquakes  
Using a New Dynamic Analysis procedure ..................................................................................... 1505
Gao Gong-Lue, Lee Tzu-Ying and Yau Jong-Dar

simulation of Vehicle-bridge Interaction Using a Novel Dynamic Analysis  
procedure with Geometrically Nonlinear solid Elements ....................................................... 1506
Thanh-Tu Nguyen and Tzu-Ying Lee

spatial-varying frequencies for a beam subject to a moving vehicle ............................... 1507
Jong-Dar Yau

1000 - MANUFACTURING AND MATERIALs pROCEssING

Ms1001 - Modeling and simulation for Additive Manufacturing
Organized by Albert To, Yuichiro Koizumi, Andreas Lundback, Stefan Kollmannsberger, Akihiro 
Takezawa, Ferdinando Auricchio, Massimo Carraturo, Simone Morganti and Mamzi Afrasiabi

A Design Digital Twin For Metallurgical process Development In Directed  
Energy Deposition Additive Manufacturing ................................................................................. 1508
Jakub Mikula, Robert Laskowski, Rajeev Ahluwalia, Yingzhi Zeng, Kewu Bai, Ramanarayan 
Hariharaputran, Stephen Wan, My Ha Dao, Guglielmo Vastola and Yong-Wei Zhang
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A mixed interface-capturing and interface-tracking CFD framework for  
modeling metal AM processes at different scales. ..................................................................... 1509
Jinhui Yan

A semi-analytical thermal modelling approach for multilaser powder bed fusion ... 1510
Can Ayas and Yang Yang

Additive Manufacturing: From Nonequilibrium Interfaces to strange Grains  ............ 1511
Peter Voorhees, Alexander Chadwick, Arnab Mukherjee and James Warren

An Extended Cellular Automaton Finite Volume Method for  
process-Microstructure simulation of Wire-based Additive Manufacturing ................ 1512
Yanping Lian

Crystal Introducing Mechanism in Laser Wire Directed Energy Deposition  
Fabricated Ti6Al4V ..................................................................................................................................... 1513
Jinghao Li, Mathieu Brochu and Yaoyao Fiona Zhao

Data-driven analysis of microstructure-property linkages for additively  
manufactured materials .......................................................................................................................... 1514
Alexander Raßloff, Paul Seibert, Benjamin Schmidt, Robert Kühne, Martina Zimmermann  
and Markus Kästner

Design and printability Evaluation of heat Exchangers with Respect to Laser  
powder bed Fusion Additive Manufacturing  ............................................................................... 1515
Xuan Liang, Lisha White, Jonathan Cagan, Anthony Rollett and Yongjie Jessica Zhang

Development of a process simulator thru GpU Acceleration and Adaptive  
Remeshing for studying porosity Variation in Laser power bed Fusion .......................... 1516
Albert To, Alaa Olleak and Florian Dugast

Development of Adaptive smoothed particle hydrodynamics Method with  
Focus on Additive Manufacturing simulation .............................................................................. 1517
Mamzi Afrasiabi, Christof Lüthi, Markus Bambach and Konrad Wegener

Extended One-dimensional Model for Efficient Mechanical Computation in  
Directed Energy Deposition Additive Manufacturing .............................................................. 1518
Daniel Weisz-patrault, Laurane Preumont, Grégoire Allaire and Jean-Yves Hascoet

high-Fidelity Multi-physics Modeling of process-structure-property  
Relationships in Additive Manufacturing ....................................................................................... 1519
Wentao Yan

Immersed boundary Methods for Laser powder bed Fusion process  
simulations .................................................................................................................................................... 1520
Massimo Carraturo, Stefan Kollmannsberger, Alex Viguerie, Ernst Rank, Alessandro Reali  
and Ferdinando Auricchio

Modelling and validation of selective Laser sintering of pA12 ........................................... 1521
Kenneth Meinert, Mohamad Bayat, Jesper Henri Hattel and David Bue Pedersen

Multi-scale Analysis for Microstructure Evolution in powder bed Fusion  
process ............................................................................................................................................................. 1522
Sukeharu Nomoto and Makoto Watanabe
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Multiscale Computational Model for Microscale Residual stress and  
Dislcoation Dynamics in Addtively Manufactured 316L stainless steel ......................... 1523
Daijun Hu, Nicolò Grilli and Wentao Yan

Nanoparticle-enhanced absorptivity of copper during laser powder bed fusion ...... 1524
Adrian Lew, Wei Cai, Wendy Gu, Philip DePond, Ottman Tertuliano, Manyalibo Matthews and David 
Doan

Numerical and Experimental Analysis of Additively Manufactured particle  
Dampers .......................................................................................................................................................... 1525
Honghu Guo and Akihiro Takezawa

Numerical simulation of 3D laser surface melting and polishing processes ................. 1526
Alexandre Caboussat

phase-field simulation of melting and solidification of Al-si hypoeutectic  
alloy under solidification conditions for powder bed fusion ................................................ 1527
Masayuki Okugawa, Yuta Ohigashi, Yuya Furushiro and Yuichiro Koizumi

phase-field study of precipitation from solute segregation in IN738LC  
Ni-based superalloy solidified under conditions for powder bed fusion  
additive manufacturing ........................................................................................................................... 1528
Makoto Wakabayashi, Masayuki Okugawa and Yuichiro Koizumi

phase-field study of segregations in Ni-based superalloys solidified under  
conditions typical of powder bed fusion additive manufacturing ..................................... 1529
Kazufumi Nose, Kenji Saito, Masayuki Okugawa and Yuichiro Koizumi

physically based bead topology model coupled with electro-mechanical power  
source model applied for wire and arc additive manufacturing ......................................... 1530
Chetra Mang, Xavier Lorang, Ramdane Tami and François Rouchon

physics-based nozzle design for optimal liquid metal jetting via multiphase  
flow simulation ............................................................................................................................................ 1531
Jongmin Seo, Svyatoslav Korneev, Christoforos Somarakis, Adrian Lew and Morad Behandish

Reduction of thermal distortion of laser powder bed fusion based on  
sequential inherent strain method .................................................................................................... 1532
Akihiro Takezawa, Qian Chen and Albert To

simulating steering-Induced Defects in Composites Additive Manufacturing ........... 1533
Yi Wang, Sarthak Mahapatra, Jonathan Belnoue, Dmitry Ivanov and Stephen R. Hallett

simulation of keyhole dynamics and keyhole pore formation during metal  
additive manufacturing ........................................................................................................................... 1534
Lu Wang and Wentao Yan

space-time formulation for heat evolution in laser based powder bed fusion ........... 1535
Stefan Kollmannsberger, Philipp Kopp, Vijaya Holla, Jonas Grünewald, Victor Calo, Ernst Rank and 
Katrin Wudy

synthetic Volume with statistical Copy of Additive Manufactured sample for  
3D Crystal plasticity simulations ........................................................................................................ 1536
Dmitry Bulgarevich, Masakazu Tsujii, Tomoki Hiraga, Masahiko Demura and Makoto Watanabe

149



Ms1003 - Modeling, simulation and Optimization  
of Functional Materials and Advanced Manufacturing

Organized by Mahdi Bodaghi, Frederic Demoly, Giulia Scalet, Oliver Weeger and Ali Zolfagharian 

Computational Inverse Design of Turing pattern Inflatable structures ........................... 1537
Masato Tanaka, Yaochi Wei, S. Macrae Montgomery, Liang Yue, Robert Caraway,  
Yuyang Song, Tsuyoshi Nomura and H. Jerry Qi

Enhancing Flexural properties of Additively Manufactured Alsi10Mg Triply  
periodic Minimal surface Latticed beams through Functional Gradation and 
hybridization ................................................................................................................................................ 1538
Chukwugozie Ejeh, Imad Barsoum and Rashid Abu Al-Rub

parametric Visco-hyperelastic Constitutive Modeling of Functionally  
Graded polymers Manufactured via Grayscale Masked stereolithography .................. 1539
Iman Valizadeh and Oliver Weeger

Two-way shape memory effect in semicrystalline networks:  
from modeling to 4D printing .............................................................................................................. 1540
Giulia Scalet, Nicoletta Inverardi, Stefano Pandini, Maurizio Toselli, Massimo Messori  
and Ferdinando Auricchio

Ms1004 - Additive Manufacturing of  
polymers - Towards the Digital Twin

Organized by Dominic Soldner, Katrin Wudy and Julia Mergheim 

Macroscopic modelling and simulation of powder bed-based additive  
manufacturing of polymers ................................................................................................................... 1541
Dominic Soldner, Paul Steinmann and Julia Mergheim

part-scale Thermo-mechanical Modelling for The Transfusion Module in  
The selective Thermoplastic Electrophotographic process ................................................... 1542
Hao-Ping Yeh, Kenneth Meinert, Mohamad Bayat and Jesper Henri Hattel

probabilistic homogenization Analysis Considering Random Field of  
Microstructure in Resin specimen Fabricated by FDM Method ........................................... 1543
Takayoshi Kikkawa and Sei-ichiro Sakata

Ms1005 - shape Optimization for Large-scale problems
Organized by Long Chen, Nicolas R. Gauger and Kai-Uwe Bletzinger 

Accelerated constrained shape optimization ............................................................................... 1544
Long Chen, Kai-Uwe Bletzinger and Ihar Antonau

Adaptive Vertex Morphing parameterization for large node-based shape  
optimization problems ............................................................................................................................ 1545
Ihar Antonau, Fabio Bluhm, Majid Hojjat and Kai-Uwe Bletzinger

Adjoint-based shape Optimization for Industrial heat Exchangers ................................. 1546
Tobias Kattmann, Ole Burghardt, Nicolas R. Gauger and Nijso Beishuizen
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Aerodynamic and Acoustic Design Optimization of a Multiple propeller  
Combination for Distributed Electrical propulsion .................................................................... 1547
Antonio Visingardi, Mattia Barbarino and Domenico Quagliarella

basic Examinations of Non-parametric shape Optimization problems and  
their Applications to Real-World problems .................................................................................... 1548
Hideyuki Azegami

Data-Driven Analysis, Design, and Optimization in Fluids Engineering ......................... 1549
Koji Shimoyama

Discrete Adjoints for Multiphysics problems ................................................................................ 1550
Ole Burghardt, Pedro Gomes, Nicolas R. Gauger and Rafael Palacios

higher-Order shape Optimization based on Variational Derivatives .............................. 1551
Stephan Schmidt

Large-scale Industrial shape Optimization Applications in Maritime  
Two-phase Flows -Learning from the Adjoint- ............................................................................. 1552
Niklas Kühl and Thomas Rung

structural optimization in ANsYs ....................................................................................................... 1553
Georgios Michailidis, Alexis Faure and Marc Albertelli

Ms1007 - MODELING AND sIMULATION AppROAChEs  
OF METAL ADDITIVE MANUFACTURING ON pART-sCALE

Organized by Christoph Meier, Michele Chiumenti, Neil E. Hodge, Miguel Cervera and Wolfgang A. Wall 

Real-time bead-on-plate weld simulation for Wire Arc Additive Manufacturing  
using Reduced Order modelling coupled with stochastic model Calibration .............. 1554
Dominic Strobl, Annika Robens-Radermacher, Chady Ghnatios, Andreas Pittner, Michael Rethmeier and 
Jörg F. Unger

Towards part-scale simulation of Metal Additive Manufacturing ..................................... 1555
Sebastian D. Proell, Wolfgang A. Wall and Christoph Meier

Ms1010 - MANUFACTURING pROCEss MODELING AND ThE EFFECTs OF 
MANUFACTURING ON ThE MEChANICAL pERFORMANCE OF COMpOsITEs

Organized by Patrick De Luca, Anaïs BARASINSKI, Kiyoshi UZAWA and Anthony WAAS 

Full-scale reconstruction of kinematically enhanced constitutive modelling  
approach ......................................................................................................................................................... 1556
Maria Onoufriou, Jonathan Belnoue and Stephen R. Hallett

Multiscale stochastic Analysis of short Fiber Reinforced Composites Fabricated  
by the Injection Molding Considering Random Variation in Fiber Orientation 
Distribution ................................................................................................................................................... 1557
Seiya Yamamoto and Sei-ichiro Sakata

Relation between Cutting Resistance and Crack progress ..................................................... 1558
Shiro Yoshida and Haruki Sato
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1100 - ATOMIsTIC, NANO AND MICRO  
MEChANICs OF MATERIALs

Ms1101 - Multiscale Modeling for Materials
Organized by YUCHIEH LO, I-Ling Chang and Chang-Wei Huang 

Development of atomistic simulation approach at diffusive time scale:  
an extension of cluster activation method to a continuous space ..................................... 1559
Ryo Yamada and Munekazu Ohno

Effects of Grain sizes on Mechanical behaviors of Nanoglasses ......................................... 1560
Chih-Jen Yeh, Yu-Chieh Lo and Chang-Wei Huang

The Optimization of band Gap in phononic Crystal and Acoustic Rectification  
Design using Genetic Algorithm  ........................................................................................................ 1561
Shiang-chi Chang

Ultra-large atomistic simulations and decentralized post-processing analysis  
for NiTi shape memory alloys under indentation process ...................................................... 1562
Pei-Te Wang, Nien-Ti Tsou, Yi-Ming Tseng, An-Cheng Yang and Nan-Yow Chen

Ms1102 - Computational Nanomechanics  
and Nanoscale Thermal Transport

Organized by Haifei Zhan, Gang Zhang and Yuantong Gu 

Mechanical properties of Filled Carbon Nanotubes with Greenhouse Gas  
Mixtures .......................................................................................................................................................... 1563
Daniela Damasceno, Henrique Cezar, Teresa Lanna, Alexsandro Kirch and Caetano Miranda

Nanoscale Mechanical Energy storage based on spiral spring ........................................... 1564
Haifei Zhan, Gang Zhang, Chaofeng Lü and YuanTong Gu

Tensile performance of polymer Nanocomposite with Randomly Dispersed  
Carbon Nanothread ................................................................................................................................... 1565
Chengkai Li

Vacancy Diffusion in Nickel Alloys under high pressure through Atomistic  
simulations .................................................................................................................................................... 1568
Bin Dong, Haifei Zhan and Chaofeng Lü

Ms1103 - Composites, bio-composites and Nanocomposites
Organized by Jia-Lin Tsai and Jia-Yang Juang 

bandgap property of a metaplate with multiple resonators ................................................ 1569
Jung-San Chen, Yi-Chen Wu, De-Wei Kao and Yu-Siang Huang

Designing Composite Materials via Genetic Algorithm and Conditional  
Variational Autoencoder ......................................................................................................................... 1570
Yi-Hung Chiu, Ya-Hsuan Liao and Jia-Yang Juang
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Modelling Mechanical properties of Nanocomposites with Aligned  
graphene platelet ....................................................................................................................................... 1571
Jia-Lin Tsai and Lin-Shiang Su

seed-pod-inspired shape Transformation via 4D printing .................................................... 1572
Yu-Chen Yen, Jing-Fang Cai, Ya-Chen Hsu and Jia-Yang Juang

Ms1104 - Deformation Analysis of Carbon  
Nanomaterial with Lattice Defects

Organized by Yi-Lun Liu, Jin-Xing Shi and Xiao-Wen Lei 

Molecular Dynamics simulation on Carbon Nanocoil with Flat Ribbon  
Cable shape ................................................................................................................................................... 1573
Kisaragi Yashiro, Takuma Go and Keishi Naito

Molecular Dynamics simulation On Mechanical properties and Deformation 
Mechanism of Graphene/Aluminum Composites ....................................................................... 1574
Mengying Li

Optimal shape Design of Graphene sheets by Introducing Lattice Defects  ................ 1575
Jin-Xing Shi and Xiao-Wen Lei

Vibration Characterization of Multi-Walled Carbon Nanotubes with  
Different Lengths ........................................................................................................................................ 1576
Tang Lian Chen and Lei Xiao Wen

Ms1105 - Modeling and simulation of Materials under harsh Environments
Organized by Keonwook Kang, Byeongchan Lee, Seunghwa Ryu and Akiyuki TAKAHASHI 

Application of Isolated Element Method to Fracture Mechanics Analysis ..................... 1577
Naoya Akagawa, Takeru Shimizu, Akiyuki Takahashi, Atsushi Kikuchi and Etsuo Kazama

Application of Machine Learning for Accurate and Efficient simulation of  
Radiation Damage Formation in Metals for Nuclear Reactors ............................................. 1578
Takuji Oda, Sehyeok Park and JongHyeon Park

Designing an open structure based on atomic-level structural configuration  
for higher elastic modulus ..................................................................................................................... 1579
Sang Joon Lee, SangHyuk Yoo, Sunil Moon and Keonwook Kang

Durability and Aging of Composites under Environmental Deterioration and  
Fatigue ............................................................................................................................................................. 1580
Zhiye Li and Michael Lepech

Effects of powder trajectory for Y2O3-A2O3 interface formation during plasma  
spray coating: A multiscale analysis .................................................................................................. 1581
Youngoh Kim and Joonmyung Choi

Fatigue Crack Growth simulation of Multiple surface Cracks using Discrete  
Dislocation Dynamics Method ............................................................................................................. 1582
Shinya Terahara, Akiyuki Takahashi and Nasr Ghoniem
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Influence of dislocations on hydrogen retention in tungsten .............................................. 1583
Hyoungryul Park

Interfacial properties of Liquid crystal polymer and MWCNT nanocomposite  
at high filler concentrations: A molecular dynamic study ...................................................... 1584
Hongdeok Kim and Joonmyung Choi

Molecular Dynamics study of bimetallic Core/shell Nanoparticles for various  
structural properties in heat-assisted and pressure-assisted sintering process........ 1585
Juheon Kim and Hayoung Chung

plasma etching time prediction model of high aspect ratio pattern using  
molecular dynamics with data processing ..................................................................................... 1586
Junghwan Um

quantitative Evaluation of Kink strengthening in LpsO-type Magnesium Alloy  
Using higher-order Gradient Crystal plasticity ........................................................................... 1587
Yuichi Tadano

Reduction of Interstitial Mobility in W by Transition Metal Multicomponent  
Alloying ........................................................................................................................................................... 1588
Younggak Shin

The analysis of pattern distortion in plasma etching process of silicon:  
Monte Carlo-based modeling and simulation .............................................................................. 1589
Seunghwan Oh, Keonwook Kang, SangHyuk Yoo and Junghwan Um

Virtual Dislocation Core Model for Dislocation Dynamics simulation of  
Dislocation-precipitate Interactions ................................................................................................. 1590
Asuka Kazama, Riku Sakata and Akiyuki Takahashi

Ms1106 - Nanomechanics of defects in crystalline materials
Organized by Tomotsugu Shimokawa, Takahiro Shimada, Ryosuke Matsumoto and Hajime Kimizuka 

Activation barrier and critical stress of interactions between screw and edge 
dislocation with grain boundary in Cu ............................................................................................. 1591
Li Li, Lijun Liu and Yoji Shibutani

Alloy design from first-principles calculations of dislocation core in dilute and  
highly-concentrated alloys .................................................................................................................... 1593
Tomohito Tsuru and Ivan Lobzenko

Atomistic Investigation of hydrogen Influence on the Mobility of Edge  
Dislocations in Alpha-Iron ...................................................................................................................... 1594
Sunday Oyinbo and Ryosuke Matsumoto

Atomistic Modelling of Fracture in iron via Gaussian Approximation potential ......... 1595
Lei Zhang, Gábor Csányi, Erik van der Giessen and Francesco Maresca

Atomistic simulation of Nano-scale Drawing of Metallic Wires:  
Comparison on plasticity process between Fe and Mg Materials ....................................... 1596
Ken-ichi Saitoh and Shin’ichiro Mibu
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Automated Atomistic Analysis of Interfacial Dislocations and Disconnections: 
Application to Martensitic Transformations.................................................................................. 1597
Nipal Deka, Alexander Stukowski and Ryan Sills

Description of hardening behaviour with slip transfer across grain boundaries  
of bicrystals using crystal plasticity FEM ........................................................................................ 1598
Toshiro Amaishi, Yoji Shibutani and Ikumu Watanabe

Effect of cross-section shape on critical resolved shear stress of crystal slip in  
nanorods: A molecular dynamics study .......................................................................................... 1599
Emi Kawai, Atsushi Kubo and Yoshitaka Umeno

Effects of Dynamic segregation on Grain boundary Migration in high-entropy  
Alloys ................................................................................................................................................................ 1600
Kohei Shiotani, Tomoaki Niiyama and Tomotsugu Shimokawa

Energetic Analysis of homogeneous Nucleation of {10-12} Twin in Magnesium ........ 1601
Daisuke Matsunaka and So Yoshikawa

First-principles prediction of short-range ordered structures of solute atoms  
during aging in Al-Mg-si alloys ............................................................................................................ 1602
Yasutaka Nomura and Hajime Kimizuka

FTMp-based model for the bauschinger effect on FCC metal ............................................... 1603
Taisei Hashimoto and Tadashi Hasebe

FTMp-based series of simulations on Kink Deformation/strengthening In  
Mille-feuille structured Mg  ................................................................................................................... 1604
Kota Mizutani

Influence of Interface properties and Misfit Dislocation Networks on The stress  
Fields in Multilayered Material ............................................................................................................ 1605
Hideo Koguchi

Investigation of interaction between dislocations and obstacles in bCC iron  
by using neural network atomic potential ..................................................................................... 1606
Hideki Mori, Mitsuhiro Itakura, Masahiko Okumura, Tomohito Tsuru, Yoshinori Shiihara  
and Daisuke Matsunaka

Investigation of local stiffness inside Ti3AC2 (A = Al, Ga, In) MAx phase using  
first-principles atomic stress calculation......................................................................................... 1607
Noriaki Kitagaki and Yoshinori Shiihara

Micropillar compression simulation of single crystal materials based on FTMp ........ 1608
Teppei Shirotani and Tadashi Hasebe

Modeling and Numerical Analysis of screw Dislocations based on Differential 
Geometry ........................................................................................................................................................ 1609
Sigiet Haryo Pranoto, Shunsuke Kobayashi and Ryuichi Tarumi

Molecular dynamics study of stress generation in a DLC film deposited on Fe  
substrate  ........................................................................................................................................................ 1610
Noritsugu Kametani, Morimasa Nakamura, Kisaragi Yashiro and Tomohiro Takaki
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Multiscale modeling simulation of nano-micro metal fatigue ............................................. 1611
Yoshitaka Umeno, Atsushi Kubo and Emi Kawai

phase-field simulations on temperature-related behaviors of skyrmions:  
Topological defect dynamics ................................................................................................................ 1612
Yu Wang, Shizhe Wu, Yuelin Zhang, Jinxing Zhang, Jie Wang, Takayuki Kitamura,  
Hiroyuki Hirakata and Takahiro Shimada

Reproduction Method of Mechanical Anisotropy Induced by Cold Rolling in  
Crystal plasticity FE simulation  .......................................................................................................... 1613
Yusuke Yaginuma and Yoshiteru Aoyagi

Room-temperature deformation behavior of semiconducting crystals .......................... 1614
Atsutomo Nakamura

spherulite Microstructure Formation simulation based on Effect of Molding  
Conditions on polylactic Acid ............................................................................................................... 1615
Hong Liqin, Koichi Tatsuno and Yoshiteru Aoyagi

study of Kink strengthening of polymer Materials with Mille-feuille structure  
based on FTMp Extended to Finsler space ..................................................................................... 1616
Koichiro Kudo, Tadashi Hasebe and Masanobu Mizuno

systematic Inference of Interfacial properties of pure Materials by phase-field  
Data Assimilation using Molecular Dynamics solidification simulation Results ........ 1618
Kenta Nakai, Shinji Sakane, Munekazu Ohno, Yasushi Shibuta and Tomohiro Takaki

Understanding power-law distribution in nanoindentation pop-in magnitude  
based on molecular dynamics simulation ...................................................................................... 1619
Yuji Sato, Shuhei Shinzato, Takahito Ohmura, Takahiro Hatano, Jun Yanagimoto and Shigenobu Ogata

Ms1107 - Modeling Mechanics of Materials with Voids
Organized by Matthew Lewis and Gary Gladysz 

Approximating Viscous Relaxation in a hyperelastic spherical shell subjected  
to spherically symmetric Deformation with Application to Modeling Foamed  
Rubber  ............................................................................................................................................................. 1620
Matthew Lewis, Bart Benedikt and Partha Rangaswamy

Influence of the pore structural parameters of Thermal barrier Coating on its  
Modulus and Thermal Insulation ........................................................................................................ 1621
Fan Sun and Peng Jiang

Mesoscale Modeling of Carbon-Carbon Composite Manufacturing ................................. 1622
Peter Creveling, Lincoln Collins and Scott Roberts

Ms1108 - Topological Defects in Mechanics, Mathematics, physics, and beyond
Organized by Gerald Wang, Amit Acharya and Franziska Weber 

Elasto-plastic evolution of single crystals driven by dislocation flow .............................. 1623
Thomas Hudson and Filip Rindler
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Geometric modelling of dislocation motion ................................................................................. 1624
Filip Rindler and Thomas Hudson

Modeling Frictional behavior in Rupture Dynamics using Field Dislocation  
Mechanics ....................................................................................................................................................... 1625
Abhishek Arora, Amit Acharya and Jacobo Bielak

Ms1110 - Frontier in nano-scale graphene and AI-assisted  
design of graphene-like architect materials

Organized by Zhao Qin and Chi-Hua Yu 

strain-induced Change of Adsorption behaviour of Gas Molecules on Graphene:  
A first-principles study ............................................................................................................................ 1626
Meng YIN, Ken Suzuki and Hideo Miura

Theoretical study on strain-controllable electron transport properties of  
dumbbell-shape graphene nanoribbon  ......................................................................................... 1627
Ken Suzuki, Qinqiang Zhang and Hideo Miura

1200 - MODELING AND ANALYsIs OF  
REAL WORLD AND INDUsTRY AppLICATIONs

Ms1201 - NON-CONVENTIONAL METhODs FOR  
sOLID AND FLUID MEChANICs (NMsFM)

Organized by Wojciech Sumelka, Tomasz Blaszczyk, Hongguang Sun,  
Jacek Leszczynski and Giuseppe Failla 

Experimental analysis and numerical modeling utilizing fractional calculus  
of selected roofing felts ........................................................................................................................... 1628
Bartosz Luczak and Wojciech Sumelka

Model-order reduction of locally resonant metamaterial plates ........................................ 1629
Andrea Francesco Russillo and Giuseppe Failla

Numerical analysis of portevin-Le Chatelier effect using regularized large  
strain thermo-visco-plastic model ..................................................................................................... 1630
Marzena Mucha, Balbina Wcisło and Jerzy Pamin

plastic hinge Formation in the Framework of the space-Fractional beam Theory .... 1631
Paulina Stempin and Wojciech Sumelka

Ms1202 - MODELING METhODs, sIGNAL ALGORIThMs AND  
MAChINE LEARNING FOR EFFECTIVE NON-DEsTRUCTIVE  

TEsTING AND sTRUCTURAL hEALTh MONITORING
Organized by Menglong Liu, Gongfa Chen and Fangsen Cui 

Integrated Method of Inverse Isogeometric Analysis and Distributed Fiber  
Optic strain for Monitoring structure Deformation and stress ........................................... 1632
Thein Lin Aung, Shohei Matsumoto, Ninshu Ma, Kazushige Nakao, Masanori Nakamachi,  
Niji Iwasa and Kinzo Kishida
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Ultrasonic Testing and Imaging of Out-of-plane Fiber Wrinkling in Multilayer 
Composites with Double-side pulse-echo Methods .................................................................. 1633
Zhuang Li and Menglong Liu

Variational Mode Decomposition of the Contact Ultrasonic Testing Results for  
Wood quality Assessment ...................................................................................................................... 1634
Mohsen Mousavi and Amir H Gandomi

Varying-pitch comb-shape DW sensor for UGW based shM  ................................................ 1635
Shuai Cao, Jing Xiao, Voon-Kean Wong, Shuting Chen, Kui Yao and Fangsen Cui

Ms1203 - Nonlocal models in computational mechanics:  
perspectives, challenges, and applications

Mirco Zaccariotto , Marta D’Elia , Ugo Galvanetto and Pablo Seleson 

Anomalous diffusion: Fractional models and application ...................................................... 1636
HongGuang Sun

Domain Decomposition solvers for Nonlocal Equations ........................................................ 1637
Xiao Xu, Christian Glusa, Marta D’Elia and John Foster

Extended bond-based peridynamics with plasticity ................................................................. 1638
Qizhi Zhu and Weijian Li

Fatigue crack propagation simulated by using a FEM-peridynamics coupled  
method ............................................................................................................................................................. 1639
Mirco Zaccariotto, Tao Ni and Ugo Galvanetto

Fully anisotropic peridynamics with pair-potentials ................................................................ 1640
Vito Diana

Investigation of wave propagation of a one-dimensional bi-material system ............ 1641
Xingjie Li, Pablo Seleson, Kelsey Wells and Hayden Pecoraro

Meshfree methods for fractional pDEs using Gaussian kernels .......................................... 1642
Xiaochuan Tian

peridynamic Modeling of the Dynamic Failure of Additively Manufactured steel .... 1643
Stewart Silling, David Adams and Brittany Branch

peridynamics Computations at the Exascale ................................................................................ 1644
Pablo Seleson and Samuel Temple Reeve

Ms1204 - Combined finite-discrete element methods  
for multi-body dynamics and fracture mechanics

Organized by Ado Farsi 

Combined finite-discrete element methods for multi-body dynamics and  
fracture mechanics ..................................................................................................................................... 1645
Ado Farsi
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Ms1205 - Real World Modeling and simulation for  
the realization of human-centered society 5.0

Organized by Tohru Hirano and Seiichi Koshizuka 

Creating Digital Twins for human/society and system/service with  
Uncertainty and Complexity  ................................................................................................................ 1646
Tohru Hirano

Digital Triplet for Recording and Reusing Engineering processes Executed  
by human Intelligence ............................................................................................................................. 1647
Yasushi Umeda

Modelling Cognitive bias in safety using bayesian Inference .............................................. 1648
Hideyoshi Yanagisawa

Overview of the hExAGON-TUs Joint Research: A strategic Effort to Infiltrate 
Manufacturing Digital Twin Competency into Industry .......................................................... 1649
Yuichi Matsuo, Kengo Asada, Hiroshi Watanabe and Kozo Fujii

Real World Modelling beyond the paradigm of Industrie4.0 and society5.0 ............... 1650
Teruaki Ito

Ms1206 - Condition assessment of railway infrastructures
Organized by Pedro Montenegro, Munemasa Tokunaga, Matsuoka Kodai and Diogo Ribeiro 

Development of pre-evaluation Method for Applicable points of Non-Target  
Image Displacement Measurement ................................................................................................... 1651
Haruki Yotsui, Kodai Matsuoka and Kiyoyuki Kaito

Drive-by bridge quasistatic Deflection Estimation Using Track Irregularities  
Measured on a passing Train ................................................................................................................. 1652
Kodai Matsuoka

Identification Method of higher-Order Local Vibration Modes Using Multipoint 
Excitation and a Reciprocity Theorem .............................................................................................. 1653
Takuma Kushiya and Kodai Matsuoka

Method for Identifying high-order Local Vibration Modes of a steel Railway  
bridge ............................................................................................................................................................... 1654
Koshiro Motoki, Kodai Matsuoka, Takuma Kushiya and Kiyoyuki Kaito

On situ vibration based structural health monitoring of a railway steel truss  
bridge: a preliminary numerical study. ............................................................................................ 1655
Lorenzo Bernardini, Claudio Somaschini and Andrea Collina
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Ms1207 - Offshore Wind power : Large scale Modeling  
and Assesment for the Realization of Net-zero World

Organized by Takanori Uchida 

A study on Three-Dimensional structure of a Wind Turbine Wake Using  
Computational Fluid Dynamics ........................................................................................................... 1656
Zhiren Bai, Takanori Uchida, Yoshihiro Taniyama, Yuki Fukatani and Masaki Inui

Consideration of the behaviour of a Wind Turbine Wake Using high-Fidelity  
CFD simulations .......................................................................................................................................... 1657
Koichiro Shibuya, Takanori Uchida, Masaki Inui, Zhiren Bai and Yoshihiro Taniyama

Design of wind turbine blades made of carbon fiber composite material and 
examination of reinforcing fiber types ............................................................................................ 1658
Tomoki Yamazaki, Shugo Date, Yoshiaki Abe and Tomonaga Okabe

Developments in Wind Turbine Wake Modeling based on Machine Learning.............. 1659
Masahide Yamazaki, Takanori Uchida, Kunihiko Hidaka, Reo Murakami, Yoshitaka Baba  
and Susumu Takakuwa

Validation of Wind prediction Accuracy of Wind Flow simulation based on  
LEs Considering Atmospheric stability at a Developing Offshore Wind Farm  
Affected by Topography .......................................................................................................................... 1660
Susumu Takakuwa, Takanori Uchida, Seiya Hasegawa, Keiichiro Watanabe and Chikara Hemmi

Ms1208 - Industrial Application of particle Methods
Organized by Sunao Tokura, Massimo Galbiati, Brant Ross and Mamika Kawahara 

A particle-based simulation for Friction prediction of Rubber on snow ........................ 1661
Hiroyuki Minaki

A study on prediction of Water Discharge performance for showerhead  
product Design ............................................................................................................................................ 1662
Chiaki Miyazawa

Applications of particle Method to Fine particle Dispersion system ................................ 1663
Shinichiro Yoshikawa, Kenta Chaki and Taku Ozawa

particle Accretion simulation Using particle/Grid hybrid Approach ................................ 1664
Eiji Ishii and Tomoyuki Hosaka

simplified heat Transfer Modelling of Impingement Cooling Using  
particle-based Method ............................................................................................................................. 1665
Jun’ichi Sato, Hiroki Shimura, Koji Fukudome, Mitsuyoshi Ejiri and Makoto Yamamoto

Ms1209 - Advanced Computing Technique and Artificial  
Intelligence for Realistic social, Traffic and Economic problems
Organized by Hideki Fujii, Eisuke Kita, Tomoaki Tatsukawa and Shinobu Yoshimura 

hybrid parallelization of Microscopic Traffic simulator ........................................................... 1666
Fumihiko Yoshida, Hideki Fujii and Shinobu Yoshimura
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Improvement of Dynamic hybrid Traffic simulation Model to Expand Its  
Applicability .................................................................................................................................................. 1667
Yo Imai

simulation Framework Development for the Interaction between Road Traffic  
Network and power Distribution system ........................................................................................ 1668
Hideaki Uchida, Shinya Yoshizawa, Katsuya Sakai, Kazuki Abe, Atsushi Hikita,  
Takashi Suematsu and Yutaka Ota

The Effect of Air Traffic simulator Fidelity on Flight Delay ..................................................... 1669
Katsuhiro Sekine, Tomoaki Tatsukawa, Kozo Fujii, Kota Kageyama and Eri Itoh

Ms1211 - particle and Finite Element Models for  
Interaction, simulation and statistical Design

Organized by Masakazu Ichimiya, Nobuki Yamagata, Jeffrey Fong,  
Robert Rainsberger and Pedro Marcal 

A Doubly-Asymptotic FEM Algorithm for Estimating the Ultimate of a  
sequence of Increasingly-Dense-Meshed Finite Element solutions ................................. 1670
Jeffrey Fong, Pedro Marcal, Robert Rainsberger, N. Alan Heckert and James Filliben

Development of Efficient FEM Analysis Method using Equivalent 2D Model for  
Linear Friction Welding Analysis ......................................................................................................... 1671
Tomohiko Ariyoshi

Development of Mold Filling process simulation considering Air Entrainment  
using sph Method ...................................................................................................................................... 1672
Nobuki Yamagata and Masakazu Ichimiya

Development of two-phase flow simulation using sph Method ......................................... 1673
Masakazu Ichimiya

Ms1213 - Modeling&simulation of Terrestrial Flows  
(Terrestrial(Geosphere) hydrologic/hydraulic flow modeling&simulation)

Organized by Hiroyuki Tosaka, Makoto Nishigaki, Tomochika Tokunaga, Masaatsu Aichi  
and Tomonari Shiraishi 

A New Forest Evapotranspiration Model Accounting for the spatial Variability  
of Rain-snow Fraction and Forest Conditions ............................................................................... 1674
Chen-Wei Chiu

Integrated study on Groundwater Utilization system at Water Outage/shortage during 
post-Disasters and or Draughts: Watershed Modeling and scenario Analysis ............ 1675
Taikan Oki

Integrated Watershed Modelling for Groundwater Use at Emergency in the  
Kanto plain, Japan  ..................................................................................................................................... 1676
Souki Fukazawa

Integrated Watershed Modelling for Identifying hydrogeological Condition  
and Groundwater potential in the Nobi plain, Japan ................................................................ 1677
Satoshi Tomimori
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Modeling of Line-sources for seepage Flow Analysis Allowing Arbitrary Finite  
Element Meshing ........................................................................................................................................ 1678
Hideyuki Sakurai and Toshiko Yamada

scenario studies for safe use of groundwater during the post-disaster period .......... 1679
Yukiko Hirabayashi

study of groundwater flow in Minami-soma City, Fukushima prefecture, Japan ....... 1680
Fengrui Zhang, Shinji Takeuchi and Walter Illman

Uncertainty Analysis with Multiple sets of subsurface properties for Land  
subsidence simulation using an Evolutionary Multimodal Optimization ..................... 1681
Kento Akitaya

Ms1214 - Advanced Modelling for Automotive Applications in CAsE Era
Organized by Tohru Hirano, Kosho Kawahara, Masato Nishi and Maurizio MAGGIORE 

A Detailed simulation Model to Evaluate the Crash safety of a Li-Ion pouch  
battery Cell ..................................................................................................................................................... 1682
Benjamin Schaufelberger, Anja Altes, Andreas Trondl, Thomas Kisters, Clemens Fehrenbach, Pascal 
Matura and Michael May

Application of the CAE/ML technique for coupling analysis between vehicle  
structure and occupant safety .............................................................................................................. 1684
Shigeki Kojima, Kosho Kawahara, Tomohito Sono and Keiichi Yonehara

Artificial Intelligence with Dimension Reduction Methods for Applications in  
shape Recognition ..................................................................................................................................... 1685
Hirokazu Nishiura and Sumadi Jien

Generation of abuse simulation models of battery cells and battery packs ................. 1686
Robert Kießling and Martin Schwab

Investigation of Internal Deformation of Lithium-ion battery and simulation  
Model for Internal short Circuit ........................................................................................................... 1687
Shinichi Amano, Hiromichi Ohira, Yu Yamaga, Nobuhiro Matoba and Yasuhito Aoki

simulation of stretching Deformation of Films for Electronic Devices in  
Automotive Applications ........................................................................................................................ 1688
Jihong Liu, Akio Higaki, Nobuyuki Komatsu and Satoru Takanezawa

The UpsCALE project. A physics informed machine learning turbulence model  
for vehicle aerodynamics. ....................................................................................................................... 1689
Enric Aramburu, Bhanu Prakash and Sergio Illera

Ms1215 - Image processing, Discretization, and  
simulation of As-built Geometries

Organized by Scott Roberts, Nagi Mansour and David Noble 

Credible, Automated Meshing of Images  ...................................................................................... 1690
Scott Roberts, Michael Krygier, Tyler LaBonte, Carianne Martinez, Chance Norris, Krish Sharma,  
Lincoln Collins and Partha Mukherjee
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Deformation Analysis of Realistic structure Using Virtually Laser-scanned  
point Cloud on partial surface.............................................................................................................. 1691
Hibiya Haraki, Yasunori Yusa and Hiroshi Masuda

Ms1216 - solid Mechanics of Elastomers
Organized by Hiro Tanaka and Hiroshi Kadowaki 

Co-Creative Design of Adhesives of Multi-materials by shape Optimization  
under Multiaxial stress Failure Criteria ........................................................................................... 1692
Yang Xue, Hiro Tanaka and Yoji Shibutani

Elastic-plastic Constitutive Law of Deformation history Integral Type for  
Rubber Material of high-Damping Rubber bearings ................................................................ 1693
Takahiro Mori, Hideaki Kato and Nobuo Murota

homogeneous Finite Element Analysis of polyurethane Foams using Kelvin  
Unit Cell ........................................................................................................................................................... 1694
Yuuki Tahara and Akihiro Matsuda

Implementation of the hyperelastic, hyperelastic plus damage, and hyperelastic  
plus viscoelastic models in the UMMDr subroutine library ................................................... 1695
Kai Oide, Hideo Takizawa, Junji Yoshida, Takashi Terajima and Tomokage Inoue

Multi-scale simulation of Filled Rubber Composite with Molecular Dynamics  
and Large scale FEM Analyses .............................................................................................................. 1696
Hiroshi Kadowaki and Hare Tazawa

practical examples using Unified Material Model Driver for Rubber ................................ 1697
Tomokage Inoue, Takashi Terajima, Hideo Takizawa, Kai Oide, Kentaro Suzuki,  
Toshikazu Yamanashi, Takashi Inoue, Tetsuji Ida, Masayasu Kishi and Cezar Diaconu

spectral Analysis on surface Roughness in the Initial Wear process of Tire  
Rubber and its Modeling ......................................................................................................................... 1698
Hiro Tanaka, Soichiro Yanagihara, Takuto Nonami, Yuki Oku and Yoji Shibutani

study on Evaluation of Viscoelastic hyperelastic properties of polymer Foam  
Materials Using Voxel Finite Element Analysis ............................................................................. 1699
Yudai Yamashiro

Ms1217 - Analysis of Real World and Industry Applications:  
emerging frontiers in CFD computing, machine learning and beyond

Organized by Eleni Koronaki, Anina Šarkić Glumac and Stéphane P.A. Bordas 

An efficient CFD model of an industrial scale CVD reactor allowing accurate  
coating thickness predictions ............................................................................................................... 1700
Paris Papavasileiou, Eleni D. Koronaki, Gabriele Pozzetti Pozzetti, Martin Kathrein,  
Christoph Czettl, Andreas G. Boudouvis and Stéphane Bordas

Development of a hybrid model for large-scale plant RUL prediction based  
on data and physical models ................................................................................................................. 1701
Elif Öztürk
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Improving prediction of wind loads on buildings using machine learning  .................. 1703
Anina GLUMAC, Onkar Jadhav, Vladimir Despotović and Stéphane Bordas

Optimizing the Energetic Efficiency in Autonomous Underwater Vehicle  
(AUV) Group by A Multi-Level Computational Model ............................................................... 1704
Gen Li, Dmitry Kolomenskiy, Lei Duan, Ramiro Godoy-Diana and Benjamin Thiria

Ms1218 - Industrial perspectives on Isogeometric  
Analysis and Design with Advanced spline Techniques

Organized by Panagiotis Karakitsios and Vasiliki Tsotoulidi 

A Comparison study between Isogeometric Analysis and Finite Element Analysis  
for Nonlinear Inelastic Dynamic problems with Geomiso DNL software  ....................... 1705
Panagiotis Karakitsios, Ioannis Prentzas, Athanasios Leontaris and Alexandros Papakonstantinou

An Alternative Approach for Inelastic static Isogeometric Analysis and 3D  
Design with Advanced spline Techniques with Geomiso TNL: a New hybrid  
Cloud-based CAD/CAE software ......................................................................................................... 1706
Panagiotis Karakitsios, Panagiotis Kolios, Athanasios Leontaris and George Karaiskos

Isogeometric analysis of monoclinic 3D concrete printing Timoshenko beam  .......... 1707
Huaikun Chen and Yu-Ching Wu

Isogeometric Analysis of seismic Response of Multi-storey buildings Resting  
on Raft Foundation with Eps Geofoam seismic buffer ............................................................ 1708
Spyridon Papoudos, Panagiotis Karakitsios and George Mylonakis

Modeling and Analysis of Real World and Industry Applications with Geomiso  
IsA: A New hybrid CAD/CAE software for static Isogeometric Analysis with  
plate Elements and Advanced spline Techniques ...................................................................... 1709
Konstantinos Gogos, Panagiotis Karakitsios and Konstantinos Mprellas

Modeling and Analysis of Real World and Industry Applications with Geomiso  
sEA: a New hybrid CAD/CAE software for Inelastic static Isogeometric shell  
Analysis and 3D Design with Advanced spline Techniques ................................................... 1710
Vasiliki Tsotoulidi, Panagiotis Karakitsios, Panagiotis Kolios and George Mprellas

Robustness Criteria Analysis for an Isogeometric-based Robust shape  
Optimization scheme of a Disc-pad system under Dynamical Criteria ........................... 1711
Achille Jacquemond, Frédéric Gillot, Sébastien Besset and Koji Shimoyama

Ms1219 - Cyclic plasticity and viscoplasticity modeling  
for various alloys and components

Organized by Tasnim Hassan and Katsuhiko Sasaki 

A microscopic cyclic plastic model for carbide-free bainite rail steel  .............................. 1712
Xiang Xu, Qianhua Kan and Guozheng Kang

A unified constitutive model coupled with a continuum damage model for  
simulation of a broad set of elevated temperature responses ............................................. 1713
Tasnim Hassan and Nazrul Islam
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Accurate spring-back prediction with subloading surface Model .................................... 1714
Motoharu Tateishi and Koichi Hashiguchi

An Efficient parameter Estimation Method for Elastic-plastic-Creep  
simulation of Aluminum Alloys ........................................................................................................... 1715
Ken-ichi Ohguchi, Katsuhiko Sasaki, Kohei Fukuchi, Yorimasa Tsubota, Takuro Mita,  
Wataru Nagai, Kouji Ohsato and Nobuaki Shinya

Classification and overall-assessments of plasticity models ................................................. 1716
Koichi Hashiguchi

Constitutive behaviour of viscoplastic materials under a wide range of strain  
rates and elevated temperatures ........................................................................................................ 1717
Xu Long, Tianxiong Su and Yuntao Hu

Energy-based Thermo-Mechanical Fatigue Life prediction of Ferritic stainless  
steel for Exhaust Manifold ..................................................................................................................... 1718
Jae-yoon Jeong, Jong-Min Lee, Yun-Jae Kim, Deok-Chan Ahn and Myeong-Woo Lee

high-order strain gradient cyclic plastic model considering the interaction of 
microstructure evolution and size effect ........................................................................................ 1719
Li Ding, Qianhua Kan and Guozheng Kang

Interlaminar Fatigue strength prediction of CFRp based on Inelastic Two-scale  
Analysis Method .......................................................................................................................................... 1720
Masayoshi Akaza, Tetsuya Matsuda, Kazuki Izumizaki, Gai Kubo, Masahiro Hojo, Masashi Abe,  
Naoki Morita and Nobuhiro Yoshikawa

Modeling of Cyclic hardening with the Effect of Maximum plastic strain under  
pre-loading and Ratcheting................................................................................................................... 1721
Nobutada Ohno, Hisashi Nakamoto, Yusuke Morimatsu and Dai Okumura

subloading surface Constitutive Model for soils and Implementation into  
General purpose CAE Code .................................................................................................................... 1722
Hiroshi Watanabe, Koichi Hashiguchi and Motoharu Tateishi

Very Low Cycle Fatigue Crack Growth simulation in a pipe, part I:  
Appropriate Cyclic hardening Modeling......................................................................................... 1723
Jin-Ha Hwang, Yun-Jae Kim and Jin-Weon Kim

Very Low Cycle Fatigue Crack Growth simulation in a pipe, part II: Validation using 
Experimental Data...................................................................................................................................... 1724
Yun-Jae Kim, Jin-Ha Hwang and Jin-Weon Kim

Ms1220 - hpC application on turbulent wind over urban  
model represented by individual shape of buildings

Organized by Tetsuro Tamura, Yasuaki Ito and Hidenori Kawai 

A study of LEs Coupling with Thermal Radiation for Actual Urban District - 
Investigation of Temperature boundary Conditions and Inflow Turbulence  
including Weather Disturbance in summer- ................................................................................. 1725
Maiko Arai, Hidenori Kawai and Tetsuro Tamura
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Analyses of Local severe Wind suction on a square-section Cylinder by  
high-resolution simulation and Conditional pOD Method ................................................... 1726
Yong Cao, Tetsuro Tamura and Dai Zhou

Large Eddy simulation for Fluid structure Interaction of h/√bD=5 Rectangular  
high-Rise building  ..................................................................................................................................... 1727
Yasuaki Ito, Tomomi Yagi and Kyohei Noguchi

Large-scale Two-phase Flow simulation using building-Cube Method for  
Urban Flooding  ........................................................................................................................................... 1728
Koji Nishiguchi, Masashi Morishita, Tokimasa Shimada and Tetsuro Tamura

LEs Analysis of Ventilation performance and Wind Gust Occurrence for  
strategic Urban Transformation .......................................................................................................... 1729
Masaharu Kawaguchi and Tetsuro Tamura

LEs around a Realistic City block Designed based on a Future City Concept ................ 1730
Tsuyoshi Nozu

LEs on wind pressure acting on high-rise building under strong wind events  
of Typhoon  .................................................................................................................................................... 1731
Hidenori Kawai, Tetsuro Tamura and Masaharu Kawaguchi

Local peak pressure on super high-rise building in Actual Urban Area .......................... 1732
Azusa Ono, Tsuyoshi Nozu, Tetsuro Tamura and Hidenori Kawai

study of Aerodynamic Characteristics of Eccentric Tapered square  
Cylinder - Analysis of Flow field using bCM ................................................................................... 1733
Yuki Nagao, Naohiro Nakagawa, Yusuke Maruyama, Tetsuro Tamura, Hidenori Kawai  
and Masaharu Kawaguchi

Wind pressure Characteristics of high-rise buildings in Middle and high-height  
Urban Areas spread over Local Terrain ............................................................................................ 1734
Koji Kondo, Hidenori Kawai, Tetsuro Tamura and Keigo Nakajima

WRF-LEs simulation of Wind Flow over Rough Urban surface during  
Typhoon Lan (2017) ................................................................................................................................... 1735
Keigo Nakajima, Hidenori Kawai, Masaharu Kawaguchi, Tetsuro Tamura, Koji Kondo,  
Yoshiaki Itoh and Kenji Takagi

1300 - INVERsE pRObLEMs, OpTIMIZATION AND DEsIGN

Ms1301 - Computational structural design for  
architecture and civil engineering

Organized by Makoto Ohsaki, Sigrid Adriaenssens, Ruy Pauletti and Yohei Yokosuka 

A Deep Convolutional Neural Network Approach as surrogate Model  
for Topology Optimization ..................................................................................................................... 1736
Xiangrui Kong and Yu-Ching Wu
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Form-finding of Discrete surfaces with Given Edge Lengths by using Force  
Equilibrium Method .................................................................................................................................. 1737
Jingyao Zhang and Makoto Ohsaki

Generating Topology-Optimized shapes with GAN: Design support  
framework providing diverse shapes  .............................................................................................. 1738
Tomohiro Miyake and Yohei Yokosuka

hanging Membrane Forms Formalized by Differential Geometry:  
shell Membrane Theory and Variational principle  .................................................................... 1739
Yohei Yokosuka and Yoshiki Jikumaru

Material Cost Minimization problem for Aluminum Alloy beam using beam  
string structure ........................................................................................................................................... 1740
Shota Mizuno, Yuki Chikahiro and Shigeru Koyama

Non-parametric design of free-form shells with specified horizontal reaction  
forces ................................................................................................................................................................. 1741
Makoto Ohsaki, Riree Takeoka and Yusuke Sakai

Optimization problems with A Density-based Clustering Algorithm ............................... 1742
Masaki Tetsu and Yohei Yokosuka

The Reason solving a Tension-compression Mixed shell Form-finding is so  
Difficult and how to solve it .................................................................................................................. 1743
Masaaki Miki

The Use of Three solvers: IpOpT, sNOpT and MMA to Optimize the shape of  
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solid Mechanics within a Multi-physics Modelling system for Analyzing Fusion  
Reactor blanket Designs  ........................................................................................................................ 1820
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in Topology Optimization ....................................................................................................................... 1822
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Topology Optimization ............................................................................................................................ 1823
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Method ............................................................................................................................................................. 1833
Satoshi Sugimoto, Shinji Sakane and Tomohiro Takaki

On Geometrically Nonlinear stability Constraints in Topology Optimization ............. 1834
Peter Dunning

Optimal Design for Continuous Fiber Layout of 3D-printing FRp ...................................... 1835
Takahito Moribe, Hiroya Hoshiba and Junji Kato

preliminary study on Multi-material Dynamic Topology Optimization based  
on Generalized Maxwell Model ........................................................................................................... 1836
Guangwei Liu, Hiroya Hoshiba, Koji Nishiguchi and Junji Kato

structure Topology Optimization of Asymmetric Material with prescribed 
Eigenfrequency band ............................................................................................................................... 1837
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Manufacturing Cost ................................................................................................................................... 1841
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under harmonic Loads  ............................................................................................................................ 1844
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Armand Touminet, Pierre Kerfriden, Sabine Cantournet, Victor Fabre and Jean-Christophe Rietsch

shape Optimization of Cellular structures Using a Reduced Order Model .................... 1850
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and uncertainties ........................................................................................................................................ 1852
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bi-material 3D printing ............................................................................................................................ 1856
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shape Optimization ................................................................................................................................... 1857
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Transcranial Lens ........................................................................................................................................ 1861
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Yu Wang, Enli Lyu, Jiaming Guo, Zhixiong Zeng and Yanhua Liu
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Underwater Mapping Data .................................................................................................................... 1871
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school VR Field Trip.................................................................................................................................... 1874
Kodai Tsushima and Hideo Miyachi
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supercomputers .......................................................................................................................................... 1880
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Eigenvalue problems and beyond
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Design of Filters Consist of Resolvents with Real shifts for solving  
Eigenpairs with Lowest Eigenvalues  ................................................................................................ 1882
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First order least-squares formulations for eigenvalue problems ....................................... 1883
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Matrix-Less Eigensolver for Large structured Matrices ........................................................... 1884
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Mariarosa Mazza, Marco Donatelli, Carla Manni and Hendrik Speleers

Optimization Methods for One Dimensional Elastodynamics ............................................. 1886
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Multifield problems ................................................................................................................................... 1887
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softFEM/softIGA for Eigenvalue problems .................................................................................... 1888
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Effect of the stabilization parameters .............................................................................................. 1889
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positions of a coefficient matrix .......................................................................................................... 1890
Kengo Suzuki, Takeshi Fukaya and Takeshi Iwashita

Auto-tuning for Computation Accuracy and power Consumption by ppOpen-AT ..... 1891
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Kengo Nakajima, Takeshi Iwashita, Hisashi Yashiro, Hiromichi Nagao, Takashi Shimokawabe,  
Hiroya Matsuba, Takeshi Ogita and Takahiro Katagiri

Improved Initial Approximations for pressure Correction schemes  ................................ 1894
Alexander Magro and Kengo Nakajima

performance improvement of immersed boundary-lattice boltzmann  
Method on multiple GpUs ...................................................................................................................... 1895
Akira Hatakeyama and Takashi Shimokawabe

performance Optimization Of Lattice boltzmann Method On A64Fx .............................. 1896
Takuro Omori and Takashi Shimokawabe

Ms1405 - hpC-bAsED sIMULATIONs AND DATA sCIENCE  
FOR ThE WIDE INDUsTRIAL REALM: AEROspACE, AUTOMOTIVE,  

bIOMEDICAL, CONsTRUCTION, hEAVY...
Organized by Makoto Tsubokura, Mariano Vázquez, Takayuki Aoki and Andreas Lintermann 

A Novel Method to Impose Velocity boundary Conditions for Eulerian  
Fluid-structure Interaction scheme Using Lagrangian Marker particles ........................ 1897
Tokimasa Shimada, Koji Nishiguchi, Rahul Bale, Shigenobu Okazawa and Makoto Tsubokura

A study of phase-Field parameters in Gas-Liquid Two-phase Flow problems .............. 1898
Kenta Sugihara, Naoyuki Onodera, Yasuhiro Idomura and Susumu Yamashita
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A Weakly Compressible Flow Computation of Liquid Film with  
Interface-adapted AMR method ......................................................................................................... 1899
Tongda Lian, Shintaro Matsushita and Takayuki Aoki

Acceleration of phase-field Data Assimilation using Multiple-GpU parallel  
Computing to Infer Interfacial properties of Zinc Alloys ......................................................... 1900
Koki Nagao, Shinji Sakane and Tomohiro Takaki

Combining phase-field and VOF Methods with a Conservative Weakly  
Compressible solver for Large-scale Two-phase Flow simulation ..................................... 1901
Kai Yang, Takayuki Aoki and Yuma Tamaoki

Efficient parallel mesh movement based on fast low rank solvers and local  
remeshing  ...................................................................................................................................................... 1902
Youssef Mesri

Eulerian Elastoplastic Analysis Using Lagrangian particles for Resin Material ............ 1903
Hirofumi Sugiyama, Tokimasa Shimada, Koji Nishiguchi, Makoto Tsubokura and Shigenobu Okazawa

Flow Field Data Mining of Automobile Models with pareto-Optimal  
Aerodynamic shape Using proper Orthogonal Decomposition .......................................... 1904
Takuji Nakashima, Yusuke Nakamura, Keigo Shimizu, Takenori Hiraoka, Gentaro Hamada,  
Takahide Nouzawa, Akira Oyama and Makoto Tsubokura

Implementation of the Mother-leaf Method on GpU-accelerated AMR Code  
for phase-field Computation of Dendrite Growth ...................................................................... 1905
Ryosuke Suzuki, Shinji Sakane and Tomohiro Takaki

Large-scale simulation for a Real Driftwood Disaster by Using LbM with AMR .......... 1906
Dawei Shen, Takayuki Aoki, Seiya Watanabe, Shuji Moriguchi, Shinsuke Takase and Masaaki Sakuraba

Lattice boltzmann simulation with Actuator Line Model for Tidal Current  
Turbines on Multiple GpUs ..................................................................................................................... 1907
Seiya Watanabe and Changhong Hu

Real-World Aerodynamics Assessment for Road Vehicle Development Realized  
on the supercomputer “Fugaku” ........................................................................................................ 1908
Akinori Yoshikawa, Ryo Miyazaki, Rahul Bale, Kunihiko Yoshitake, Fortunato Nucera,  
Takashi Yoshino and Makoto Tsubokura

study on Foam Formation using Multi-phase-field Lattice boltzmann Method  
with Adaptive Mesh Refinement ......................................................................................................... 1909
Yos Sitompul, Aoki Takayuki, Seiya Watanabe, Kenta Sugihara and Tomohiro Takaki

super-simulation of Coal Gasification Facility on Fugaku ...................................................... 1910
Shinobu Yoshimura, Hiroaki Watanabe, Ryoichi Kurose, Tomonori Yamada, Shigeki Kaneko, Junya 
Yoshida and Kaworu Yodo

Three-dimensional Flow Field Decomposition with Massively parallel  
Distributed Learning on Fugaku ......................................................................................................... 1911
Kazuto Ando, Keiji Onishi, Bale Rahul, Akiyoshi Kuroda and Makoto Tsubokura
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Tree Cutting Approach for Reducing Communication in Domain partitioning  
of Tree-based block-structured Adaptive Mesh Refinement ................................................ 1912
Yuta Hasegawa, Takayuki Aoki, Hiromichi Kobayashi, Yasuhiro Idomura and Naoyuki Onodera

Voxel topology optimization of vehicle frame structure subject to multiple  
loading using building cube method framework ....................................................................... 1913
Yuji Wada, Tokimasa Shimada, Koji Nishiguchi, Shigenobu Okazawa and Makoto Tsubokura

Ms1406 - portable, Efficient Implementation of  
Finite Elements for Mechanics Applications

Organized by Kyungjoo Kim, Mauro Perego and Nathan Roberts 

A performance portable implementation of high-order, entropy-stable  
spectral collocation schemes for compressible turbulent flow ............................................ 1914
Jerry Watkins, Travis Fisher and Wyatt Horne

hyperdimensional, Adaptive Finite Elements Using Camellia and Intrepid2 ............... 1915
Nathan Roberts

On performance portability of physical problems using libCEED ...................................... 1916
Leila Ghaffari, Valeria Barra, Jeremy Thompson, James Wright and Jed Brown

1500 - FLUID-sTRUCTURE INTERACTION,  
CONTACT AND INTERFACEs

Ms1501 - Computational Contact Mechanics
Organized by Peter Wriggers, Michel Raous, Giorgio Zavarise and Mike Puso 

A Comparison of Different Isogeometric Refinement strategies for the  
solution of 2D hertzian Contact problem ...................................................................................... 1917
Sumit Kumar Das, Vishal Agrawal and Sachin Singh Gautam

A Discrete Energy Consistent Approach for Implicit Dynamic Contact with 
Displacement and Velocity Constraints ........................................................................................... 1918
Mike Puso

A Reverse Constrained preconditioner for the Lagrange Multipliers  
Method in Contact Mechanics .............................................................................................................. 1919
Andrea Franceschini, Matteo Frigo, Carlo Janna and Massimiliano Ferronato

A smooth spline-based Contact Approach for beams: Normal and Tangential 
Interactions .................................................................................................................................................... 1920
Celso Jaco Faccio Júnior, Alfredo Gay Neto and Peter Wriggers

A Trust-region method for solving finite deformation contact problems in  
unfitted finite element method ........................................................................................................... 1921
Hardik Kothari and Rolf Krause

An implicit beam to shell contact algorithm using corotational beam  
elements and rotation-free shell formulation for vascular biomechanics ..................... 1922
Miquel Aguirre, Nitesh Nama, Beatrice Bisighini, Baptiste Pierrat, C. A. Figueroa and Stéphane Avril

181



An interface-enriched generalized finite element formulation for locking-free  
coupling of non-conforming discretizations and contact ...................................................... 1923
Alejandro Aragón, Dongyu Liu, Sanne van den Boom and Angelo Simone

Consequences of third-body thickness on first-bodies ........................................................... 1924
Olivier Bouillanne, Guilhem Mollon, Aurélien Saulot, Sylvie Descartes, Guillaume Chassaing,  
Nathalie Serres and Karim Demmou

Consistent Coupling of 1D Cosserat beams and 3D solid bodies:  
From Embedded Fibers Towards Contact ....................................................................................... 1925
Alexander Popp and Ivo Steinbrecher

Dynamic load balancing for contact mechanics at large scale ............................................. 1926
Matthias Mayr, Christopher Steimer and Alexander Popp

Effect of particles on contact model under three-body contact conditions .................. 1927
Jeng-haur Horng, Yang-Yuan Chen and Thi-Na Ta

First-order primal-dual Algorithm for quasi-static Unilateral Contact  
problem with Coulomb Friction ........................................................................................................... 1928
Yoshihiro Kanno

New fast numerical technique for the resolution of the quarter space contact  
problem ........................................................................................................................................................... 1929
Amakoe Komlanvi AHYEE, Daniel Nelias, Thibaut CHAISE and Arnaud Duval

On the Application of Acceleration Techniques to a partitioned solution  
Approach to Thermomechanical Contact ....................................................................................... 1930
António Manuel Couto Carneiro, Rodrigo Pinto Carvalho, José L. P. Vila-Chã,  
Bernardo P. Ferreira and Francisco M. Andrade Pires

plastic zone analysis of nanoindentation for unique constitutive properties  
of elastoplastic materials ........................................................................................................................ 1931
Ziyi Shen, Qipiu Jia, Jiao Li, Ruipeng Dong, Yongchao Liu and Xu Long

The extreme Mesh deformation approach (x-MEsh) for sharp contact  
fronts modeling ........................................................................................................................................... 1932
Benoît Lé, Nicolas Moës, Nicolas Chevaugeon and Jean-François Remacle

Ms1502 - Fluid-structure Interaction  
Algorithms and Applications

Organized by Justin Kauffman, Scott Miller and John Gilbert 

Added-mass of a finite length flexible cylinder in a narrow coaxial cylindrical  
duct .................................................................................................................................................................... 1933
Maria Adela Puscas and Romain Lagrange

simplex space-Time Finite Elements for Fluid-structure Interaction ............................... 1934
Norbert Hosters, Patrick Antony, Max von Danwitz, Daniel Hilger, Michel Make,  
Thomas Spenke and Marek Behr
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simulation of Interacting Deformable particles at Low Reynolds Numbers  
Using Isogeometric Divergence-Conforming Immersed boundary Method ................ 1935
Antonio Cerrato Casado, Hugo Casquero, Joan J. Cerà Pino, Carles Bona-Casas  
and Joan Massó Bennásar

Tuft flow visualization and measurement  ..................................................................................... 1936
Manuel Garcia and Levai Dehoyos

Water Wave Interaction with π-shape Floating breakwater by scaled  
boundary FEM .............................................................................................................................................. 1937
Meisam Qorbani Fouladi, Hamid Heidari-Torkamani, Sasan Mohasseb and Longbin Tao

Ms1503 - Recent Advances in Numerical  
Methods for Multi-Material shock hydrodynamics

Organized by Ketan Mittal, Nabil Atallah, Vladimir Tomov, Guglielmo Scovazzi and Robert Rieben 

A Residual based a posteriori Error Estimators for Algebraic Flux  
Correction scheme ..................................................................................................................................... 1938
Abhinav Jha

A Volumetric Extrapolation Method for Weak Imposition of Interface  
Conditions on Level sets ......................................................................................................................... 1939
Jan-Phillip Bäcker and Dmitri Kuzmin

Elasto-plastic shock Dynamics using Implicit shock Fitting with  
space-Time Finite-Element Formulation ......................................................................................... 1940
Robert Nourgaliev, Andrew Corrigan, Pierson Guthrey and Steve Wopschall

Exact Representation of Curved Material Interfaces in high-Order  
Lagrangian hydrodynamics .................................................................................................................. 1941
Nabil M. Atallah, Ketan Mittal, Guglielmo Scovazzi and Vladimir Tomov

Invariant-Domain preserving Approximations for the Euler Equations with  
Tabulated Equation of state .................................................................................................................. 1942
Bennett Clayton, Jean-Luc Guermond, Bojan Popov and Eric Tovar

Ms1505 - Computational Fluid-structure Interaction  
and Moving boundaries and Interfaces

Organized by Artem Korobenko, Jinhui Yan, Ming-Chen Hsu,  
Kenji Takizawa, Yuri Bazilevs and Tayfun Tezduyar 

3D coupled FsI analysis for passive morphing adaptivity in Wells turbine ................... 1943
Valerio Francesco Barnabei, Alessio Castorrini and Alessandro Corsini

A (Weighted) shifted boundary Method for Moving boundary problems ..................... 1944
Guglielmo Scovazzi, Oriol Colomés, Léo Nouveau, Alex Main, Kangan Li and Danjie Xu

A hyperelastic Extended Kirchhoff-Love shell Model with Out-of-plane  
Normal stress ................................................................................................................................................ 1945
Yasutoshi Taniguchi, Kenji Takizawa and Tayfun E. Tezduyar
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A Unified Framework of Navier-stokes Cahn-hilliard Models with  
Non-Matching Densities .......................................................................................................................... 1946
Marco Ten Eikelder, Kris van der Zee, Ido Akkerman and Dominik Schillinger

Added-Mass partitioned Algorithms for Fluid-structure Interactions ............................. 1947
William Henshaw and Donald Schwendeman

Circuit-integrated fluid-structure-piezoelectricity interaction analysis for  
flow-driven energy harvesters ............................................................................................................. 1948
Shigeki Kaneko

Computational fluid-structure interaction with contact and turbulent flow  
applied to patient-specific simulation of heart valve disease .............................................. 1949
Johan Hoffman and Joel Kronborg

Computational Modeling of Fluid-structure and Contact Interaction in  
Large Assemblies of highly-Flexible Fibers Immersed in Viscous Flow ........................... 1950
Anwar Koshakji, Grégoire Chomette, Bianca Giovanardi and Raúl Radovitzky

Fluid-structure Interaction Modeling for Compressible Flow Applications .................. 1951
Manoj R. Rajanna, Emily L. Johnson, Artem Korobenko, Yuri Bazilevs and Ming-Chen Hsu

Integrated Modeling of the human Left heart: Coupling Electrophysiology,  
Mechanics and Fluid Dynamics ............................................................................................................ 1952
Michele Bucelli, Luca Dede’ and Alfio Quarteroni

separation simulation and Compatibility analysis of multibody aircraft  
with consideration of aeroelasticity .................................................................................................. 1953
Nuo Ma, Fanmin Meng and Junhui Meng

space-Time Computational Methods for a Tsunami-shelter Vertical-Axis  
Wind Turbine ................................................................................................................................................. 1954
Yuto Otoguro, Kenji Takizawa and Tayfun E. Tezduyar

Time-splitting schemes for Fluid--structure Interaction in biomedical Applications 1955
Richard Schussnig, Douglas R.Q. Pacheco and Thomas-Peter Fries

Ventricle-Valve-Aorta Flow Analysis with the space-Time Isogeometric  
Discretization and Topology Change ................................................................................................ 1956
Takuya Terahara

Ms1506 - Challenges and locks for fluid-structure interaction:  
from vibrations to non-linear transients in industrial framework

Organized by Vincent Faucher, Olivier Jamond, Nicolas Lelong, Benoît Prabel and Maria-Adela Puscas 

Ditching simulation of Aircraft. A Comparative Analysis of Different  
Computational Approaches ................................................................................................................... 1957
Bertrand Langrand, Christian Leon Munoz, Roland Ortiz and Dieter Kohlgrueber
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Ms1507 - Novel Numerical Algorithms for Fluid-structure  
Interaction and Optimization for Flow Energy Converter

Organized by Ming-jyh Chern, Chao-An Lin and Tzyy-Leng Horng 

Comparison of Actuator-Disk based LEs and RANsE predictions in Farm  
Flow simulations ......................................................................................................................................... 1958
Shiu-Wu Chau and Yu-Cheng Hsu

Enhanced vortex-induced vibration of two side-by-side circular cylinders  
at Re = 1000 ................................................................................................................................................... 1959
Yosua Heru Irawan, Syed Ahmad Raza and Ming-Jyh Chern

Flow Analysis for bionic shark Denticle structure by the Variational Multiscale  
Finite Element Method ............................................................................................................................. 1960
Wei-Chen Lin

Fluid-structure interaction simulations using immersed boundary method  
and general pressure equation ............................................................................................................ 1961
Chao-An Lin and Yen-Yu Liu

Numerical simulations of dynamic stall of airfoil under plasma control in  
turbulent flow ............................................................................................................................................... 1962
Ping-Chien Lu and Ming-Jyh Chern

Numerical study of Racing Motorbike Aerodynamic Wing Kit Configurations  
Using OpenFoam CFD ............................................................................................................................... 1963
Han Chien and Chin-Cheng Wang

Numerical study of savonius wind turbine using direct-forcing immersed  
boundary method  ..................................................................................................................................... 1964
Desta Tewolde and Chern Ming-Jyh

Ms1508 - IMMERsED bOUNDARY METhOD  
AND ITs NOVEL AppLICATIONs

Organized by Li Wang, Fang-Bao Tian, Wei-Xi Huang, Zhengliang Liu and Yi Zhu 

Force performance and Vortex structure of Flapping Foil in Unsteady Ground  
Effect at Moderate Reynolds Number ............................................................................................... 1965
Jiantao Zhang and Takashi Nakamura

Reducing velocity error and its consequences by an iterative feedback  
immersed boundary method ................................................................................................................ 1966
Qiuxiang Huang, Zhengliang Liu, Abhijith Moni, Sridhar Ravi, Fang-Bao Tian, John Young and Joseph 
C.S. Lai

VALIDATIONs OF A WALL MODEL IN ThE IMMERsED bOUNDARY--LATTICE  
bOLTZMANN METhOD ............................................................................................................................. 1967
Li Wang, Fang-Bao Tian and John Young

Wall Model-based Diffuse-Interface Immersed boundary Method for  
simulation of Incompressible Turbulent Flows ............................................................................ 1968
Yinjie Du, Liming Yang and Chang Shu
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Ms1510 - Fluid-structure Interaction, Contact and Interfaces
Organized by Peng Du, Haibao Hu, Xiaopeng Chen, Feng Ren, Xiao Huang, Luo Xie and Jun Wen 

Acoustic-structure Coupling Modeling and Dynamic Analysis of  
pump-pipeline system ............................................................................................................................. 1969
Shaojie Guo and Changqing Bai

Dynamic Mode Decomposition of Lead-bismuth Eutectic Turbulent Flow  
in a Wire-Wrapped single Rod Channel ........................................................................................... 1970
Xielin Zhao

study on the behavior of bubbles colliding with hydrophilic and hydrophobic  
curved walls ................................................................................................................................................... 1971
Zijian Tang, Peng DU, Haibao HU and Xiaopeng Chen

Underwater Explosion (UNDEx) and Air-blast Fluid structure Interaction using  
penalty and strongly coupled Immersed-IGA-peridynamics ................................................ 1972
Shaunak Shende, Masoud Behzadinasab, Georgios Moutsanidis and Yuri Bazilevs

1600 - GEOMEChANICs AND NATURAL MATERIALs

Ms1602 - Computational Geomechanics
Organized by Jinhyun Choo, José Andrade, Chloé Arson, Ronaldo Borja,  

Richard Regueiro, WaiChing Sun and Jidong Zhao 

A hybrid Continuum-Discrete Method for Numerical simulation of  
Granular Impact Dynamics .................................................................................................................... 1974
Yupeng Jiang, Yidong Zhao, Clarence Choi and Jinhyun Choo

A New Assumed Deformation Gradient Approach to Mitigating Volumetric  
Locking in Explicit Material point Methods ................................................................................... 1975
Yidong Zhao, Chenfanfu Jiang and Jinhyun Choo

A Two-dimensional bio-chemo-hydro-mechanical Model for In-situ  
stabilization of soils using biochemical processes .................................................................... 1976
Pavan Kumar Bhukya and Dali Naidu Arnepalli

hyperelastic Model for Geomaterials: Its significance in Coupling with  
plasticity for Finite strain ........................................................................................................................ 1977
Yuki Yamakawa, Akiyoshi Ueda and Kanta Sakamoto

Multiphysics finite element analysis of intermediate-depth earthquakes .................... 1978
Craig Foster, Sheng-Wei Chi, Ashay Panse and Yeji Lee

Multiscale Modelling of Normal Fault Rupture-soil-Foundation Interaction ............... 1979
Lifan Chen, Ning Guo and Zhongxuan Yang

Numerical study on the hydrate-rich sediment behaviour during  
depressurization ......................................................................................................................................... 1980
Sahil Wani, Rahul Samala, Ramesh Kannan Kandasami and Abhijit Chaudhuri
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On the frictional dissipation of micromechanics-enhanced phase-field model .......... 1981
Tao You, Qizhi Zhu, Weijian Li and Jianfu Shao

phase-field Modeling of Nucleation and propagation of Geologic Faults ..................... 1982
Fan Fei, Md. Shumon Mia, Ahmed Elbanna and Jinhyun Choo

prediction of Rate-dependent Mechanical behaviour of Toyoura sand  
Employing a Newly proposed Visco-plastic Constitutive Model ......................................... 1983
Siddharth Pathak and Mousumi Mukherjee

stochastic homogenization of Large Deformation plasticity in porous brittle  
solids ................................................................................................................................................................ 1984
Lars Blatny, Henning Löwe and Johan Gaume

Ms1603 - Computational Methods for  
snow Mechanics and Engineering 

Organized by Fabrizio Barpi, Gianmarco Vallero, Monica Barbero,  
Mauro Borri-Brunetto and Valerio De Biagi 

A Depth-Averaged Material point Method for the simulation of snow slab  
Avalanche Release  ..................................................................................................................................... 1985
Louis Guillet, Bertil Trottet, Lars Blatny, Denis Steffen and Johan Gaume

Computational mechanics for snow and avalanche modeling ............................................ 1986
Johan Gaume

DEM investigation of crack propagation regimes in large-scale snow  
fracture experiments ................................................................................................................................ 1987
Gregoire Bobillier, Bastian Bergfeld, Alec van Herwijnen, Johan Gaume and Jürg Schweizer

Modelling Roll Waves and Erosion-Deposition Waves in snow Avalanches  
with the Material point Method ........................................................................................................... 1988
Xingyue Li, Betty Sovilla, Nico Gray and Johan Gaume

MpMxDEM method to model multiscale cohesive granular process involved in  
snow avalanches ......................................................................................................................................... 1989
Olivier Ozenda

New insights on avalanche release mechanics based on large-scale  
elastoplastic simulations ........................................................................................................................ 1990
Bertil Trottet

New perspectives for the Elasto-plastic Modelling of snow .................................................. 1991
Gianmarco Vallero, Monica Barbero, Fabrizio Barpi, Mauro Borri-Brunetto and Valerio De Biagi

The effects of precipitation particle shape on snowpack  ...................................................... 1992
Takahiro Tanabe

187



Ms1604 - Machine learning in geomechanics and geomaterials
Organized by Jianfeng Wang 

predicting contact force chains within granular materials using machine  
learning methods ....................................................................................................................................... 1993
Jianfeng Wang and Mengmeng Wu

predicting pile bearing Capacity with Machine Learning ....................................................... 1994
Yago Gomes and Dimas Ribeiro

Ms1605 - Validation of Numerical Modeling of  
soil-structures Interaction in Liquefiable soils

Organized by Majid Manzari and Kyohei Ueda 

Application of strain space Multiple Mechanism Model Accounting for  
Inherent Anisotropy to seismic Response of soil-structure systems ............................... 1995
Kyohei Ueda, Junichi Hyodo, Koichi Masuda, Takahiro Kukidome, Shuzo Setoguchi,  
Tsugihito Tanaka and Shingo Awazu

Effective stress Analysis Method for Unsaturated to saturated porous Media  
and its application to Underground structure in Liquefiable Ground ............................. 1996
Yuki Takada, Tomohiro Sasaki, Koji Ito and Shunichi Higuchi

Evaluation of Wave-Resistant stability of suction bucket Foundations with  
Different Foundation Dimensions ...................................................................................................... 1998
Yuto Nakanishi, Kyohei Ueda and Ryosuke Uzuoka

high-performance solid-fluid coupled dynamic simulation of soil liquefaction ........ 1999
Rongxin Wang, Rui Wang and Jianmin Zhang

Importance of Appropriate Liquefaction Resistance simulation for  
Underground structure seismic Response Analysis ................................................................. 2000
Jia-Ke Yu, Rui Wang and Jian-Min Zhang

seismic behaviour of embankment containing multi-segmented rigid bodies  
placed on liquefiable ground ................................................................................................................ 2001
Yuusuke Miyazaki, Shizuka Eshiro, Ayako Namigishi, Masato Kamo, Satoshi Tayama,  
Yu Fujiwara and Hirofumi Hisada

seismic response of sheet-pile structures in liquefiable soils:  
stochastic modeling and validation .................................................................................................. 2002
Majid Manzari

Ms1607 - Multiscale, Multifield, and Continuum-Discontinuum  
Analysis in Geomechanics

Organized by Haitao Yu, Qiushi Chen, Yiming Zhang, Xueyu Geng,  
Ningning Zhang, Hui Wang and Yunteng Wang 

A coupled bChM model for MICp treatment in soil.................................................................... 2003
Xuerui Wang and Udo Nackenhorst
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Analysis of coal fluidization mining with continuous-discontinuous element ............ 2004
Jing Li, Chun Feng and Jing Li

Analytical quantification of thermal stresses in concrete beams in  
consequence of multiscale constraints  ........................................................................................... 2005
Hui Wang, Yong Yuan, Herbert A. Mang, Qing Ai, Xingchun Huang and Bernhard L.A. Pichler

Ms1608 - particle-based numerical  
modeling in Geotechnical engineering

Organized by Yukio Nakata, Kenichi Soga, Mingjing Jiang and Shuji Moriguchi 

A coupled implicit MpM-DDA for soil-structure interaction problems ............................ 2006
Ryota Hashimoto, Bodhinanda Chandra and Kenichi Soga

A unified signed-distance-field DEM framework for arbitrary particle shapes ........... 2007
Zhengshou Lai, Shiwei Zhao, Jidong Zhao and Linchong Huang

An Improved Extended Material point Method to Model shear band  
Evolution and Large Deformation post-failure behaviors ...................................................... 2008
Yong Liang, Bodhinanda Chandra and Kenichi Soga

Assessment of Macro and Micro level heterogeneities for Characterizing  
Mechanical behavior of sand in biaxial Test employing DEM .............................................. 2009
Madhu Sudan Negi and Mousumi Mukherjee

Detailed statistical properties of Cell-based packing structure in Elliptic  
particle systems ........................................................................................................................................... 2010
Xiaoyu Jiang and Takashi Matsushima

Discrete Element simulation on particle Runout of Dry Granular Chute Flow ............. 2011
Ahmed Ashour, Takashi Matsushima and Hitoshi Nakase

Evaluation of skeletal structure for binary Granular Mixture Forming Reposed  
state .................................................................................................................................................................. 2012
Masato Taue, Yukio Nakata and Shintaro Kajiyama

Failure Analysis of Unsaturated soil using semi-Implicit MpM ........................................... 2013
Soma Hidano, Yuya Yamaguchi, Shinsuke Takase, Shuji Moriguchi, Kenji Kaneko and Kenjiro Terada

Rheology of segregated bi-disperse Granular Flow in An Inclined plane ...................... 2014
Haoran Jiang, Xiaoyu Jiang and Takashi Matsushima

simulation of bearing capacity of pile in crushable soil .......................................................... 2015
Trong-nghia Nguyen, Mamoru Kikumoto and Rahmat Kurniawan

simulations of Earthquake-induced Landslides by MpM ....................................................... 2016
Ryoichi Kimura, Soma Hidano, Riichi Sugai, Shuji Moriguchi and Kenjiro Terada

simulations of submarine landslide-induced tsunamis .......................................................... 2017
Shaoyuan Pan, Somphong Chatuphorn, Anawat Suppasri, Shuji Moriguchi and Kenjiro Terada
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The effect of particle shape on rockfall events............................................................................. 2018
Ryota Shiyake, Dominik Krengel and Mamoru Kikumoto

Using 3D MpM to simulate multi phase gravity-driven mass flows for  
assessing the damage potential of cascading natural hazards ........................................... 2019
M.L. Kyburz, Betty Sovilla, Yves Bühler, Alessandro Cicoira and Johan Gaume

Validation of DEM using macroscopic stress-strain behavior and microscopic  
particle motion in sheared granular assemblies ......................................................................... 2020
Usman Ali, Mamoru Kikumoto, Matteo Oryem Ciantia and Ying Cui

Ms1609 - Advanced computational modelling  
of wood, wood-based products, and timber structures

Organized by Josef Füssl, Markus Lukacevic, Josef Eberhardsteiner and Michael Kaliske 

Computed tomography-based modelling of moisture-induced mechanical  
behaviour of sawn timber during kiln drying ............................................................................... 2021
Sara Florisson, Lars Hansson, Johannes Huber, José Couceiro and Dick Sandberg

Investigation of Chemical Elements Influence on Tracheid Effect by ICp-Ms ................ 2022
Yi-jen Chen, Tzu-Yu Kuo and Wei-Chung Wang

Long-Term hygromechanical behavior of Wood Exposed to Changing  
Climatic Conditions .................................................................................................................................... 2023
Maximilian Autengruber, Markus Lukacevic and Josef Füssl

Methods in an open-source framework for non-linear time-history dynamic  
analyses of Cross Laminated Timber structures subjected to Computational  
Fluid Dynamics wind actions  ............................................................................................................... 2024
Lorenzo Riparbelli, Ioannis Christovasilis, Richard Szoke Schuller and Marco Fioravanti

Modeling approach to estimate the bending strength and height effect of  
glued laminated timber beams............................................................................................................ 2025
Markus Lukacevic, Christoffer Vida and Josef Füssl

Multi-physical Modeling and Numerical simulation of  
Thermo-hygro-Mechanical Treatment of Wood for Use in Timber structures ............. 2026
Robert Fleischhauer and Michael Kaliske

phase Field Method-based Modeling of Fracture in Wood .................................................... 2027
Sebastian Pech, Markus Lukacevic and Josef Füssl

simulation of the temperature distribution in glued butt-joint timber  
connections  .................................................................................................................................................. 2028
Dio Lins and Steffen Franke

Wood-Water Relation Revisited from Molecular scale ............................................................. 2029
Chi Zhang, Dominique Derome and Jan Carmeliet
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Ms1610 - Numerical methods in geomechanics
Organized by Ryosuke Uzuoka, Kazunori Fujisawa, Toshihiro Noda and Feng Zhang 

A finite element analysis of Expansive bedrock considering  
Electro-chemo-mechanical coupling phenomena in crystal layers of  
clay minerals and Degradation of the internal structure ........................................................ 2030
Keitaro Hoshi, Shotaro Yamada and Takashi Kyoya

A numerical simulation of CpT Test based on a Cavity Expansion Theory by  
Using Effective stress Analysis ............................................................................................................. 2031
Tadashi Kawai, Toshihiro Noda and Koken JIMBA

A slope stability analysis over a large area using hovland’s method and  
three-dimensional simplified bishop’s method  .......................................................................... 2032
Daichi Sugo, Saneiki Fujita, Kenta Tozato, Shuji Moriguchi and Kenjiro Terada

Coupled bond-based peridynamics and DEM with softening Model for  
Cracking and Failure of Compacted Clay  ....................................................................................... 2033
Yutaka Fukumoto, Tomoyuki Sawa, Kousei Komuro, Eiji Horikoshi and Taiki Shimbo

Development of a stability analysis method of reinfoced soil by hybrid type  
rigid-plastic finite element method ................................................................................................... 2034
Yuki Yamakuri, Ena Sakon, Shun-ichi Kobayashi and Xi Xiong

Differences in Using Ceramic Discs and Microporous Membrane Filters for  
suction Control in the Axis-Translation Technique for Unsaturated soils ...................... 2035
Xi Xiong, Shun-ichi Kobayashi, Junnan Ma and Feng Zhang

Dynamic coupled analysis with complete formulation of unsaturated soil in  
centrifuge tests ............................................................................................................................................ 2036
Ryosuke Uzuoka, Jiawei Xu, Ryosuke Yoshikawa and Kyohei Ueda

Evaluation of slopes subjected to intermittent rainfall conditions ................................... 2037
Sanchitha Jayakody, Kyohei Ueda and Ryosuke Uzuoka

hydrologic-geotechnical Modelling for Multihazard Analysis of Landslide  
and Flood caused by heavy Rainfall .................................................................................................. 2038
Nilo Lemuel Dolojan, Shuji Moriguchi, Masakazu Hashimoto, Nguyen Xuan Tinh, Hitoshi Tanaka and 
Kenjiro Terada

Large Deformation simulation for Geotechnical Engineering based on  
Cosserat Continuum Theory and Isogeometric Analysis ......................................................... 2039
Hongxiang Tang and Feng Zhu

Mathematical and numerical modelling of biomediated soil improvement ................ 2040
Ibuki Nishimura and Hitoshi Matsubara

Mathematical and numerical modelling of photoautotrophic calcification  
on rock surface ............................................................................................................................................. 2041
Hitoshi Matsubara and Ibuki Nishimura

Modelling landslide debris flow with entrainment: development and validation ..... 2042
Ivan Li, Eugene. K. L. Wong and Eric. H. Y. Sze
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Numerical elucidation of the graben crack damage that formed in the Aso  
caldera due to the 2016 Kumamoto earthquake ........................................................................ 2043
Kentaro Nakai

Numerical simulation of pile penetration into geomaterials using  
particle-element coupled method ..................................................................................................... 2044
Takatoshi Kiriyama, Kota Otake, Shogo Ishii and Hirokazu Akagi

quantification of the effect of rock shape properties on the distribution  
characteristics of rockfall run-out ...................................................................................................... 2045
Taiki Yoshida, Daiki Watanabe, Hasuka Kanno, Shuji Moriguchi and Kenjiro Terada

reconstruction of isotropic Cam-clay model based on Multiplicative  
decomposition of deformation gradient ........................................................................................ 2046
Yuta Abe, Shotaro Yamada and Takashi Kyoya

seismic Response Analysis of Embankment Dams by Velocity-based  
space-Time FEM ........................................................................................................................................... 2047
Kazunori Fujisawa

simulation of deformation followed by failure of unsaturated slope in a  
rainfall model test ...................................................................................................................................... 2048
Takahiro Yoshikawa, Toshihiro Noda and Kengo Nishizawa

simulation of Lateral Compression-induced Fault Topographies based on  
the Non-linear Elasto-plastic soil Mechanics  ............................................................................... 2049
Tomohiro Toyoda

simulation the landslide induced tsunami using integrated numerical  
modelling........................................................................................................................................................ 2050
Doan Loi, Kyohei Ueda and Ryosuke Uzuoka

Ms1611 - Computational Granular Mechanics
Organized by Hongyang Cheng, Klaus Thoeni, Xue Zhang and Vanessa Magnanimo 

Avalanching of variously shaped DEM particles in a rotating drum ................................. 2051
Dominik Krengel, Hans-Georg Matuttis, Ryota Shiyake and Mamoru Kikumoto

Generalized FEM-DEM coupling for multi-scale simulations of granular  
materials using coarse-graining .......................................................................................................... 2052
Hongyang Cheng, Stefan Luding, Anthony Thornton, Andrew Hazel and Thomas Weinhart

Ground behavior in belled pile uplifting by Discrete Element Method ........................... 2053
Kota Otake, Hirokazu Akagi, Takatoshi Kiriyama and Shogo Ishii

Kinematics of Granular Materials Considering Realistic and pseudo-Realistic  
particle Morphology ................................................................................................................................. 2054
NSSP Kalyan and Ramesh Kannan Kandasami

Numerical simulation of pile penetration into Granular Materials Using the  
Discrete Element Method ....................................................................................................................... 2055
Shogo Ishii, Hirokazu Akagi, Takatoshi Kiriyama and Kota Otake
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Ms1612 - Multiscale Modeling and Numerical  
stress Analysis of prestressed Rocks 

Organized by Vladimir Levin, Konstantin Zingerman and Anatoly Vershinin 

Comparative analysis of oneApI and CUDA technologies for the parallel 
implementation of matrix-free finite element method ........................................................... 2056
Arseniy Mokin, Anatoly Vershinin, Grigory Sabinin and Vladimir Levin

Mathematical modeling of coupled hydro-geomechanical processes with  
changing properties of the medium under finite strains using  
high-performance computing .............................................................................................................. 2057
Anatoly Vershinin, Vladimir Levin, Victor Eremeev and Yury Podladchikov

Ms1613 - Challenges in sea ice mechanics research - experimental 
investigation, theroretical description and numerical simulation

Organized by Jörg Schröder, Carina Schwarz, Doru C. Lupascu, Tim Ricken,  
Marcello Vichi and Sebastian Skatulla

Modelling of sea Ice Formation Using the phase-field Method ........................................... 2058
Emmanuel Omatuku, Sebastian Skatulla, Marcello Vichi, Jörg Schröder and Tim Ricken

Ms1614 - Recent Advances in Computational Geomechanics
Organized by Nasser Khalili, Mohammad Vahab and Babak Shahbodagh 

A Viscoplasticity Model for Creep-Induced Failure of Clay ..................................................... 2059
Babak Shahbodagh, Ngoc Mac, Golnaz Esgandani and Nasser Khalili

pore pressure parameters for Unsaturated soils ......................................................................... 2060
Mahnoush Gharehdaghi

1700 - DATA sCIENCE, MAChINE  
LEARNING AND ARTIFICIAL INTELLIGENCE

Ms1701 - Applications of Artificial Intelligence and Machine-Learning 
Methods to Mechanics, Materials, Medicine, and Engineering

Organized by Shaofan Li, Vickie Shim, Ying Li, Harold Park and Shingo Urata 

A Convolutional Neural Network for predicting the eigenvalues of the 2D  
helmholtz equation ................................................................................................................................... 2061
Daiki Ishida

A deep learning-based design approach for developing additive  
manufactured bone scaffolds to enhance bone ingrowth ..................................................... 2062
Chi Wu, Boyang Wan, Ali Entezari, Jianguang Fang, Jingxiao Zhong, Wenwei Huang, Yanan Xu, Grant 
Steven, Michael Swain and Qing Li

A machine learning model to forecast of a cable-stayed bridge deformation  
by using weather forecast data ............................................................................................................ 2063
Youqin Huang and Shaofan Li
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A machine learning-based probabilistic computational framework for  
uncertainty quantification of actuation of clustered tensegrity structures .................. 2064
Yipeng Ge, Zigang He, Shaofan Li and Liang Zhang

An ANN-based model-order-reduction method for large-scale simulation and  
design ............................................................................................................................................................... 2066
Renkai Tan, Kangjie Li and Wenjng Ye

Artificial Intelligence-Assisted Design: A Multi-Input Neural Network-based  
hull Design Assistant ................................................................................................................................ 2067
Yu Ao, Shaofan Li, Yunbo Li and Jiaye Gong

Artificial neural network methods based on boundary integral equations .................. 2068
Han Zhang, Peirong Li, Cosmin Anitescu and Elena Atroshchenko

Constructing Machine-learned Interatomic potentials for Covalent bonding  
Materials and MD Analyses of Dislocation and surface ........................................................... 2069
Junya Moriguchi, Ken-ichi Saitoh, Kenji Nishimura, Tomohiro Sato, Masanori Takuma  
and Yoshimasa Takahashi

Designing Auxetic Metamaterials using Deep Learning ......................................................... 2070
Xiaoyang Zheng and Ikumu Watanabe

Discovery of Cell Migration Models by Data Driven Variational system  
Identification and Inverse Reinforcement Learning .................................................................. 2071
Siddhartha Srivastava, Chengyang Huang, Wanggang Shen, Patrick Kinnunen, Kenneth Ho,  
Zhenlin Wang, Gary Luker, Kathy Luker, Jennifer Linderman, Xun Huan and Krishna Garikipati

Graph theory-based structural analysis on density anomaly of silica glass .................. 2072
Shingo Urata, Aik Rui Tan and Rafael Gómez-Bombarelli

Modified structure of Composite Neural Network using Multi-fidelity  
Data with Different Input Variables ................................................................................................... 2073
Hwisang Jo, Byeong-uk Song, Joon-Yong Huh, Seung-Kyu Lee and Ikjin Lee

Nonintrusive neural topology optimization ................................................................................. 2074
Miguel Bessa, Gawel Kus and Shushu Qin

physics-informed Neural Network Enhanced Reproducing Kernel particle  
Method for Modeling Grain Refinement ......................................................................................... 2075
Jiun-Shyan Chen, Jonghyuk Baek and Kristen Susuki

shear stress Analysis inside CuZr-based Metallic Glasses using Machine  
Learning potential ...................................................................................................................................... 2076
Hibiki Kato, Yoshinori Shiihara and Takuya Iwashita

Ms1702 - Machine Learning for Cardiac Modelling and simulation
Organized by Simone Pezzuto, Francisco Sahli Costabal, Rolf Krause,  

Hermenegild Arevalo and Luca Dedé

Combining a Long short-Term Memory Network with 3D simulations of  
Fetal and Maternal Ventricular Excitation for Fetal ECG Extraction................................... 2077
Julie Uv, Lena Myklebust and Hermenegild Arevalo
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Data Creation for Arrhythmic Risk Assessment in post-Infarction patients .................. 2078
Mary M. Maleckar

Efficient AI-surrogates for Clinical Translation: parameter Estimation and  
biomechanics Assessment of the heart ........................................................................................... 2079
Gonzalo Maso Talou, Thiranja Prasad Babarenda Gamage and Martyn Nash

Model order reduction, sensitivity analysis and uncertainty quantification  
in cardiac electromechanics .................................................................................................................. 2080
Francesco Regazzoni, Matteo Salvador, Luca Dede’ and Alfio Quarteroni

Multi-Fidelity simulations of Cardiac Electrophysiology with Applications  
to Atrial Fibrillation ................................................................................................................................... 2081
Lia Gander, Simone Pezzuto, Rolf Krause, Paris Perdikaris and Francisco Sahli-Costabal

physics-aware Deep Learning Models for the Inverse problem of  
Electrocardiography .................................................................................................................................. 2082
Riccardo Tenderini, Stefano Pagani, Alfio Quarteroni and Simone Deparis

physics-informed neural network estimation of material properties in  
cardiac biomechanical models ............................................................................................................. 2083
Federica Caforio, Francesco Regazzoni, Stefano Pagani, Alfio Quarteroni, Gernot Plank  
and Gundolf Haase

physics-informed neural networks for image registration: computing cardiac  
strain ................................................................................................................................................................. 2084
Francisco Sahli-Costabal, Pablo Arratia, Hernán Mella, Sergio Uribe and Daniel E. Hurtado

physics-informed neural networks to learn cardiac fiber orientation from  
multiple electroanatomical maps ....................................................................................................... 2085
Simone Pezzuto, Carlos Ruiz-Herrera, Thomas Grandits, Gernot Plank, Paris Perdikaris and Francisco 
Sahli-Costabal

Ms1703 - Incorporating fundamental principles in  
innovative machine learning models of physics

Organized by Reese Jones, Ari Frankel, Cosmin Safta and Nathaniel Trask 

Active learning and integrable deep neural networks for scale bridging  
materials physics: From electronic structure through statistical mechanics  
to phase field theories and elasticity ................................................................................................ 2086
Krishna Garikipati, Gregory Teichert, Sambit Das, Muratahan Aykol, Chiranjeevi Gopal  
and Vikram Gavini

Approximating the Operator of the Wave Equation via Deep Learning .......................... 2087
Ziad Aldirany, Régis Cottereau, Marc Laforest and Serge Prudhomme

Conditionally parameterized, Discretization-Aware Graph Neural Networks  
for scientific Computing on Unstructured Meshes .................................................................... 2088
Karthik Duraisamy, Jiayang Xu and Elnaz Rezaian

EM partition of Unity Networks with Applications in quantum Computing ................. 2089
Tiffany Fan, Nat Trask, Marta D’Elia and Eric Darve
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Error-in-variables modeling for operator regression ............................................................... 2090
Ravi Patel, Indu Manickam, Myoungku Lee and Nathaniel Trask

hyper-differential sensitivity analysis for learned operators ............................................... 2091
Bart Van Bloemen Waanders, Joseph Hart, Shane McQuarrie and Karen Willcox

Learning Mesh-based simulations using Graph Neural Networks with  
physical symmetries .................................................................................................................................. 2092
Masanobu Horie, Naoki Morita and Naoto Mitsume

physics-informed neural network for increasing prediction accuracy of  
microscale variations of single plant cell during drying ......................................................... 2093
Chanaka Prabuddha Batuwatta Gamage, YT Gu, CM Rathnayaka, HCP Karunasena, MA Karim and 
WDCC Wijerathne

Ms1704 - Deep Learning in Computational  
Materials science and Engineering

Organized by Shaoping Xiao 

Deep learning in multiscale modelling of spatially tailored materials ............................ 2094
Shaoping Xiao, Siamak Attarian and Phillip Deierling

Ms1705 - Data-driven and Machine learning Method for  
turbulence, Fluid Loads,and fluid-structure Interaction

Organized by GANG CHEN, WEIWEI ZHANG, HUI TANG and Richard P. Dwight 

hybrid physics informed neural networks applied to two-dimensional  
turbulence ...................................................................................................................................................... 2095
Vijay Kag

Liutex-based Direct Integrated Field Inversion and Machine Learning  
Framework for Turbulence Modeling................................................................................................ 2096
Yisheng Gao and Jiajun Long

Neural network supported surrogate models for particle-laden flow ............................. 2097
Fateme DARLIK

Neural Network-based surrogate Models Applied to Fluid-structure  
Interaction problems ................................................................................................................................ 2098
Daniel Andrés Arcones, Rishith E. Meethal, Birgit Obst and Roland Wüchner

Ms1706 - Decision-making in large-scale  
atomistic material simulations

Organized by Danny Perez and Thomas Swinburne 

building better Databases to Learn From - Interatomic potentials for  
Material science and beyond ................................................................................................................ 2099
Mitchell Wood and Aidan Thompson

196



Efficient and decision-based exploration of the high-dimensional chemical  
and structural design space of high entropy alloys ................................................................... 2100
Jörg Neugebauer, Jan Janssen and Fritz Körmann

Fitting and using machine learned interatomic potentials for plasticity........................ 2101
Markus Stricker

Optimal Ressource Allocation in parallel Trajectory splicing ............................................... 2102
Andrew Garmon, Vinay Ramakrishnaiah and Danny Perez

Ms1707 - Uncertainty quantification for  
Data-Intensive Inverse problems and Machine Learning

Organized by Tan Bui-thanh and Andreas Mang 

An ML-based Workflow for seismic Imaging under Uncertainty......................................... 2103
Alvaro Coutinho, Charlan Alves, Carlos Barbosa, Djalma Soares Filho, Rodolfo Freitas,  
Liliane Kunstmann, Marta Mattoso, Débora Pina, Fernando Rochinha, Bruno Silva and Rômulo Silva

Coupling Optimal Experimental Design and Optimal Control ............................................. 2104
Rebekah White and Bart Van Bloemen Waanders

Data Imputation and bayesian Inverse using quantum-Inspired hamiltonian  
Monte Carlo ................................................................................................................................................... 2105
Didem Kochan, Zheng Zhang, Youzuo Lin and Xiu Yang

Estimation for Time-Enhancement Curves of Regions-of-Interest from series  
of x-ray projection Data Obtained from Intra-oparation ........................................................ 2106
Tomoya Hasegawa, Kenji Amaya and Katsuyuki Taguchi

Fatigue Crack Growth prediction under Incomplete Information using  
Kalman Filter ................................................................................................................................................. 2107
Kenji Amaya, Rinya Hatanaka, Norihiko Hana and Masaki Umeda

projected Variational Methods for high-dimensional bayesian Inference .................... 2108
Peng Chen

Regularization Method using Crack Growth Candidate solutions in Crack  
Identification Inverse problem  ............................................................................................................ 2109
Kazushi Mitamura, Kenji Amaya, Norihiko Hana, Masaki Umeda and Masao Akiyoshi

scalable statistical Finite Elements via partial Differential Equation  
Representation of Matérn Fields ......................................................................................................... 2110
Kim Jie Koh, Eky Febrianto and Fehmi Cirak

Using Manifold Learning to Enable Computationally Efficient stochastic  
Inversion with high-dimensional Data ............................................................................................ 2111
Tian Yu Yen and Tim Wildey

Variational bayesian optimal experimental design for the discovery of  
electro-deposition process models ................................................................................................... 2112
Mehdi Khalloufi, Jiayuan Dong, Christian Jacobsen, Xun Huan and Karthik Duraisamy
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Ms1708 - Machine Learning based Design  
of Composite Materials and structures

Organized by Seunghwa Ryu, Grace Gu, Shu-Wei Chang and Zhao Qin 

Deep Learning Framework for Material Design space Exploration using Active  
Transfer Learning and Data Augmentation ................................................................................... 2113
Yongtae Kim, Youngsoo Kim, Charles Yang, Kundo Park, Grace Gu and Seunghwa Ryu

Designing staggered platelet composite structure with Gaussian process  
regression based bayesian optimization ........................................................................................ 2114
Kundo Park, Youngsoo Kim, Minki Kim, Chihyeon Song, Jinkyoo Park and Seunghwa Ryu

Generative Design of Three-Dimensional Interpenetrating phase Composite  
Materials ......................................................................................................................................................... 2115
Zhengyang Zhang, Han Fang, Jiajie Lv and Yanming Wang

Generative Machine Learning-based Optimization for Composites with high  
Impact performance .................................................................................................................................. 2116
Sangryun Lee, Elizabeth Pegg and Grace Gu

Image-based structural Composite Design and Mechanical Characterization  
via Image-to-particle Conversion and GpU-accelerated Lattice spring  
Fracture simulation ................................................................................................................................... 2117
Yuan Chiang, Ting-Wai Chiu and Shu-Wei Chang

Intelligent Composites Forming - simulations For Faster, higher quality  
Manufacture .................................................................................................................................................. 2118
Siyuan Chen, Jonathan Belnoue, Adam Thompson, Tim Dodwell and Stephen R. Hallett

The mechanism of Activated carbon to removal Nano-plastic from Molecular  
dynamics approach  ................................................................................................................................... 2120
Shu-Wei Chang and Wei-han Hui

Transfer learning using homogenization theory for efficiently predicting  
elasto-plastic response of particle/short fiber-reinforced composites ............................ 2121
Jiyoung Jung, Yongtae Kim, Jinkyoo Park and Seunghwa Ryu

Ms1710 - Numerical simulations and Machine  
Learning for Micro-Meteorology predictions and Applications

Organized by Ryo Onishi, Kai Schneider, Tomoaki Watanabe, Shaoxiang Qian and Keigo Matsuda 

A basic study on prediction of Airborne Chloride by Machine Learning and  
Numerical simulation ............................................................................................................................... 2122
Kei Ukemasu, Kohei Sakihara, Hiroki Takikawa, Akira Anju, Souta Toyoda and Yusuke Higashifunamichi

A wavelet-based three-dimensional Convolutional Neural Network for  
superresolution of turbulent vorticity ............................................................................................. 2123
Tomoki Asaka, Katsunori Yoshimatsu and Kai Schneider

An Examination of Floating-point precision for super Resolution of Micro  
Meteorology simulations ....................................................................................................................... 2124
Yuichi Hirokawa, Ryo Onishi, Yuki Yasuda, Kolomenskiy Dmitry and Daisuke Sugiyama
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Analyses of Odor Gas Advection around the Miura peninsula Using  
high-Resolution Meteorological simulation ................................................................................ 2125
Keigo Matsuda and Toru Sugiyama

Direct numerical simulation of turbulent mixing in a heated swirling jet issued  
into a cross-flow ........................................................................................................................................... 2126
Tsukuru Furuta, Tomoaki Watanabe, Koji Nagata, Xidong Hu, Keigo Matsuda, Ryo Onishi  
and Shaoxiang Qian

Drag Coefficient of Fractal Trees: Investigation into Geometric Invariability ............... 2127
Igor Segrovets, Ryo Onishi and Dmitry Kolomenskiy

highly Resolved Regional Climate simulations over southern Kanto in Japan  
with pseudo Global Warming Method .............................................................................................. 2128
Toru Sugiyama and Keigo Matsuda

Impact of drone observation on micrometeorology predictions ....................................... 2129
Takuya Morita, Ryo Onishi, Yuki Yasuda, Daisuke Kudo, Ayako Kimura and Atushi Oseda

Model Intercomparison study of Jet in Cross Flow for prediction of hot Air 
Recirculation ................................................................................................................................................. 2130
Xidong Hu, Ryo Onishi, Tsukuru Furuta, Keigo Matsuda, Koji Nagata, Shaoxiang Qian  
and Tomoaki Watanabe

sensitivity study of Turbulence Models and Mesh size for CFD simulations  
of Jet in Cross Flow for prediction of hot Air Recirculation .................................................... 2131
Shaoxiang Qian, Xidong Hu, Tsukuru Furuta, Keigo Matsuda, Koji Nagata, Ryo Onishi  
and Tomoaki Watanabe

Three-Dimensional super-Resolution of passive-scalar and Velocity Distributions 
Using Neural Networks for Real-Time prediction of Urban Micrometeorology ........... 2132
Yuki Yasuda, Ryo Onishi and Keigo Matsuda

Ms1711 - Learning models for reliable predictions  
and decision making: methods and applications

Organized by Laura Mainini and Matteo Diez 

Combining Artificial Neural Networks and Modal Decomposition Methods  
to Assess and Forecast ship performance in Waves ................................................................... 2133
Matteo Diez, Andrea Serani, Mauro Gaggero and Emilio Fortunato Campana

Domain-Aware Active Learning for Multifidelity Optimization ........................................... 2134
Francesco Di Fiore and Laura Mainini

Gaussian process regression for ship dynamics: between the scylla of slow  
Karhunen-Loève convergence and the Charybdis of transient features ......................... 2135
Stephen Guth and Themistoklis Sapsis

Generalized Neural Network Approach to ship Motion Forecasting ................................ 2136
Kevin Silva and Kevin Maki

Multi-fidelity bayesian experimental design for extreme-event statistics .................... 2137
Yulin Pan and Xianliang Gong
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power spectrum Estimation based on the Long and short-Term Memory  
Neural Network subject to Missing Data ........................................................................................ 2138
Wanxiang Zhao and Yuanjin Zhang

predicting failures from data and physics: a nearly-real-time approach to  
system prognostics .................................................................................................................................... 2140
Pier Carlo Berri and Laura Mainini

Reduced operator inference for nonlinear partial differential equations ...................... 2141
Elizabeth Qian, Ionut-Gabriel Farcas and Karen Willcox

Ms1712 - Machine Learning and Computational  
Modeling for Mechanical behavior of Materials

Organized by C-S David Chen, C.T. Wu and Nien-Ti Tsou 

A hierarchical Design on bioinspired structural Composites using  
Reinforcement Learning .......................................................................................................................... 2142
Chi-Hua Yu, Bor-Yann Tseng, Cheng-Che Tung, Zhenze Yang, Elena Zhao, Po-Yu Chen,  
Chuin-Shan Chen and Markus Buehler

A Neural Network Enhanced Finite Element Method for TpMs based  
Mechanical Metamaterials simulation ............................................................................................. 2143
Yan-Zhen Chen, Tsung-Yeh Hsieh, Tsung-Hui Huang, Cheng-Che Tung and Po-Yu Chen

A new physics-Informed Neural Network based Topology Optimization  
framework for structural optimization ............................................................................................ 2144
Hyogu Jeong and YuanTong Gu

A Novel Coarse-Grained Model for Chloride Effect on Glass Reinforced  
polymer Composites ................................................................................................................................. 2145
Xing Quan Wang, Wei Jian and Denvid Lau

Artificial Neural Network potential Model for pb-Te-Ga Alloy Materials ........................ 2146
Yu-Ting Huang, I-Hsuan Chiu, You-Yi Lin, Nien-Ti Tsou, Yu-Chieh Lo and An-Cheng Yang

bio-inspired, Machine Learning-designed/optimized Metastructures and  
Composites with synergistic Mechanical properties ................................................................ 2147
Po-Yu Chen

Database-Driven Multiscale simulation of Inelastic Materials through an  
Efficient On-the-fly Generation of Data ........................................................................................... 2148
Jimmy Jean, Tung-Huan Su, Szu-Jui Huang and Chuin-Shan Chen

Deep neural network battery life and voltage prediction by using data of  
one cycle only ............................................................................................................................................... 2149
Chia-Wei Hsua, Shao-Yu Feng, Rui Xiong, Nan-Yow Chen, Ju Li and Nien-Ti Tsou

Geometric and Recurrent Neural Network for surrogate Modelling of  
polycrystalline Metals ............................................................................................................................... 2150
Tzu-Yao Chien, Guo-Chi Li, Tung-Huan Su and Chuin-Shan Chen
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hiDeNN-TD: Reduced-Order hierarchical Deep Learning Neural Networks .................. 2151
Lei Zhang, Ye Lu, Shaoqiang Tang and Wing Kam Liu

Intelligent Nonlinear Multiscale simulation of Injection-Molded  
short-Fiber-Reinforced Composites .................................................................................................. 2152
Haoyan Wei, CT Wu, Wei Hu, Yong Guo, Dandan Lyu, Tung-Huan Su, Hitoshi Oura,  
Masato Nishi, Sean Wang, Tadashi Naito, Joseph Lin, Leo Shen, Kai Wang and Philip Ho

Inverse Design of Face-Like 3D surfaces via Deep Learning ................................................. 2153
Jia-Yang Juang, Yi-Xian Xu, Yi-Hung Chiu, Yu-Chen Yen and Yu-Ting Huang

Machine Learning-based Energy Model and Mechanical properties of  
Chemically Complex Ultraelastic high Entropy Alloys ............................................................. 2154
Po-Yu Yang, Cheng-Lun Wu and Chun-Wei Pao

prediction of Wood surface Characteristics by Using Deep Learning on  
Tracheid Effect .............................................................................................................................................. 2155
Chun-Ping Huang, Tzu-Yu Kuo and Wei-Chung Wang

surrogates of Crystal plasticity Models Using self-Consistent Recurrent  
Neural Networks  ......................................................................................................................................... 2156
Colin Bonatti, Bekim Berisha and Dirk Mohr

Topological Optimization of the Dental Implant by Genetic Algorithm  
and Deep Learning Network  ................................................................................................................ 2157
chia-chun Chen

Unified unit-cell micromechanics model for effective mechanical properties  
of particulate, fibrous, and laminated composite materials ................................................. 2158
Chien-hong Lin

Ms1713 - Deep and Machine Learning Methodology in the  
Context of Application to Computational Mechanics
Organized by Yasushi Nakabayashi, Yoshitaka Wada, Masao Ogino,  

Akio Miyoshi and Shinobu Yoshimura 

A physics-Informed Machine Learning Meshfree Method for hydrodynamics  
Modelling ........................................................................................................................................................ 2159
Jinshuai Bai, Emilie Sauret and YuanTong Gu

Adversarial Neural Networks for solving variationally formulated partial  
Differential Equations............................................................................................................................... 2160
Carlos Uriarte, David Pardo, Judit Muñoz-Matute and Ignacio Muga

AI-driven photo-based prediction of Orthodontic Force and Moment under  
Treatment ....................................................................................................................................................... 2161
Kazuhiro Suga, Shogo Kato and Tatsuya Tanaka

Application of self-Organizing Map (sOM) to the Classification of Athletes’ 
psychological Ability ................................................................................................................................. 2162
Masato Masuda, Hongjie Zheng, Takeru Hatachi and Chieko Kato
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Automatic Visualization of Various Flow Fields Using self-Organizing Map ................. 2163
Yoshiaki Tamura and Masato Masuda

Construction of a surrogate model for crash box corruption  .............................................. 2164
Kakeru Sugiyama and Yoshitaka Wada

Data augmentation technique for construction engineering regression  
surrogate model  ......................................................................................................................................... 2165
Kai Ogata and Yoshitaka Wada

Defects Analysis in Carbon Fiber Reinforced plastic by Combining Machine  
Learning and Infrared stress Analysis  ............................................................................................. 2166
Yuta Kojima, Kenta Hirayama, Katsuhiro Endo, Kazuya Hiraide, Mayu Muramatsu  
and Yoshihisa Harada

Finite element quantitative analysis and deep learning qualitative  
estimation in structural engineering ................................................................................................ 2167
Peng Zhi and Yu-Ching Wu

Generating Merging strategies for Connected Autonomous Vehicles  
based on Collaborative spatiotemporal Information sensing and  
Multi-agent Deep Reinforcement Learning ................................................................................... 2169
Shuo Wang, Hideki Fujii and Shinobu Yoshimura

Graph and Machine Learning-based Approach to prediction of Ultimate  
Load of Latticed shells Considering Geometric Nonlinearity ............................................... 2170
Kazuki Hayashi and Makoto Ohsaki

physics-Informed Neural Networks for prediction of Ground settlement ..................... 2171
Shiori Kubo, Mayuko Nishio, Junya Inoue, Takashi Miyamoto and Pang-jo Chun

physics-informed neural networks for structural shell elements ....................................... 2172
Jan-Hendrik Bastek and Dennis M. Kochmann

prediction of physical property of fiber-reinforce composite materials  
using deep neural network .................................................................................................................... 2173
Yusuke Shimono, Gen Ymada, Takuya Yamamoto, Takashi Maejima,  
Takahiro Morita and Yoshitaka Wada

prediction of warp distortion in circuit board using machine learning ........................... 2174
Koki Tosuji and Yoshitaka Wada

Ms1714 - Advances in scientific machine learning  
for high dimensional many-query problems 
Thomas O’Leary-Roseberry , Peng Chen and Omar Ghattas 

bayesian Inversion of a Coupled Acoustic-Gravity Model for predictive  
Tsunami simulation ................................................................................................................................... 2175
Stefan Henneking and Omar Ghattas

Learning high Dimensional parametric Maps from Limited Training Data ................... 2176
Thomas O’Leary-Roseberry and Omar Ghattas
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Multi-fidelity hamiltonian Monte Carlo with Deep Learning-based surrogate .......... 2177
Dhruv Patel, Jonghyun Lee, Mojtaba Forghani, Matthew Farthing, Tyler Hesser,  
Peter Kitanidis and Eric Darve

Operator Learning for Forward and Inverse problems ............................................................ 2178
Nicholas Nelsen

Ms1715 - Intelligent design optimization of  
structural and mechanical systems

Organized by Jun Yan and Bin Niu 

Deep Learning-driven Real-time Concurrent Multi-scale Topology Design  
Optimization of Fiber-reinforced Composite Laminates......................................................... 2179
Zunyi Duan, Tianle Zhang, Haoxiang Zhang, Zhiyuan Chen, Bin Xu, Jihong Zhu and Jun Yan

Optimization of turbine airfoil using deep reinforcement learning ................................. 2180
Kazuo Yonekura, Hitoshi Hattori, Shohei Shikada and Kohei Maruyama

Real-Time structure Topology Optimization using CNN driven Moving  
Morphable Component Method ......................................................................................................... 2181
Jun Yan, Dong Ling Geng, Qi Xu, Qi Zhang, Zhi Rui Fan and Haijiang Li

Real-time Topology Optimization Design of heat Dissipation structure  
based on CNN Framework ...................................................................................................................... 2182
Qi Xu, Jun Yan, Dongling Geng, Qi Zhang and Hongze Du

Topological Design of Grid stiffened structures ......................................................................... 2183
Bin Niu, Haiyang Liu and Siyuan Xu

Ms1716 - Data-driven approaches in  
computational solid mechanics

Organized by Pietro Carrara, Francisco Chinesta, Laura De Lorenzis,  
Siddhant Kumar, Pierre Ladeveze, Michael Ortiz and Stefanie Reese 

A data-driven, physics-compatible approach to model history-dependent  
materials  ........................................................................................................................................................ 2184
Pierre Ladevèze, David Néron and Paul-Willam Gerbaud

A Mechanics-Informed Artificial Neural Network Approach in Data-Driven  
Constitutive Modeling of Elastic and Viscoelastic Materials ................................................. 2185
Faisal As’ad, Philip Avery and Charbel Farhat

A pDE-based Transformation Method for Model Order Reduction of Nonlinear 
Geometrically parameterized Microstructures ............................................................................ 2186
Theron Guo, Ondřej Rokoš and Karen Veroy

A physics-informed Complementary Energy Form in solid Mechanics ........................... 2187
Yizheng Wang and Yinghua Liu
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Adaptive Goal-oriented phase space sampling in Data-Driven  
Computational Mechanics ...................................................................................................................... 2188
Anna Gorgogianni, Konstantinos Karapiperis, Laurent Stainier, Michael Ortiz and Jose Andrade

bayesian Neural Networks for Weak solution of pDEs with Uncertainty  
quantification............................................................................................................................................... 2189
Xiaoxuan Zhang and Krishna Garikipati

Constitutive Modeling of Isotropic and Anisotropic hyperelastic Materials  
based on physically Constrained Artificial Neural Networks ................................................ 2190
Karl A. Kalina, Lennart Linden, Jörg Brummund and Markus Kästner

Data-driven Constitutive Laws for hyperelasticity in principal space:  
Numerical Challenges and Remedies................................................................................................ 2191
Minh Vu Chau, Michal Habera, Hamidreza Dehghani and Andreas Zilian

Data-driven Estimation of plastic properties of Alloys with Various  
hardening behaviors Using Neighboring Indentation Test ................................................... 2192
Chen Ta-Te, Watanabe Ikumu and Liu Dayuan

Data-Driven viscoelasticity in the frequency domain .............................................................. 2193
(Amir)Hossein Salahshoor and Michael Ortiz

Distance Minimizing based Data-Driven Computational Method for  
Elasto-plastic Analysis with Fixed Dataset ..................................................................................... 2194
Zhangcheng Zheng

EUCLID (Efficient Unsupervised Constitutive Law Identification and Discovery): 
Application to plastic hardening ........................................................................................................ 2195
Moritz Flaschel, Siddhant Kumar and Laura De Lorenzis

Experimental Validation of the EUCLID approach for Unsupervised  
Discovery of hyperelastic Constitutive Laws ................................................................................ 2196
Pietro Carrara, Maurizio Ricci, Moritz Flaschel, Siddhant Kumar and Laura De Lorenzis

Inverse identification of cyclic constitute law of structural steels using  
bayesian optimization .............................................................................................................................. 2197
Bach Do and Makoto Ohsaki

Machine learning constitutive models of inelastic materials with  
microstructure .............................................................................................................................................. 2198
Reese Jones, Ari Frankel, Cosmin Safta and Kyle Johnson

Mechformer: A General Deep Learning Model for history-Dependent  
Mechanical Response prediction ........................................................................................................ 2199
Ling-Han Song, Jian-Sheng Fan and Chen Wang

Neural Network-based Constitutive Model for solid Materials ........................................... 2200
Reem Alhayki, Eugenio Muttio-Zavala, Wulf G. Dettmer and Djordje Perić

physics-informed neural-operator for multi-scale mechanics and materials ............... 2201
Burigede Liu
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polyconvex Anisotropic hyperelasticity with Neural Networks .......................................... 2202
Dominik K. Klein, Mauricio Fernández, Robert J. Martin, Patrizio Neff and Oliver Weeger

polyconvex material models using Neural ODEs ......................................................................... 2203
Vahidullah Tac, Francisco Sahli-Costabal and Adrian Buganza Tepole

Real Time hyper-elastic simulations with probabilistic Deep Learning .......................... 2204
Saurabh Deshpande, Jakub Lengiewicz and Stéphane Bordas

surrogate model of elastic large-deformation behaviors of compliant  
mechanism using co-rotational beam element ........................................................................... 2205
Kai Suto, Yusuke Sakai, Kotaro Tanimichi and Taisuke Ohshima

surrogate models for full-field prediction of stress and fracture of fibre  
reinforced composites .............................................................................................................................. 2206
Yang Chen, Tim Dodwell, Chensen Ding and Richard Butler

Unsupervised discovery of interpretable linear viscoelastic constitutive  
laws  ................................................................................................................................................................... 2207
Enzo Marino, Moritz Flaschel, Siddhant Kumar and Laura De Lorenzis

Ms1717 - Recent Advances in scientific Machine Learning and  
Uncertainty quantification Methods for Modeling Complex systems

Organized by Ramin Bostanabad and Miguel Bessa 

Coupling separable Monte Carlo with Kriging-based Adaptive Reliability  
Analyses in high Dimensional problems ......................................................................................... 2208
Gabriele Capasso, Christian Gogu, Christian Bes, Jean-Philippe Navarro and Martin Kempeneers

Multi-fidelity modeling of multi-scale porosity defects in cast alloys .............................. 2209
Shiguang Deng, Carlos Mora Sardina and Ramin Bostanabad

sensitivity-free Topology Optimization using stochastic Gradient Estimators........... 2210
Gawel Kus, Sybrand van der Zwaag and Miguel Bessa

Ms1718 - Machine Learning-based Computational  
Methods in Engineering Mechanics

Organized by Alessandro Fascetti, John Brigham and Caglar Oskay 

Application of evolutional deep neural network to external flows ................................... 2211
Mitsuaki Matsuo, Koji Fukagata and Tamer A. Zaki

Development of AI Diagnosis of Cracks in Concrete structures Using  
Digital hammering Inspection ............................................................................................................. 2212
Takashi Matsunaga

Local Extreme Learning Machines for Computational pDEs: Algorithm and  
Comparison with Classical and high-Order Finite Elements ................................................. 2213
Suchuan Dong and Jielin Yang
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Neural network based isogeometric design space exploration .......................................... 2214
Aviral Prakash, Joseph D. Benzaken and John A. Evans

physics Guided Deep Learning Method to surrogate Flow simulation ........................... 2215
Hiroki Saito and Kazuo Yonekura

physics Informed Neural Networks for heterogeneous Materials  ..................................... 2216
Antareep Kumar Sarma, Chandrasekhar Annavarapu, Pratanu Roy and Shriram Jagannathan

Ms1719 - Advances in data-driven  
methods through Gaussian processes

Organized by Mengwu Guo and Anirban Chaudhuri 

bayesian Optimization on Fifth-Order Targeted ENO scheme for  
Compressible Flows ................................................................................................................................... 2217
Yiqi Feng, Felix Schranner, Josef Winter and Nikolaus A. Adams

Gaussian processes meet NeuralODEs: A bayesian framework for learning  
the dynamics of partially observed systems from scarce and noisy data ....................... 2218
Mohamed Aziz Bhouri and Paris Perdikaris

Ms1720 - Machine-Learning Accelerated Inverse Design
Organized by Aditya Balu, Olga Wodo, Adarsh Krishnamurthy and Baskar Ganapathysubramanian 

A Deep-Learning-based Inverse Design Framework using Compressed  
simulation Data for self-Oscillating Gels ........................................................................................ 2219
Doruk Aksoy, Brian Chen, Shravan Veerapaneni, Silas Alben, Robert Deegan and Alex Gorodetsky

Robust Deep Learning Models for Inverse Design of Complex Mechanical  
Metamaterial structures ......................................................................................................................... 2220
Pravan Omprakash, Neelam Mishra, Ayan Haldar, Niraj Jha, Jyotiraditya Bose,  
Arkadipta Chatterjee, Soumya Swayamjyoti and Kisor Kumar Sahu

1800 - IMAGING, VIsUALIZATION, VIRTUAL  
REALITY AND AUGMENTED REALITY

Ms1802 - Computer Vision on structural Experiments,  
Inspection, and Monitoring

Organized by Yuan-sen Yang 

Deep Learning Approach to extract principal stresses from photoelasticity  
Images by posing it as Classification and Regression problem ........................................... 2221
Dong-Wook Lee, Prabakaran Balasubramanian, Jide Oyebanji, Sara Al Shehhi,  
Tae Yeon Kim, Heungjo An, Sung Mun Lee, Sumaya Altamimi and Mohammed Al Teneiji

Image Measurement on External Reinforced Concrete Frame Retrofitting  .................. 2222
Yuan-sen Yang, Lap-Loi Chung and Tsung-Chih Chiou
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Optical principle and Accuracy Evaluation of Equilateral prism used for  
stereo Image Measurement .................................................................................................................. 2223
Ming-Hsiang Shih, Shih-Heng Tung and Wen-Pei Sung

2100 - ENVIRONMENTAL, ENERGY  
AND REsOURCE ENGINEERING

Ms2101 - Computational Mechanics for Nuclear  
Waste Disposal Technologies

Organized by Shin Sato, Shinya Tachibana and Stratis Vomvoris 

Constitutive model of expansive soils considering the influence of the cation  
exchange on osmotic pressure ............................................................................................................. 2224
Hiroyuki Kyokawa, Yasuhiro Muto, Junichi Koseki and Shintaro Ohno

Effect of in-situ heterogeneities and pre-existing flaws on rock spalling  
around underground excavations ...................................................................................................... 2225
Cristina Saceanu, Adriana Paluszny, Robert Zimmerman and Diego Mas-Ivars

Model-supported Assessment of barrier performance in Deep Geological  
Repositories: Contribution to the site selection process in switzerland ........................ 2226
Alexandros Papafotiou, Chao Li, Herwig R. Müller, Stratis Vomvoris and Paul Marschall

On The simulation of ThM behaviour of Forge Mock-up Experiment .............................. 2227
Seda Torisu, Shin Sato, Shuichi Yamamoto, Masaaki Fukaya, Toshihiro Sakaki and Stratis Vomvoris

Ms2102 - COMpUTATIONAL METhODs  
FOR ENVIRONMENTAL FLUID FLOWs

Organized by Clint Dawson, Kazuo Kashiyama, Ethan Kubatko and Eirik Valseth 

A Dimension Reduction Technique to Obtain Equivalent 1D shallow Water  
Equations within 2D Finite Element Framework ......................................................................... 2228
Shintaro Bunya and Rick Luettich

A mesh generator for multidimensional hydrodynamic models ........................................ 2229
Younghun Kang and Ethan Kubatko

Coupling Global Ocean Circulation and Global Tide and storm surge Model .............. 2230
Coleman Blakely, William Pringle and Joannes Westerink

Development of a Fluid-structure Interaction Method Using IGA  .................................... 2232
Taichi Yasui, Yamato Yoshida, Hiroshi Hasebe and Kazuo Kashiyama

Gas-liquid-solid Three-phase Implicit Finite Element Analysis based on  
Multi-phase-field Model using Unstructured Grid ..................................................................... 2233
Junichi Matsumoto

Implementation and assessment of a parametric rainfall model in a hurricane  
storm surge model  .................................................................................................................................... 2234
Mackenzie Hudson, Ethan Kubatko and Younghun Kang
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Mechanism of delayed leaching of heavy metals from naturally contaminated  
soils .................................................................................................................................................................... 2235
Risa Komuro and Mamoru Kikumoto

Modeling, simulation and Visualization of Tsunami Using Virtual Reality  
Technology for Disaster Mitigation Education ............................................................................. 2236
Kazuo Kashiyama, Bo Wang and Hiroshi Okawa

Multiple Time scales and DG Methods for Multi-Layer Ocean Modeling ........................ 2237
Robert Higdon

Multivariate Flood Fragility Analysis for UsACE Inland Levees ........................................... 2238
Lauren Adams, Mehrzad Rahimi, Abdollah Shafieezadeh and Ethan Kubatko

On the shallow water, diffusive, and kinematic flow approximations for  
modeling rainfall runoff .......................................................................................................................... 2239
Ethan Kubatko, Younghun Kang and Mackenzie Hudson

Representation of Coastal protections in the shallow Water Equations  
Without CFL Restrictions ......................................................................................................................... 2240
Kyle Mandli and Chanyang Ryoo

Time-domain sound Field Analysis Using the Finite Element Method and  
the Fast Multipole boundary Element Method ............................................................................ 2241
Kazushi Fukazawa, Hitoshi Yoshikawa and Kazuo Kashiyama

Towards Improved storm surge Modelling Using spaceborne GNss-R systems ....... 2242
Mohammad Al-Khaldi, Joel Johnson, Steven Katzberg, Younghun Kang, Ethan Kubatko and Scott 
Gleason

2200 - DIsAsTER pREVENTION AND  
MITIGATION, sAFETY pRObLEMs

Ms2201 - Advanced Computational and Experimental  
Technologies for Civil Infrastructures

Organized by Sukhoon Pyo, Beomjoo Yang and H.K. Lee 

A general review on microstructural properties of bacteria-based self -healing 
cementitious composites ........................................................................................................................ 2243
Naru Kim, Joonho Seo, Hayeon Kim, Seonhyeok Kim and H.K. Lee

Applicability of Large-scale Finite Element Analysis to Nonlinear problems  
of Concrete structures .............................................................................................................................. 2244
Eiji Tanaka and Manabu Uchiyama

preliminary Computational Analysis of structural performance and Damage  
of Reinforced Concrete slabs subjected to Open Air blasts .................................................. 2245
Seong-Kug Ha and Beomjoo Yang

Recent progress in piezoresistive CNT-incorporated polymeric composite  
sensors: An overview ................................................................................................................................ 2246
Taegeon Kil, Daeik Jang and H.K. Lee
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Reviews on micromechanics-based failure analysis for fiber-reinforced  
laminates via puck failure criteria ...................................................................................................... 2247
Jin-Ho Bae, Taegeon Kil, Beomjoo Yang, Siew Ying Tay and H.K. Lee

Utilization of coal bottom ash for the alkali-activator in geopolymer composite...... 2248
Suhawn Ju, Sungwoo Park and Sukhoon Pyo

Ms2202 - Frontiers of Nonlinear, Impact and Instability  
Analysis of solids and structures

Organized by Daigoro Isobe, Kostas Danas, Jinkoo Kim, Sergio Turteltaub,  
Dai Okumura, Shingo Ozaki and Hiroyuki Yamada 

Axial compressive response of circular tubes with lattice core fabricated  
by powder-bed fusion process of metal 3D printer ................................................................... 2249
Shin-ya Tatara, Kuniharu Ushijima and Hiroyuki Yamada

Creasing Instability Analysis Focusing on Energy barrier and Energy bottom ............ 2250
Atsuya Ogino, Seishiro Matsubara, So Nagashima and Dai Okumura

Experiments and simulation of Ductile Fracture Considering Damage history  
for high-strength steel sheets ............................................................................................................ 2251
Ryo Shirane, Shota Chinzei, Kuniharu Ushijima and Satoru Yoneyama

Finite element analysis of fracture strength in ceramics based on the  
Generalized pareto model for pore size distribution ................................................................ 2252
Chihiro Ito, Toshio Osada and Shingo Ozaki

Incremental Mean-Dilatation Method for Coupled Thermo-Mechanical  
problems in Nearly Incompressible solids ..................................................................................... 2253
Ryo Muramatsu, Seishiro Matsubara, So Nagashima and Dai Okumura

Numerical study on effect of boundary condition for collapse behavior of  
plate subjected to axial compression and bending ................................................................... 2254
Kenichi Masuda

progressive Collapse Analysis of heavily Loaded pallet Rack systems  
subjected under Impact Loads ............................................................................................................ 2255
Daigoro Isobe and Satoru Chiba

study on Thin Reinforced Concrete slabs subjected to low-velocity  
Impact - preventing scattering debris by using steel deck plates - .................................... 2256
Masaki Gohara, Yasunori Mizushima, Yuuki Idosako and Yasuto Yonezawa

Ms2203 - hyper-complex disaster simulation
Organized by Mitsuteru Asai, Antonia Larese De Tetto, Miguel Ángel Celigueta,  

Shunichi Koshimura and Kenjiro Terada 

3D slope stability Analysis Considering Influence of Infiltration and  
surface Flow .................................................................................................................................................. 2257
Kenta Tozato, Nilo Dolojan, Yoshiya Touge, Shuichi Kure, Shuji Moriguchi,  
Seiki Kawagoe, So Kazama and Kenjiro Terada
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A Numerical study of the bulk Viscosity in the Cumulant Lattice  
boltzmann Method on Tsunami Impact pressure ....................................................................... 2258
Kenta Sato, Koji Kawasaki and Shunichi Koshimura

Clarification of the Damage Mechanism of the Long-period bridge system  
Damaged by the 2016 Kumamoto Earthquake ............................................................................ 2259
Shogo Yamamoto, Gaku Shoji and Michio Ohsumi

hybrid seepage failure analysis between two-phase mixture flow techniques  
using an Isph-DEM coupling method ............................................................................................... 2260
Kumpei Tsuji

Improvement of a tsunami scenario detection framework by using synthetic  
geodetic data ................................................................................................................................................ 2261
Reika Nomura, Saneiki Fujita, Louise Ayako Vermare, Yu Otake, Shuji Moriguchi,  
Diego Melgar, Randall J. LeVeque and Kenjiro Terada

Numerical study on Damage of Tsunami Evacuation building under Tidal  
Wave and Debris Impact .......................................................................................................................... 2262
Hiroyuki Omura, Naoto Mitsume, Mitsuteru Asai and Daigoro Isobe

Optimization of offshore gauge configuration for early tsunami forecast with  
GA and pOD ................................................................................................................................................... 2263
Saneiki Fujita, Reika Nomura, Shunichi Koshimura, Yu Otake, Shuji Moriguchi and Kenjiro Terada

Real-time tsunami forecast by combined use of bayesian updates and  
pOD - A case study in Westport (Washington) - ........................................................................... 2264
Louise Hirao Vermare, Saneiki Fujita, Reika Nomura, Yu Otake, Shuji Moriguchi,  
Kenjiro Terada and Randall J. LeVeque

Research on Tsunami Evacuation simulation Considering population  
Change and snow Cover Conditions  ................................................................................................ 2265
Shin-ya Horiai, Shinsuke Takase and Yasushi Takeyama

Tsunami Forecasting from sparse Observations by semi-supervised Outlier  
Detection with Generative Adversarial Network ........................................................................ 2266
Hirokazu Shimauchi and Shinsuke Takase

Ms2204 - simulation-based Disaster prediction and Mitigation
Organized by Dongdong Wang, J.S. Chen, Sheng-Wei Chi, Pai-Chen Guan,  

Mike Hillman and Xiong Zhang 

A Duality-based Coupling of Cosserat Crystal plasticity and phase Field  
Theories for Modeling Grain Refinement ....................................................................................... 2267
Jonghyuk Baek, J.S. Chen, Michael Tupek, Frank Beckwith and H. Eliot Fang

A General Terrain-Fitted Coordinate system for Modelling hazardous shallow  
Flows in Mountain Area ........................................................................................................................... 2269
Yih-Chin Tai, Ching-Yuan Ma, Chi-Jyun Ko and Hock-Kiet Wong

Deep Learning Enhanced Dynamic Meshfree Analysis ............................................................ 2270
Dongdong Wang
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Development of Numerical simulation on Inland Water Flooding Using  
Local Inertial Equations ........................................................................................................................... 2271
Norihiko Konno and Toshinori Ogasawara

Eulerian-based Finite Element simulation of Landslide-induced  
Consequences on submarine Infrastructure ................................................................................. 2272
Pavel Trapper, Avshalom Ganz and Miriam Gindis

Extraction of Disaster Area from satellite Image by combining Machine  
Learning and Image processing Technology ................................................................................. 2273
Daiki Seno, Shiori Kubo, Chikako Isouchi and Hidenori Yoshida

Numerical Modeling of phase Transformation Induced Material Fracture and  
Crack propagation ...................................................................................................................................... 2274
FNU Sindhusuta, Sheng-Wei Chi and Craig Foster

Ms2205 - Microstructural characterization and  
property evaluation of materials for structural safety

Organized by Kyoungsoo Park and Tong-Seok Han 

Effect of particle distribution and clustering degree of cement particles on  
the hydration process using a numerical approach ................................................................... 2275
Su-Sung Jo

Image based connected aggregate segmentation of concrete using  
complementarity of x-ray and neutron tomography  .............................................................. 2276
Razakamandimby Ranjanoro Diamondra Fenosoa Tiana, Hyeung Tae KIM and Kyoungsoo Park

Image based data-driven approach for material property prediction ............................. 2277
Sung-Wook Hong

Measuring material nonlinearity of concrete using nonlinear Rayleigh  
surface waves ................................................................................................................................................ 2278
Gun Kim, Eunjong Ahn and Myoungsu Shin

Microstructural characteristics of cement mortar using cockle shell  
aggregates and waste fishing net fibers ......................................................................................... 2279
Sang-Yeop Chung, Su-Sung Jo and Seo-Eun Oh

Microstructural Characterization of Fiber-Matrix Interface and its  
Mechanical property Evaluation ......................................................................................................... 2280
Jeewoo Suh, Yoon-Chul Kim, Kenjiro Terada and Tong-Seok Han

Monitoring the effect of cellulose microfibers on internal curing of cement  
composites using linear and nonlinear resonance techniques ............................................ 2281
Seongwoo Gwon, Eunjong Ahn, Myoungsu Shin and Gun Kim

prediction of Mechanical Response for heterogeneous Materials considering  
spatial phase Distribution ...................................................................................................................... 2282
JISU KIM and Tong-Seok Han
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Two-scale Analysis of Mechanical properties for Cement paste by  
synergistically Combining Experimental and Computational Approaches .................. 2283
Tong-Seok Han, Donghwi Eum, Sung-Wook Hong and Ji-Su Kim

Ms2206 - Advanced seismic response analysis and design
Organized by Tomoshi Miyamura, Takuzo Yamashita, Daigoro Isobe and Makoto Ohsaki 

Combination of physics-based and data-driven modeling for nonlinear  
structural seismic response prediction ............................................................................................ 2284
Jia Guo and Kohju Ikago

Comparison of Analysis Results between Two Analysis programs by  
parametric study of Thousands of 3D building structure Models  .................................... 2285
Kanta TSUTSUI, Yasunori Mizushima, Motonobu MAEKAWA and Yasuyuki Nagano

Damage Recognition of Wooden house Using Deep Neural Network Trained  
with simulated Responses Considering Epistemic Uncertainty .......................................... 2286
Masayuki Kohiyama, Takuma Kumagai and Takuzo Yamashita

Data Assimilation Using the quality Engineering for the seismic Response  
Analysis of 3-story Wooden houses .................................................................................................. 2287
Tokikatsu Namba, Takafumi Nakagawa, Hiroshi Isoda, Yuji Kado and Atsuo Takino

Dynamic Characteristics Identification of Exposed Column bases of steel  
building structures Modeled by solid Finite Elements ............................................................ 2288
Jun Fujiwara, Makoto Ohsaki and Tomoshi Miyamura

Evaluation of the Elastoplastic behavior of structures for use as hysteretic  
dampers ........................................................................................................................................................... 2289
Flavia Bustos and Jorge Hinojosa

Finite Element Analyses of Four-story RC structures with solid Elements  
and Validation of Results Using Measurement Data Obtained by Full-scale  
shaking Table Experiments ................................................................................................................... 2290
Jun Kojima, Takuzo Yamashita and Jun Fujiwara

Global sensitivity Analysis of Wooden building based on polynomial Chaos  
Expansion Considering Uncertainty in Material property...................................................... 2291
Rikuto Mizobuchi and Masayuki Kohiyama

prototype of Digital Twin Composed of heterogeneous seismic Response  
simulations in the Urban Cyber physical system ........................................................................ 2292
Takuzo Yamashita, Yoshihide Sekimoto, Mikio Koshihara, Takafumi Nakagawa and Hideyuki O-tani

slope Disaster Risk Evaluation in the 2018 hokkaido Eastern Iburi Earthquake  
using DIpM and GIs .................................................................................................................................... 2293
Fazlul Habib Chowdhury and Takashi Matsushima

study on seismic Response Analysis of a base-Isolated building supported  
by high Damping Laminated Rubber bearings Considering structure-heat  
Coupling .......................................................................................................................................................... 2294
Tomoshi Miyamura, Jun Fujiwara, Makoto Ohsaki and Masashi Yamamoto



Thermo-mechanical Analysis of Reinforced Concrete Under Extreme  
Temperature to Assess the Fire safety of structures ................................................................. 2295
Mahendra Kumar Pal, Mohd Akram, Maddegedera Lalith, Yosuke Kawahito, Toshihiro Kameda and 
Muneo Hori

Ms2208 - physics-based simulation of  
Earthquake hazards with hpC and hqC

Organized by Takane Hori, Tsuyoshi Ichimura, Mitsuteru Asai and Thorsten Becker 

Estimation of Occurrence and Displacement of surface Fault Using high  
performance Computing - simulations of surface Ruptures in Recent  
Earthquakes in Japan -  ............................................................................................................................ 2296
Masataka Sawada

Fast and scalable seismic soil Liquefaction simulation with Finite Element  
Method on GpUs .......................................................................................................................................... 2297
Ryota Kusakabe, Tsuyoshi Ichimura, Kohei Fujita, Muneo Hori and Lalith Wijerathne

high-resolution seamless simulations of Earthquake Disasters and Economy .......... 2298
Lalith Maddegedara, Amit Gill, Muneo Hori, Tsuyoshi Ichimura and Kohei Fujita

Modeling Frameworks for Earthquake Deformation problems .......................................... 2299
Thorsten Becker, Simone Puel, Omar Ghattas, Umberto Villa and Dunyu Liu

seismic Wave simulation from Earthquake Fault to City with Large-scale  
Finite-Element Analysis on Fugaku ................................................................................................... 2300
Kohei Fujita, Tsuyoshi Ichimura, Kentaro Koyama, Ryota Kusakabe, Yuma Kikuchi,  
Takane Hori, Muneo Hori, Lalith Maddegedara, Noriyuki Ohi, Tatsuo Nishiki, Hikaru Inoue,  
Kazuo Minami, Seiya Nishizawa, Miwako Tsuji and Naonori Ueda

study on seismic Response Analysis of Large-scale Reinforced Concrete  
structures Using high-Fidelity Models ............................................................................................ 2301
Hiroki Motoyama and Muneo Hori

2300 - INFECTIOUs DIsEAsEs AND  
ENVIRONMENTAL pRObLEMs

Ms2301 - Recent advances in modeling and  
simulating infectious disease outbreaks

Organized by Tan Bui-thanh, Leticia Ramirez and Jose Montoya-Laos 

Dynamic parameterization of a modified sEIRD model to analyze and forecast  
the outbreak evolution of COVID-19 in the United states ...................................................... 2302
Orhun Davarci, Alex Viguerie, Emily Yang, Thomas Yankeelov and Guillermo Lorenzo
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2400 - OThERs

Ms2401 - Recent advances on numerical methods  
and parallel solvers for the cardiac function

Organized by Luca F. Pavarino, Simone Scacchi and Christian Vergara 

3D-0D closed-loop model for the simulation of cardiac electromechanics  
including a detailed myofiber architecture ................................................................................... 2303
Roberto Piersanti, Christian Vergara, Luca Dede’ and Alfio Quarteroni

A parallel Algorithm for the simulation a patient-specific heart with Four  
Chambers ........................................................................................................................................................ 2304
Xiao-Chuan Cai

boundary Element Method for the Cell-by-Cell Model in Cardiac  
Electrophysiology ....................................................................................................................................... 2305
Giacomo Rosilho de Souza, Simone Pezzuto, Rolf Krause and Michael Multerer

Efficient and robust parallel solvers for cardiac reaction-diffusion models .................. 2306
Ngoc Mai Monica Huynh

Efficient solvers for cardiac mechanics............................................................................................. 2307
Nicolas Alejandro Barnafi

higher-order time integration with algebraic adaptivity in a cell by cell  
discretization of cardiac excitation .................................................................................................... 2308
Fatemeh Chegini and Martin Weiser

simple Tools for Cardiac simulation GpU-parallel Nonlinear Multiphysics ................... 2309
Toby Simpson, Simone Pezzuto and Rolf Krause

stabilizing numerical oscillations in cardiac active mechanics:  
an oscillations-free and accurate fully partitioned scheme ................................................... 2310
Francesco Regazzoni and Alfio Quarteroni

Ms2403 - Numerical Methods for solving  
Frictional quasistatic Contact problems

Organized by Nicolae Pop 

Numerical stabilization for the constraint formulation of  
many-body-many-contact Coulomb friction ................................................................................ 2311
Hans-Georg Matuttis, Keita Shinohara, Dominik Krengel, Jian Chen and Jan Mueller

Texture shape Optimization for Minimization of Friction Coefficient (Comparison  
of shape Optimization Results for Circular and herringbone Textures) ......................... 2312
Hiroaki Arata and Takahiko Kurahashi
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Ms2404 - Reliability of Robots 
Organized by Xu Han and Shuyong Duan 

An efficient single-loop method for structural design under the random  
uncertainties with interval distribution parameters ................................................................ 2313
Weiwei Chen

Identification of Key parameters of Nonlinear Friction of Robot Joints based  
on Neural Network ..................................................................................................................................... 2314
Haodong Duan, Jianhua Yang, Shuyong Duan, Xu Han and Guirong Liu

Multi-objective Optimization of 1-DOF Transformable Wheel Mechanisms  
for high Adaptability ................................................................................................................................ 2315
Jeong Won Shim, Jungho Kim, Neung Hwan Yim, Youngsoo Kim and Yoon Young Kim

Ms2405 - benchmark technologies and  
cases for computational acoustics
Organized by Weikang Jiang and Haijun Wu 

Comparing study on acoustic problems in uniform subsonic flow based on  
the fast multipole boundary element method ............................................................................. 2316
Ruihua Sun, Xueliang Liu, Haijun Wu and Weikang Jiang

Damping Uncertainty and sound Transmission Loss of Laminated Composite  
plates with Embedded Damping Layers .......................................................................................... 2317
Xiaosong Zhu
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It is well known that by deforming some materials (piezoelectrics) electricity can be produced. This 
functionality makes piezoelectrics ubiquitous in sensors, actuators, and energy harvesting systems. 
However, only a limited set of materials exhibit piezoelectricity, which limits many technologies. 
Applying a strain gradient to a dielectric, e.g. by bending, also generates electric fields due to the 
so-called flexoelectric effect, which conversely generates strains under applied electric field 
gradients. Unlike piezoelectricity, this effect is universal to all dielectrics, and hence of potential 
broad applicability. However, flexoelectric electromechanical transduction is significant only at 
sub-micron scales, where high strain-gradients develop, and for this reason this effect has only been 
characterized and is being applied in recent years. Unlike piezoelectricity, the interpretation of 
experiments and the design of functional devices exploiting flexoelectricity requires accurate 
solutions of coupled electromechanical high-order boundary value problems on complex 
geometries, since field gradients are required and we lack intuition on such problems.  
 
In this talk, I will present a theoretical and computational framework to solve general flexoelectric 
boundary value problems based on an Immersed Boundary Hierarchical B-spline approach. I will 
discuss how these calculations allow us to conceive, quantify and optimize a new class of 
metamaterials and composites that constructively accumulate the flexoelectric effect of 
nonpiezoelectric micro-structural elements, and make it available as an apparent piezoelectric 
response at larger scales. These multi-scale metamaterials mobilize under homogeneous 
macroscopic strain substantial strain gradients (and polarization) in its non-piezoelectric 
constituents, and ensure a buildup of generated field in the material by their non-centrosymmetric 
arrangement. I will also discuss how large deformations can strongly enhance the flexoelectric 
effect in soft materials, and furthermore, how buckling-induced emergent geometric polarization 
can lead to tunable/switchable electromechanical materials, or to the mechanical self-assembly of 
large-area flexoelectric devices. Finally, I will discuss the connection between continuum theories 
of flexoelectricity and atomistic models based on electronic structure calculations. 
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Since the pioneering work of Terzaghi and Biot the flow of fluids in deforming porous media has 
received considerable attention. However, flow in fractured or fracturing porous media, e.g. earth 
or rock masses, but also human tissues, has received far less attention. Yet, the presence of damage, 
such as cracks, faults, and shear bands, can markedly change the flow pattern and, ultimately, the 
physical behavior of the mixture. 

Herein, we will discuss a general model for flow in progressively fracturing porous media. The 
two-scale approach includes flow inside stationary and propagating traction-free and cohesive 
cracks. The flow inside the evolving crack is assumed to be tangentially to the crack, so as to enable 
a two-scale approach. At the fine scale the flow in the cavity created by the (possibly cohesive) 
crack is modelled using a sub-grid scale model. Since the cross-sectional dimension of the cavity 
is small compared to its length, the flow equations can be averaged over the width of the cavity. 
The resulting equations provide the momentum and mass couplings to the standard equations for a 
porous medium, which are assumed to hold on the macroscopic scale.  Examples are given not only 
for fluid-saturated single-phase flows, but also for unsaturated porous media, for multi-phase flows, 
and for non-Newtonian fluids. An assessment of the efficacy of the multiscale methodology vis-à-
vis direct simulation is provided as well. 

Advanced discretisation methods are needed to model a crack, which is essentially an internal free 
boundary. This holds a priori since higher-order continuity of the flow field is needed to ensure 
preservation of local mass balance, which in turn poses strict continuity requirements on the 
displacement field of the solid particles in view of the sup-inf condition. Isogeometric analysis 
seems an ideal framework to meet these requirements. We will show examples of stationary and 
propagating cracks and shear bands in fluid-saturated media. 
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This lecture will present a two-level, data-driven, digital twin concept for the autonomous landing 
of aircraft in normal and adverse conditions. The concept features a digital twin instance for model 
predictive control; and an innovative, real-time, digital twin prototype for fluid-structure interaction 
and flight dynamics to inform it. The latter digital twin is based on the linearization about a pre-
designed glideslope trajectory of a high-fidelity, viscous, nonlinear computational model for flight 
dynamics; and its projection onto a low-dimensional approximation subspace or manifold, as 
appropriate, to achieve real-time performance, while maintaining accuracy. Its main purpose is to 
predict in real-time, during flight, the state of an aircraft and the aerodynamic forces and moments 
acting on it. Unlike static lookup tables or regression-based surrogate models based on steady-state 
wind tunnel data, the real-time digital twin prototype allows the digital twin instance for model 
predictive control to be informed by a truly dynamic flight model, rather than a less accurate set of 
steady-state aerodynamic force and moment data points. The lecture will cover the fundamental 
aspects underlying the construction of the two-level digital twin concept and its verification by 
numerical simulation. Most importantly, it will also report on its preliminary flight validation in 
autonomous mode for an off-the-shelf unmanned aerial vehicle instrumented at Stanford University 
by Marco Pavone and Joe Lorenzetti.  
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The recent surge in the number of studies on seismic metamaterials is testimony to the fact that the 
concept of photonic crystals, phononic crystals and acoustic metamaterials [1-3] is no longer 
limited to basic theories and dynamic characteristics.  Apart from the peculiar observation including 
negative stiffness, negative mass density negative refraction properties, etc., auxetic metamaterials 
that govern negative Poisson’s ratio, nonreciprocal wave phenomena, origami/kirigami effects also 
find potential applications in geophysics and earthquake engineering [4-5].  Except man-made 
synthetic resonators/metastructures, recently forest trees at geophysical scale are reported as 
naturally available seismic metamaterials with capability to mitigate ground born ambient 
vibrations and incoming seismic waves at subwavelength frequency region.  The work to be 
presented here elaborates a class of materials and structures ranging from engineered phononic 
crystals and acoustic metamaterials in Fig (a,b) to natural seismic metamaterials in Fig. (c,d) that 
show exotic yet with outstanding application potentials.  Besides discussing the peculiar yet 
wonderful wave propagation characteristics of periodic structures for wave active control, 
topological protected interface modes, etc., the exciting wave dispersion response that found 
applications for manipulation Rayleigh wave and possible forestation as a means for geographical 
regional isolation against ground surface wave motion will also be presented. 

   
 (a) (b) 

   
 (c) (d) 
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Detonation wave, you may not be familiar with. It is a combustion wave propagating at supersonic 
speeds, and so there is a preceding shock wave in front of the exothermic reaction zone. In recent 
decades, detonation has attracted attention for use of a new type of aerospace propulsion engine so 
called “detonation engine”, since the detonation engine has higher theoretical thermal efficiency 
than the conventional rocket engine. Our research group, in collaboration with Nagoya University, 
has successfully demonstrated the world’s first space flight of detonation engines on July 27, 2021 
[1].  
 
We are working numerically to elucidate the fundamentals for detonation combustion and to predict 
the performance of the designed combustor geometry of “Rotating Detonation Engine (RDE)”, 
which is one of detonation engines, by solving the compressible flow with chemical reactions.  
 
For RDE, there are some problems to be solved such as continuity and heat load. Here, we focus 
on two topics. On is the ozone addition to the hydrogen oxygen premixed gas to improve its 
characteristics for detonation engine, and the other is the investigation of newly designed 
combustors, such as side wall injections and diverging combustor geometry [2]. 
 
The ozone sensitization due to the O radical produced via ozone thermal decomposition is attracting 
attention as a mean of improving the detonation stability and extending its limits. Our numerical 
results show that the ozone can be expected to help to the complete the combustion faster and 
improve the thermal efficiency.  
 
A series of numerical simulations predict the thrust performance by changing the geometrical 
parameters of length and shape of RDE combustor and the injector configuration, and the 
simulation results indicate the appropriate design of RDE. RDE is the new type of aerospace 
propulsion engine, and its optimal combustor shape and configuration is not clarified yet. Therefore, 
based on our numerical results, we will propose new combustor geometry to improve the stability 
and performance. 
 
 

REFERENCES 
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Cardiovascular disease such as heart disease or stroke is one of main causes of death in the world. 
A patient-specific simulation has been widely used not only for scientific study to elucidate 
mechanism between hemodynamics and cardiovascular diseases but also for clinical applications 
to predict blood flow after surgery. Since carotid artery stenosis is a major risk factor for a stroke, 
patients with severe carotid artery stenosis often undergo revascularization surgery such as carotid 
artery stenting to prevent a future stroke. Predicting the blood flow in the brain after the surgery is 
very important to determine the most suitable surgery for the patients,  
 
The surgery affects the blood flow in the brain as well as in the entire circulatory system. In order 
to reflect the patient’s conditions in the multi-scale cardiovascular simulation, geometric and 
physiological parameters derived from clinical data are applied to the region of interest with the 
literature data for the rest of circulatory system[1].  Thus, quantifying the impact of uncertainties 
in the data on simulated quantities is an essential task to obtain reliable results. However, 
uncertainty quantification is time-consuming and computationally expensive for routine clinical 
diagnosis. The authors have been developing a data-driven surrogate model using machine learning 
technique and applied the model for risk assessment of a cerebral hyperperfusion condition, which 
is one of complications after revascularization of stenosis in the carotid artery[3]. In the plenary 
lecture,  the recent advances in the multi-scale cardiovascular simulation will be presented as well 
as a future perspective of machine learning in the patient-specific simulation for clinical 
applications.  
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Materials modeling and design play a central role in mechanical applications. In this talk, I will 
present our three ongoing efforts using deep learning techniques to advance our materials modeling 
and design capability. The first is on generalizing a deep material network (DMN) to capture 
microstructural features using a graph neural network (GNN). We link microstructural features of 
RVEs to microstructural descriptors of DMN by introducing GNN into DMN architecture. A 
microstructure's topologies and features are utilized as input data for GNN. Through a series of 
message passing processes of GNN from the input, the extracted embedding vector from the 
microstructure can be used to find the correlations between microstructural descriptors of DMN, 
which correspond to different RVEs, through an end-to-end offline training process of GNN-DMN 
network architecture. Once the network is trained, it can be viewed as a unified composite material 
modeling for RVEs with similar morphologies and be utilized for online predictions of material 
nonlinear behaviors due to the inherent merits of DMN. The effectiveness and efficacy are 
demonstrated for two-dimensional two-phase composite materials with different morphologies, 
including matrix-inclusion, amorphous and anisotropic geometries. The second part of my talk is 
on developing a surrogate model for crystal plasticity using GNN and recurrent neural network 
(RNN). To enhance the accuracy of spatial-temporal prediction, we introduce an independent self-
weight for message passing in the GNN layer to distinguish the message from the grain itself and 
those from the neighboring grains. Strain incompatibility is integrated into the loss function as a 
physics-informed regularization term. The proposed deep learning model is trained on the dataset 
generated by a high-fidelity crystal plasticity simulation to predict the stress-strain response and 
microstructural evolution under complex loading paths. The accuracy of the surrogate model on 
spatial-temporal prediction is shown to be significantly improved. We also demonstrate the 
generalizability of the proposed surrogate model on various polycrystalline geometries. The third 
part of my talk is on designing bioinspired microstructures with target properties. Distinct from 
engineering materials, biological structural materials are often composites of hard/brittle minerals 
and soft/ductile proteins arranged into complex microstructures with remarkable mechanical 
properties. A property-prediction model for bioinspired microstructures using supervised learning 
and a framework for designing bioinspired structural materials with tailored mechanical properties 
using reinforcement learning will be addressed. 
 
 
 

225



Empowering data-informed engineering from smarter data, sensing and hybrid modellingFrancisco Chinesta

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 

Empowering data-informed engineering from smarter data, sensing 
and hybrid modelling 

Francisco Chinesta1*, Elias Cueto2 
1 Arts et Metiers Institute of Technology, Paris, France, Francisco.Chinesta@ensam.eu 

2 I3A, Universidad de Zaragoza, Spain, ecueto@unizar.es  

Key Words: Model Order Reduction, Active Learning, Data-Driven modelling, Twins 

Data has not an intrinsic nature, data exist with respect to a specific mission, the one of 
performing diagnosis, or the one of enabling the construction of a model able to make efficient 
(fast and accurate) prognosis, and the subsequent prescriptive actions and decisions. 

In engineering data is expensive in what concerns its collection, transmission, storage and 
analytics. For this reason, collecting the right data, at the right place and instant is preferred. 
Active learning constitutes a timely research topic, and more importantly, physics-aware active 
learning can profit of the existing knowledge, in conjunction with the previous collected data, for 
driven the data acquisition. 

With the data available, machine learning can proceed for extracting a model relating the input-
data with the output-data. However, when the amount of data is small, frugal AI and frugal 
machine learning techniques must be considered. For reducing the data needs, physics informed 
(from the physics-based model or from the thermodynamical consistency), data-augmentation, 
data reduction (auto-encoders), reinforced learning, transfer learning (augmented learning), … 
allow defining efficient (fast and accurate) learning technologies. 

Now; that models are available, engineering can profit: Data-assimilation, monitoring, diagnosis, 
prognosis, prescriptive control and decision making, can operate, in a supervised or unsupervised 
manner, profiting of the advanced visualization technologies: virtual, augmented and hybrid 
reality, for creating a physics-aware digital twin, also called Hybrid Twin for emphasizing the 
two coexisting modelling frameworks: the physics-based (operating in real-time thanks to the use 
of advanced model order reduction techniques, as for example the so-called PGD) and the data-
driven models (as just indicated physics informed).  
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Nowadays, the Physics-Informed Neural Network (PINN)-based computational solid mechanics is 
being rapidly developed, although it is currently still in its infant stage. It has been becoming a 
game-changer for computer modelling and simulation for engineering and science.  
 
Firstly, this talk will review the most recent developments of PIINN for mechanics, including solid 
mechanics, fracture machines and fluid mechanics. The main challenges in application of PINN to 
computational mechanics are discussed.  
 
Second, in PINN, the loss function plays a critical role. It is still an opening question for developing 
an effective, robust, and general loss function for solid mechanics problems, although a couple of 
approaches, for example, the energy-based loss function and the collocation loss function, have 
been proposed to create the loss function. We proposed a new way to formulate the loss function 
based on the Least Squares Weighted Residual (LSWR) method for PINN-based computational 
solid mechanics. Using the LSWR method, the proposed loss function is tailored to a dimensionless 
form, and only one parameter is required to be determined based on the spacing of the sample points. 
It has been proved that the proposed LSWR loss function is effective, robust and accurate for both 
the displacement and stress fields. Meanwhile, the effectiveness of the proposed LSWR loss 
function can be easily extended to for geometric nonlinearity problems with transfer learning. The 
proposed LSWR loss function provides an effective way for PINN based computational solid 
mechanics and is straightforward to be implemented 
 
Third, the recent research in the speaker’s group on PINN will also be reported in this talk.  It has 
proven that physics-informed machine learning will be the new generation of a computer modelling 
framework for mechanics.  
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The explicit representation of cracks in discretised models via domain bounds, the mesh, or spe-
cial ansatz functions is the most direct way to model fracture and common use in computational 
mechanics with field discontinuities. In addition, pure continuous models are frequently applied 
to the simulation of weak and strong discontinuities, for instance nonlocal plasticity and nonlocal 
damage formulations. The latter models gain more flexibility for the numerical discretisation and 
introduce a length-scale parameter for the description of the fracture process or localisation zone. 
 
Investigations on the energetical balance during fracture dates back to the contributions of GRIF-
FITH and IRWIN, and has yielded later a fully variational formulation, the free-discontinuity prob-
lem [1], where the displacement field as well as the location of displacement discontinuities are 
unknown a priori. Regularised formulations of the free-discontinuity problem like the phase-field
method for fracture [2] and the eigenfracture approach [3] have gained much attraction because 
they combine precision of discrete and flexibility of continuous approaches to fracture mechanics. 
 
In the focus of this talk is the additive decomposition of the spatial derivative of the displacement 
field in the presence of a crack into an absolutely continuous part and a jump part, which is shown 
via the space of special functions of bounded variations [1]. The former part describes the defor-
mation of the bulk material at the crack surface, whereas the latter part focuses the contribution of 
crack opening. However, continuous fracture models calculate the overall derivative of the dis-
placement field and do not provide this decomposition, which is necessary for a precise descrip-
tion of the bulk material and processes inside the crack gap. In order to overcome approximative-
ly decompositions via artificial split models, the framework of Representative Crack Elements is 
developed, solving the decomposition as a variational problem. 
 
Illustrative applications to elastic and inelastic bulk materials, to crack surface friction and finite 
deformations, as well as to multi-physical problems are used to compare to experimental observa-
tions and numerical results from discrete fracture models. Simulations are performed by means of 
the phase-field approach and the eigenfracture method using the mesh-based Finite Element 
Method and the mesh-free Material Point Method. 
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Understanding real-world dynamical phenomena remains a challenging task. Across various 
scientific disciplines, machine learning has advanced as the go-to technology to analyze nonlinear 
dynamical systems, identify patterns in big data, and make decisions around them[1]. Here we 
systematically compare two families of machine learning tools and illustrate their applications in 
computational mechanics: neural networks and Bayesian inference[2].  

Neural networks minimize a loss function to optimize the network parameters, without any prior 
knowledge of the underlying physics. Physics informed neural networks expand the loss function 
by an additional physics term and also optimize for physics parameters. In addition to plain neural 
networks, physics informed neural networks not only interpolate the training data well, but also 
extrapolate and predict future behavior. We illustrate the features of physics informed neural 
networks for several biomedical applications[3]. 

Bayesian inference maximizes a prior-weighted likelihood function to estimate posterior 
distributions of model parameters. It can be combined with plain neural networks or physics 
informed neural networks to ignore or integrate the underlying physics. Bayesian inference not only 
infers model parameters to fit the training data, but also provides credible intervals to quantify the 
quality of the model. We illustrate the potential of Bayesian inference for dynamical systems in the 
life sciences[4].  

We conclude by discussing the inherent advantages and disadvantages of neural networks, 
Bayesian inference, and a combination of both to provide guidelines which approach to select. We 
anticipate that our study generalizes to a wide variety of nonlinear dynamical systems and opens 
new opportunities for machine learning in computational mechanics. 
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Machine learning methods [1], such as the Artificial Neural Networks (ANNs), have been applied 
to solve various science and engineering problems. TrumpetNets and TubeNets were recently 
proposed by the author [2][3] for creating two-way deepnets using the standard finite element 
method (FEM) [4] and S-FEM [5][6]as trainers. The significance of these specially configured 
ANNs is that the solutions to inverse problems have been, for the first time, analytically derived in 
explicit formulae. Such advancements have shown that fundamental understanding on physics law-
based and data-based methods has found critical for development of novel methods for various 
types of engineering problems [9][10][12].  

This paper discusses general issues related to law-based [4]-[8] and data-based [1][3] methods, 
including the principle, procedure, predictability, and property of these two types of methods in 
dealing with different types of problems. We present also a novel neural element method (NEM) 
[9][10] as a typical example of a possible combination of these two types of methods. The key idea 
in NEM is to use artificial neurons to form elemental units called neural-pulse-units (NPUs), using 
which shape functions can then be constructed, and used in the standard weak and weakened-weak 
(W2) formulations to establish discrete stiffness matrices, similar to the standard FEM. Detailed 
theory, formulation and codes in Python and numerical examples are presented to demonstrate this 
NEM. For the first time, we have made a clear connection, (in theory, formulation, and coding), 
between ANN methods and physical-law-based computational methods. We believe that his novel 
NEM changes fundamentally the way approaching mechanics problems, and opens a possible new 
window of opportunity for a range of applications. It offers a new direction of research on un-
conventional computational methods. It may also have an impact on how the well-established weak 
and W2 formulations can be introduced to machining learning processes, for example, creating 
well-behaved loss functions with preferable convexity. 
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Particulate flow has a wide range of industrial applications and is frequently modeled with coupled 
CFD-DEM approaches. In this work, we first identified a simulation gap between the resolved 
CFD-DEM and unresolved CFD-DEM through a size effect study.  We then analyzed the error 
sources of the conventional unresolved CFD-DEM when modeling particulate flows with 
comparable mesh size and particle diameter. We finally developed a semi-resolved CFD-DEM 
model[1, 2], which combines the advantages of both resolved and unresolved CFD-DEM models. 
The semi-resolved CFD-DEM uses a drag force model to characterize particle-fluid interaction, 
while the relative velocity in the drag force model is corrected through kernel-based approximations 
on the neighboring fluid cells rather than simply taking values in the local cell containing the 
concerned particle, and the void fraction in the force model is corrected as well.  A number of 
numerical simulations including the sedimentation of single particle, separation of particles in a 
fluidized bed, spouted bed with heat particles, particulate flows in complex porous media, additive 
manufacturing (selective laser melting and direct laser deposition) have been conducted. Numerical 
results from different CFD-DEM approaches are compared together with experimental data. It is 
shown that the presented semi-resolved CFD-DEM bridges the simulation gap between the resolved 
CFD-DEM and unresolved CFD-DEM while it is as efficient as the conventional unresolved CFD-
DEM and as accurate as the resolved CFD-DEM.   
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We propose a mechanistic Artificial Intelligence (AI) framework, called Hierarchical Deep 
Learning Neural Networks or HiDeNN-AI [1,2,7,8] for discovering the multiscale linkage of 
process-structure-property of additive manufacturing systems. The HiDeNN-AI discovery has 
three sequentially executed steps: (1) using available data to characterize an unknown physical 
process in manufacturing, (2) enriching the database and training with mechanistic knowledge 
coming from the system identification in step (1) with uncertain parameters to create a reduced 
order model with uncertainty, and (3) using the reduced order model to generate sufficient data to 
discover new robust mathematical principles that are able to (a) perform predictive solutions for 
design and optimization, and (b) provide simple relationship for online monitoring and control. We 
have applied this HiDeNN-AI framework to address the Air Force Research Lab (AFRL) AM 
modeling challenges [3, 4, 5]; and for the prediction of the as-built mechanical properties [6]. To 
further enhance HiDeNN-AI, a reduced-order modeling method accounting input uncertainty, 
called the Tensor Decomposition (TD) [7], is being developed. The so-called HiDeNN-AI-TD is 
expected to solve the general engineering design and manufacturing problems in high dimensional 
space-time-parametric domains at deep discount in computational cost. Once the offline database 
is set up, the mechanistic machine learning module of HiDeNN-AI can be activated for process 
design, real time system monitoring and control or the identification of key processing parameters 
for the desired performance of the manufactured material systems with uncertainty quantification. 
Various results comparing the HiDeNN-AI-TD approach with the conventional machine learning 
models will be shown using real-time IR in-situ measurement, and high-frequency thermal 
signatures for the predictions of mechanical properties and the detection of lack of fusion and 
keyhole porosities. Similar applications to polymer matrix composites will be presented. 
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Hydrogel is a type of synthetic polymers composed of cross-linked polymer network and water. A 
polymer network can imbibe copious amounts of water and swell, which can be used in many 
potential applications, such as stretchable conductors, tissue engineering and fire resistance 
materials. Before these applications, hydrogels should be studied carefully. We have studied the 
mechanical and thermal properties of hydrogels from the molecular scale to the continuum scale. 
In this presentation, the multi-scale study of hydrogels will be discussed. Such as the ab-initio 
simulations are carried out to investigate the force field parameters of hydrogel and the randomly 
crosslinked molecular structure of hydrogel is built by simulating the reaction process of 
monomer and crosslinker. The diffusion property of solvent molecules and heat conduction in 
hydrogels with different water contents are simulated by using Molecular Dynamics method. 
Besides, the swelling, mechanical, as well as the phase transition behaviours of environmental 
sensitive hydrogels (such as pH sensitive, thermal sensitive and photosensitive) are investigated 
by continuum theory and FEM approach. As current constitutive theories face challenges when 
predicting the extremely large deformation and fracture of hydrogels, and in order to reveal the 
fundamental mechanism of the various mechanical behaviours of hydrogels from bottom up, we 
also proposed a proper hydrogel network model to provide a better approach to bridge the gap 
between the micro-structure and the macroscopic mechanical responses. This presentation will 
summarizes the theoretical and numerical researches on the different hydrogel models, aiming to 
provide new insights into the effect of microstructure on the swelling-deswelling process, 
hyperelasticity, viscoelasticity and fracture of hydrogels. In order to verify the proposed 
constitutive models, we have carried out some experimental studies. Furthermore, some 
interesting experimental results will be presented in this talk also. 
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Low Reynolds  number  flows  past  UAVs,  MAVs and drones  have  gained  significant
interest because of their surveillance, communication, weather monitoring, etc. We first study the

transition of  flow past  an  end-to-end wing [1].  The flow becomes  unsteady beyond Re=600
approximately  via  the  primary  instability  of  the  wake  leading  to  vortex  shedding.  Three-

dimensionality  sets  in  at  Re~1280.9 via  mode C instability  and hairpin vortices.  The spatio-
temporal structure of the flow is examined via spanwise variation of lift coefficient. Interaction of

the  shear  layer  vortices  with  the  separated  boundary  layer  leads  to  formation  of  a  Laminar
Separation  Bubble  (LSB)  at  Re~20,000,  causing  a  delay  in  flow  separation.  The  airfoil

experiences a  very significant increase in lift and decrease in drag. The primary mechanism of
formation of LSB is found to be two-dimensional. Unlike the frequency of vortex shedding, the

frequency of shear layer vortices experiences a sharp change at the onset of LSB.  
The main objective of the work is to study the effect of wing-tip vortices on the transition

of flow on a finite wing and its aerodynamics at low Reynolds numbers. Numerical simulations
for flow past a finite rectangular wing with NACA 0012 section at Re=1000 for various semi-

aspect  ratios  (0.25≤sAR≤7.5)  over  a  range  of  angle  of  attack  (0°≤α≤14°)  reveal  streamwise
vortices, which increase in strength and number to occupy an increasing spanwise extent with

increase in α. Unlike the prediction from the Lifting Line Theory (LLT) by Prandtl [2], they result
in non-monotonic spanwise variation of local force coefficients for  α>8°. Viscous and pressure

drag  dominate  for  low-  and  high-sAR respectively.  The  time-averaged  drag  coefficient  first
decreases and then increases with increase in sAR. This is in contrast to the prediction from LLT

and will be discussed in detail in the presentation. Vortex shedding, for α=14°, is single cell and
parallel for sAR<3. Shedding is in two cells with oblique angle that varies with time, leading to

large  spanwise  variation  in  rms  of  local  force  coefficients  for  higher  sAR.  Various  type  of
dislocations,  reported earlier  in wakes of  bluff  bodies  [3],  are seen for  different  α and sAR.

Dislocations, for  α=14°, appear at same spanwise location for sAR=3 and at different spanwise
locations for sAR≥4. Vortex shedding for  α=14° and sAR=5 exhibits one cell structure in the

near- and two-cell in the far-wake due to splitting and reconnection of vortices near midspan in
the  moderate  wake.  Linkages  form  between  counter  rotating  spanwise  vortices  for  sAR≥1.

Additional  linkages  between  shed-  and  wing-tip  vortices  are  observed  for  lower  sAR.  The
strength of  wing-tip  vortex increases  with  α.  At  each  α,  the  strength  and radius  of  its  core,

estimated using a forced-free vortex model, increases up to a certain sAR beyond which it is
approximately  constant.  The  incompressible  flow equations  are  solved  via  a  stabilized  finite

element method [4].
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Isogeometric Analysis (IGA) is a successful simulation framework originally proposed by T.J.R. 
Hughes et al., in 2005, with the aim of bridging Computational Mechanics and Computer Aided 
Design. In addition to this, thanks to the high-regularity properties of its basis functions, IGA has 
shown a better accuracy per degree-of-freedom and an enhanced robustness with respect to 
standard finite elements in many applications - ranging from solids and structures to fluids, as 
well as to different kinds of coupled problems - opening also the door for the approximation in 
primal form of higher-order partial differential equations. 
After a concise introduction of the basic isogeometric concepts, this lecture aims at presenting an 
overview of some recent advances in IGA with a special focus on coupled problems where the 
characteristics of IGA seem to be of great advantage. In particular, applications that will be 
discussed include the simulation of fluid-structure interaction in different contexts like, e.g., 
biomechanical problems, studies on the effect of mechanically-induced stresses on prostate 
cancer growth, thermo-mechanical simulations of additive manufacturing processes, electro-
mechanical simulations for biological tissues, and the use of phase-field modeling for fracture and 
topology optimization problems or for predicting the polarization evolution in elastic 
ferroelectric materials. The last part of the presentation will be finally devoted to the description 
of a simple, accurate, and inexpensive simulation technique for laminated structures, allowed by 
the peculiar IGA features. 
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The large-size computation conducted in the engineering field is complex, higher-dimensional, 

and occasionally highly nonlinear. While a variety of the direct numerical analysis have been 
attempted for the solid, fluid and thermal analysis, its computational burden still remains excessive. 
In order to reduce such computational load, approaches such as parallel computing and model order 
reduction have been attempted. Whilst the parallel computing may reduce the computational time 
significantly as the computation is performed in a distributed manner, it will not reduce memory 
requirements.  

Instead, the model order reduction (MOR) will be considered. MOR aims to reduce the dimension 
of the higher-dimensional full order representation to a smaller one along with the minimal 
discrepancy. It will be efficient in terms of both computational speed and memory requirement. 
Approaches for MOR can be widely categorized into the following two categories: intrusive and 
non-intrusive MOR. The intrusive MOR is dependent on the governing equation while the non-
intrusive MOR does not require knowledge of the governing equation. In this paper, an overview 
of the model order reduction and numerical results will be presented. The examples include 
intrusive MOR for the solid analysis [1] and non-intrusive MOR for the fluid analysis [2]. By 
examining such examples, efficiency and accuracy by various MOR approaches will be 
demonstrated. 

 

  
(a) Intrusive MOR for the solid analysis[1] (b) Non-intrusive MOR for the fluid analysis[2] 

Fig. 1. Numerical results by the intrusive and non-intrusive model order reduction 
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Topology optimization (TO) is a computational engineering tool used to provide optimized 
geometries, with highly attractive applications in the areas of structural and fluid flow path designs. 
The main goal of TO is to solve a material distribution problem within a design  domain considering 
an objective function and a set of possible constraints. In the case of fluids, the design variable 
values {1} and {0} usually indicate the regions of the domain where the fluid is free to flow (fluid) 
or is restricted to flow (solid), respectively. The use of TO for fluid problems began with laminar 
flows, and the current most challenging applications of TO methods for fluid flow design include 
the consideration of turbulent and compressibility effects. Another important aspect is the design 
of blood flow devices, since blood is a living fluid, subject to blood damage (hemolysis and 
thrombosis). Thus, this lecture will present the main aspects of TO for fluid flow design covering 
laminar and turbulent flows, Newtonian and non-Newtonian fluids, blood damage (hemolysis and 
thrombosis), and incompressible and compressible flows. The TO formulation will be presented 
based on the continuous design variable formulation, and also on a recent development based on 
discrete design variables and sequential integer linear programming. Examples include the design 
of fluid flow channels/devices, and flow machine rotor/volute topologies. 
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This study presents the capability and applicability for fatigue crack propagation evaluation using 
the latest machine learning. Fatigue crack propagation includes several governing laws and 
computation methods which are elastic stress field, stress intensity factors, Paris’ law and 
criterion of crack propagation direction. Crack propagation phenomenon simultaneously occurs 
with these laws. The computation time is needed for one case of crack propagation. Many crack 
propagation paths for a training are computed as training data in 2-dimension using s-version 
finite element method, however a machine learning can easily predicted interpolated crack 
propagation path and its rate very shortly than a finite element analysis.  
 
Three training levels are examined. In 1st training level, crack position vector, propagation 
direction vector and stress intensity factors are for input parameters. In 2nd training level, crack 
position vector, crack propagation direction vector, six stress components around crack tip are for 
input parameters. In last training level, only crack position vector and crack propagation direction 
vector are trained as input parameters. The last level requires only geometrical configuration to 
predict crack propagation. In order to simplify the problem, all of parameters are completely 
determined as constant values. The simulation can represent curved crack path by incremental 
crack propagation computations. As a result of comparisons between each level, the 1st level 
exhibits the highest reproducibility. If the same computation results as the 1st level, the last level 
requires 10 times training data and time to get convergence of the convolutional neural network 
system. The accuracy of all phases presents the common deviation from the correct solution. The 
deviation appears at the beginning of crack growth involving steep crack direction change. As a 
result, data augmentation is employed for the first several computation steps on each initial crack 
angle, and training data of cracks with fine intervals.  
 
Interaction of two cracks propagation is predicted and evaluated so that we’d like to enhance the 
prediction ability of crack propagation. When two cracks are very closed and interaction occurs 
evidently, data augmentation also should be employed because of very close cases less than usual 
state as concerns with distance of two cracks. The dense distribution of the training data and the 
augmentation produce highly accurate prediction of crack propagation in case of very close 
cracks. A quality of training data largely affects an ability of a prediction. The important thing is 
that the training data should contain data to predict some phenomena. We’d like to discuss the 
results of several learning examples and show the applicability of the machine learning to the 
actual engineering problem with high accuracy. 
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Virtual elements (VEM) were developed during the last decade and applied to various problems in 
solid mechanics. The method includes elements that can have arbitrary shape including non convex 
polyhedra. This flexibility with respect to the geometry can be explored and utilized within 
engineering applications for specific problems. 
 
This lecture will cover several applications of the virtual element method in the area of solids 
mechanics which are related to 
 
• contact and interfaces, 
• fracture using classical and phase field approaches, 
• homogenization of polycrystal microstructural response, 
• design C1-continuous ansatz spaces for plates and gradient elasticity 
 
For these problem classes we will discuss the pros and cons of virtual elements for efficient, reliable 
and robust solutions in the engineering world. 
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In this paper, a multiscale computational framework is developed for the simulation of graphene 

nano-platelets (GnPs) used as reinforcements in composite materials. GnPs, which consist of 

multiple graphene sheets connected by van der Waals forces, are modelled following the 

Molecular Structural Mechanics (MSM) approach [1] using energy equivalent beam and spring 

elements. Stone-Wales as well as single and double vacancy defects are considered in the 

graphene sheets [2]. The apparent mechanical properties of GnPs are described by random fields, 

obtained by means of computational homogenization [3]. Parametric investigations are carried 

out to examine the effect of the number of constituent graphene layers, as well as of defect type 

and density, on the mechanical properties of GnPs. 
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NiTi shape memory alloys inevitably come into contact with hydrogen under certain service 
environment, which has influence on its mechanical behavior. In this work, the effect of hydrogen 
on the cyclic deformation of NiTi alloys is revealed experimentally and theoretically through cyclic 
tensile-unloading experiments of super-elastic NiTi alloy wires after hydrogen charging.  
 
In the first cycle of the strain-stress curves, the transformation platform of loading curve is divided 
into two parts after ex-situ hydrogen charging of NiTi alloy wires. With the presence of hydrogen, 
initial stress of second transformation (the second stage of transformation platform) and the reverse 
transformation increases, and transformation platform is shortened. The longer the charging part is, 
the earlier the second transformation starts. In addition, hydrogen charging time and charging 
length (the length of hydrogen charging part) increase residual strain during loading ang unloading 
process. The reason is that hydrogen hinders transformation of NiTi alloys. 
 
As the number of loading cycles increases, the segmentation of transformation platform 
“disappears”. Subsequently, this phenomenon reappears. The transformation starting stress of 
charging specimens decreases more rapidly than that of the as-received. Hydrogen has a promoting 
effect on the generation of internal stresses in NiTi alloys. And the hindering effect of hydrogen on 
transformation and the promoting effect on internal stress are competing mechanisms. 
 
The aim of this paper is to establish a mechanical-diffusion coupled constitutive model of NiTi 
shape memory alloys, which regards the above effects of hydrogen on mechanical behavior of NiTi 
alloys. In order to calculate the hydrogen concentration, stress and strain fields of NiTi alloy wires, 
and obtain the overall thermomechanical response of NiTi wire.  
 
At the same time, in order to reduce the computational cost faced by the software when calculating 
the fully coupled analysis, the diffusion theory and scale conversion rule are introduced, combined 
with the developed constitutive model to describe the macroscopic thermomechanical response of 
NiTi alloy wires. The prediction results of the two methods are in good agreement with the 
experimental data. 
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Predicting where and especially when fatigue cracks will occur is a complex mater. In addition to 
the crystallographic orientation of the grain itself, the configuration of its neighborhood has a strong 
influence on the strain and stress levels generated during fatigue solicitations. As it is the worst 
configurations out of a large number of grains and neighborhoods that will drive the fatigue 
performance of a material, extreme value statistics have to be used. To do so, large set of data have 
to be generated in a reasonable CPU time.  
 
Mean-Field Homogenization methods are fast, but they do not provide enough statistical 
information to be relevant. Although Full-field Finite Element simulations does provide a precise 
quantification of the neighborhood effect, the associated CPU times are very high and gathering 
sufficient data for extreme data statistics will require very high CPU times. There is a sort of 
compromise between these two approaches in the method based on Cellular Automaton (AC). Its 
CPU time is several orders of magnitude lower than Finite Element simulations and still provides 
precise localisation information. Thus, it is a relevant tool for gathering enough data to describe the 
statistical nature of the neighbourhood effects in polycrystals.  
 
In the present paper, the AC method is applied to a microstructure with complex grain shapes. As 
an extension to Bretin et al. on close-to-equiaxal microstructure [1], the Eshelby Equivalent 
Inclusion Method (EIM) [2, 3] was developed for grains with various revolution ellipsoid shapes. 
The local stress field for different microstructures configurations were calculated. A large variety 
of aspect ratios and relative spatial orientations were documented for a 316L stainless steel, material 
known for its strong anisotropic elastic properties. The results were analysed to identify best as well 
as worst configurations for fatigue performance. 
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Adaptation is the process by which bone responses to changes in loading environment and 
modulates its properties and organization to meet the mechanical demands. Trabecular bone, the 
spongy component of many bones, undergoes significant adaptation when subjected to external 
forces. It was found that intensive mechanical stimulation results in thicker and mechanically 
stronger bones and bone morphology with individual elements of this bone tissue, trabeculae, 
aligned along the loading direction [1]. In contrast, a lack of mechanostimulation induces a bone-
mass reduction, thinning of trabeculae, and deterioration of mechanical properties [2]. Load-
induced adaptation is implemented through resorption of old and fractured bone and formation of 
a new bone material. These processes are hypothesized to be driven by mechanical stimuli of 
bone-matrix deformation sensed by bone mechanosensory cells [3]. The exact nature of 
mechanical stimuli triggering bone resorption and formation activities in response to external 
loads is currently unknown. 
 
This study aims to compare different mechanical stimuli on their ability to trigger load-induced 
adaptation in trabecular bone. To achieve this, developed 3D unit cells of trabecular lattice are 
developed with bone marrow in its intertrabecular space, reconstructed from two sets of high-
resolution peripheral computed tomography (HR-pQCT) scans. The first set includes baseline 
scans of distal tibia of a human participant, the second one comprised scans of the same 
participant after a six-months-long high-impact exercise. The finite-element method is 
implemented for the baseline model loaded in compression, tension, and shear to calculate the 
magnitudes of several mechanical stimuli that are widely considered as candidates to trigger the 
bone adaptation. A user-material subroutine is developed to relate the magnitude of each 
candidate to changes in mechanical properties and shape of trabeculae in the baseline model. The 
obtained adaptation results are qualitatively compared against the follow-up model. 
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Thermomechanical behaviour of cast irons is computationally investigated in this work, employing 
a micromechanical approach. Cast irons form an integral part of industrial applications, since they 
are used extensively in numerous applications thanks to their good thermal and mechanical 
properties, excellent wear resistance, and competitive price [1]. Although cast irons were studied
considerably, their thermomechanical behaviour and, especially, fracture at microscale is not yet 
fully understood. The main reason for this is their complex microstructure comprising graphite 
particles of different shapes, sizes, and orientations embedded in an iron matrix, which can be 
pearlitic, ferritic, or a combination of these two phases. 
In order to identify the parameters that affect the fracture of cast irons under thermomechanical 
load, microstructures are characterised with scanning electron microscopy and the obtained scans 
are assessed with image processing tools. Using statistical analysis of the results, representative 
volume elements (RVEs) are generated with Python scripts. These comprise a ferritic/pearlitic
matrix and graphite particles of various shapes (represented as ellipsoids) and are studied using a 
finite-element approach. An elastoplastic behaviour is assumed for both graphite inclusions and 
matrix, while a graphite-matrix interface region is modelled with cohesive finite elements [2, 3].
The focus of this study is on identification of fracture mechanisms at microscale and understanding 
the macroscopic performance of compacted graphite iron under purely thermal or
thermomechanical loading. In addition, parametric analyses are performed to link different 
microstructural features to mechanical responses. The obtained results are expected to be useful in 
the future design and optimisation of this engineering alloy and similar metal matrix composites. 
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The microstructure of carbon fiber-reinforced carbon matrix composites (C/C composites) have 
important effects on its ablation performance. However, the traditional macro-prediction methods 
underestimated the ablation recession rate and ignored the influence of microstructure [1, 2]. It is 
necessary to modify these methods to take the microscopic characteristics into account. Therefore, 
in this work, a thermochemical ablation model of C/C composites is proposed based on the 
evolution behavior of its microstructure. The ablation recession rate and surface temperature 
predicted by this model are in good agreement with the experimental results. Through the 
numerical analysis, we found that the ablation recession rate of the material without carbon fibers 
is much greater than that of the material containing carbon fibers. The ablation recession rate is 
influenced by the fiber orientation due to the change in thermal conductivity. The anti-ablation 
efficiency of the C/C composites can be improved by increasing its fiber radius, radiation 
coefficient, heat capacity, interphase density, and thermal conductivity coefficient. The 
thermochemical ablation model provides a guide for the design of better anti-ablation C/C 
composites. 
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Ultra-High Molecular Weight Polyethylene (UHMWPE) is widely used as a bearing surface in total 
and partial joint arthroplasty. In addition to medical applications, this polymer is utilized in the fields 
of ballistic protection, sports, and industrial tribology. The addition of carbon allotropes, such as 
nanographite or carbon black powders, to UHMWPE offers potential benefits including added 
conductivity, increased wear resistance, and introduction of micro-tracers for understanding 
microstructural behavior and monitoring damage [1]. The mechanical properties of these 
carbon/UHWPE nanocomposites can be enhanced by subjecting them to equal channel angular 
extrusion (ECAE) as a way to introduce large shear strains and achieve higher molecular 
entanglement of UHMWPE and better distribution of carbon nanoparticles [2, 3]. 
 
This paper presents numerical models developed to obtain an insight on the full-field distribution of 
shear strains during the ECAE process and to correlate the resulting microstructure with the overall 
mechanical and electrical properties of carbon/UHMWPE nanocomposites. Numerical simulations 
are conducted on macroscale (ECAE) and microscale (UHMWPE particles and carbon-polymer 
mixtures) utilizing finite element analysis and analytical micromechanical formulas. The composite 
material models are based on micro-computed tomography and microscopy studies. Numerical 
modeling results are correlated with the experimental observations of the extrusion forces and 
extruded billet shapes (ECAE models) and the overall material properties measurements obtained 
through thin-section tensile testing (microscale composite models). 
 
Acknowledgements. The authors acknowledge funding by the National Science Foundation 
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Hybrid carbon fiber reinforced Epoxy (CFRE) composite core/magnesium alloy facesheet 
laminates are the latest generation of laminates [1]. They have been paid for more and more 
attention in the fields of electronics, vehicles, aerospace due to their high specific strength and 
modulus, good shock and energy absorption in comparison to other fiber metal laminates (FMLs). 
However, the application of the fiber/magnesium laminates is limited because of the weak 
bonding interface in them. In addition, information on the dynamic mechanical properties of fiber 
reinforced magnesium-based laminates is very limited [2]. 
 
In this work, we focused on the interlaminar performance and impact response of elnov 
fiber/magnesium alloy laminates (Mg-FMLs) with enhanced interface adhesion [3]. The 
interlaminar fracture behavior of the Mg-FMLs under different loadings was experimentally 
studied and the cohesive zone model (CZM) parameters for interfacial bonding layer of the 
hybrid laminate were extracted by inversion analysis based on the DCB experimental data. 
Moreover, dynamic response modelling of the FML specimens subjected to low-velocity 
projectile impact loading was carried out using the developed VUMAT subroutine implemented 
in ABAQUS/Explicit, and the predicted results were compared to the SHPB experimental results. 
Results show that the present Mg-FMLs exhibit higher interlaminar fracture toughness and 
impact resistance than those of traditional Mg-FMLs bonded with epoxy resin [4]. The predicted 
results for the low-velocity projectile impact are close to the experimental results, validating the 
correctness of constitutive and finite element models of the composite laminates under dynamic 
loading conditions. The overall fracture of the present Mg-FMLs under different loading 
conditions exhibits matrix and CFRP dominated mixed-mode failure because of high interlaminar 
properties. The research results provide an important reference for the design optimization and 
application of impact resistant lightweight fiber-metal laminated structures.  
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Weathering-induced deformation of cut slopes excavated in weak rocks is a significant concern for 
the long-term stability of the slope. In this study, a cut slope at the Tomei expressway was 
investigated by extensive geotechnical survey and laboratory tests over 50 years to reveal the 
weathering mechanism after the excavation. From the survey and test results, variation of the 
stiffness and strength due to weathering was grasped. Interpretation of the safety factor and change 
in the failure mode due to weathering was predicted by the rigid-plastic finite element method 
incorporating the strength degradation. A simple, analytical method combining the classical 
theories of slope stability is developed to predict the weathering-induced change in the safety factor 
and the failure mode.  
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This work presents a 3-D Generalized/eXtended Finite Element Method (GFEM) simulation of hydraulic
fracture process by coupling the solid/rock domain equations with the fluid flow within the fracture
using the algorithm reported in [1]. The GFEM, which is based on p-hierarchical FEM enrichments,
is combined with mesh adaptivity for the robust and computationally efficient simulation of mixed-
mode brittle fracture propagation. Both h-refinement around the fracture front and p-enrichment in the
analysis domain are used to control discretization errors. The fluid flow, descritized using a 2-D FEM,
is modeled using the Reynold’s lubrication theory and assuming a Newtonian fluid property. A Linear
Elastic Fracture Mechanics (LEFM) model based on Irwin’s criterion is adopted for the solid domain.
The direction of fracture propagation is computed using Mode I, II, and III Stress Intensity Factors (SIFs)
and Schöllmann’s criterion [2]. SIFs are extracted using the Displacement Correlation Method presented
in [3]. The formulation cabalities are demonstrated by its adoption to reproduce a set of two hydraulic
fracture experimental tests with reasonable accuracy. This is followed by a series of parametric analyses
on multiple interacting fractures to study the influence of treatment conditions (fluid viscosity, spacing
and number of the fracture cluster and remote stress type) on their behavior.
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Past research in stress corrosion cracking (SCC) of pipelines widely relies on expensive and trial-and-
error experimental methods to study material susceptibility to cracking under field operating conditions.
This work developed a new methodology for using probabilistic multiphysics modeling and simulation
of pipelines subjected to near-neutral pH SCC. The mechanism-based hydrogen damage model is solved
from a sequence of two stages: colony evolution and cracking. That is, first we predict preliminary stages
including time to initiation and starting crack dimensions. Then a second module is used to continue the
calculation of the residual strength. Finite element models are validated by existing SCC experiments of
X70 steel, with emphasis on the synergistic effects of mechanical and corrosion properties on the material
degradation mechanisms. The solution pH and the potential variables are modeled as random fields.
Other materials, environment, and stress random variables are considered, and particularly, the initial
crack has an aspect ratio modeled from available field data. During uncertainty quantification of the finite
element model, an assemble of metamodels is used to alleviate the computational burden of stochastic
calculations. The assemble enables a very efficient Monte Carlo simulation, which is performed in the
encapsulated algorithm. This surrogate assemble is validated and applied to sensitivity analysis and
reliability analysis of the affected pipe. The proposed approach balances high-fidelity modeling with
relevant random variables. Furthermore, the proposed approach can reproduce relevant mechanical and
corrosion variables that affect stress corrosion crack growth rates. This fact could significantly reduce
uncertainties associated with this type of SCC. The results revealed that the probability of failure due to
burst is highly sensitive to the crack aspect ratio and toughness due to their influence on crack driving
forces. The remaining life can be prolonged greatly by reducing the crack aspect ratio and increasing
fracture toughness. In conclusion, it is expected that the presented approach can leads to improvement
in the design for reliability of oil and gas pipelines.
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We present a multi-resolution scheme for simulating hydraulic fracture problems. We consider systems
involving a coupling of fluid flow through porous media and within cracks with the mechanics of fracture.
In particular, we develop a multi-resolution approach employing a coupling of global and local scales,
with distinct treatments in each. Crack propagation is handled inside local subdomains instantiated on
the fly in the vicinity of crack tips, using a phase-field method to facilitate the treatment of complex
topological changes. The bulk physics are discretized over a global domain, where the fractures are as-
sumed to be fixed and represented by embedded discontinuities. This separation imparts the approach
with the benefits of the phase-field method in handling complex crack paths, without requiring the ex-
traction of crack openings from a diffuse crack surface representation. To demonstrate the efficacy of our
framework, we compare simulation results using this multi-resolution scheme to well-known benchmark
problems in hydraulic fracture, including those with multiple, interacting cracks.
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Many phase-field formulations for fracture require fast and accurate computation or estimation of jump
of quantities across the regularized cracks. For example, the traction-separation law in cohesive frac-
ture, the crack-opening-displacement(COD)-dependent permeability in hydraulic fracture, and the COD-
dependent thermal conductivity and the temperature-jump-dependent heat flux in thermal contact all
require knowledge about the jump in certain quantities. To date, there have been many attempts at esti-
mating the COD [1, 2, 3, 4, 5, 6]. In this work, we propose a PDE-based approach for estimating general
jump quantities across cracks. In the same spirit of phase-field regularization, the jump is first regular-
ized as a density function defined everywhere in the domain. The path-wise constant jump density field
can then be obtained from a constrained minimization problem. With prior knowledge about the sup-
port of the phase field, a constant jump field over the entire support of the phase field can be recovered.
The performance of the proposed method is studied using stationary prescribed cracks and a patch test
for thermal contact. Finally, a regularized thermal contact formulation is developed and verified against
sharp crack descriptions.
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Modern day composites have many potential applications in the production of structural 
components like fuselage, fairings, wing structures etc., as they possess high strength and 
stiffness-to-weight ratio. The structural components also require fewer fastening and machining 
parts. Despite the significant advantages of composites, several questions pertaining to the 
mechanical/failure behavior of composites remain unresolved. For instance, wing structures in 
aircrafts often withstand high lift and drag forces. Any composite material used in designing these 
components must withstand these forces without a significant risk of failure.  The development of 
predictive numerical models is thus essential while understanding the failure behavior of 
composites. However, existing methods fail to accurately predict the various failure mechanisms, 
such as crack deflection, coalescence, and matrix cracking at the laminate interfaces. Here, we 
propose the use of an adaptive phase-field approach to address this class of problems.  
 
We extend a recently developed adaptive phase-field method to model delamination in 
orthotropic laminated composites [1]. In the proposed approach, two sets of governing equations 
are simultaneously solved in a staggered manner. A second-order partial differential equation is 
solved to obtain a phase-field variable that predicts the damage evolution. A coupling between the 
mechanical equilibrium equations and the phase-field damage variable equation is achieved 
through a stress-degradation function. The dependence of the crack path on material orientation is 
incorporated by means of a penalized second order structural tensor in the crack surface density 
function [2]. Crack driving force was divided into individual fibre and matrix damage, 
corresponding to different failure modes across laminate [3]. An adaptive refinement strategy is 
finally suggested, to reduce the computational cost, that robustly discretizes the domain as the 
crack propagates. The computational mesh is partitioned into standard and refined regions, which 
is mapped onto a fixed background mesh with different approximation spaces. A continuous 
finite element approximation is used while partitioning the regions, weak continuity is then 
imposed at the interface using Nitsche's method. Benchmark numerical experiments were 
performed to demonstrate the efficacy of the approach to capture failure behavior in composite 
laminate by varying fibre orientation. Results exhibit the great capability of model to predict 
crack propagation which was either along the interface or it cuts the matrix. The numerical 
findings were validated by existing experimental and numerical studies. 
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Fracture propagation in layered subsurface media is actively studied by engineers, and 
geoscientists. In various geo-engineered systems, such as, unconventional hydrocarbon 
reservoirs, enhanced geothermal systems, tunnels, and mines, fracture patterns in the subsurface 
play a critical role. Predictive numerical simulations are an essential tool to facilitate well-
designed subsurface systems. However, despite significant advances in recent years, 
numerically predicting fracture propagation in the subsurface remains an outstanding challenge 
for the computational mechanics community. This is partly because the subsurface is highly 
heterogeneous and contains several layers with distinct mechanical properties, which 
dramatically affects the geometry of subsurface fractures. Depending on prevailing conditions 
of contrasts in elastic moduli, fracture toughness, interface inclination, and in-situ stress of 
surrounding layers, cracks may either arrest, penetrate, or branch at the material interface [1]. 
 
This study will extend a recently developed adaptive phase-field fracture model to layered 
materials [2]. In this approach, mesh refinement is required only in a small, diffused zone ahead 
of the crack tip while the rest of the domain is discretized using standard elements. The 
continuity between refined and standard elements is ensured by employing the Nitsche’s 
method. The key advantages of the proposed methodology include an energetic approach to the 
crack propagation criteria, a natural crack-tracking framework through a phase-field variable, 
and reduced computational burden due to mesh adaptivity. Several parametric studies will be 
performed to study the effect of elastic stiffness contrast, toughness contrast, and interface 
inclination on fracture propagation in layered subsurface formations with perfectly bonded 
layer interfaces. Based on these studies, conclusions will be drawn on the conditions that result 
in fracture arrest, deflection, and penetration at layer interfaces in multi-layered formations. 
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Nowadays, sintered silver nanoparticles, a promising candidate for electronics interconnection 
materials, are widely adopted in emerging electronics technologies such as next-generation power 
electronics, polymeric devices, skin-mounted device, printable elastic conductors, and wearable 
printed circuits. Owing to its low sintering temperature, high melting point, and excellent thermal 
and electrical conductivities, sintered silver nanoparticles allow reliable electrical and mechanical 
interconnects to be used for various substrates and harsh environments. Essentially, sintered silver 
nanoparticles are typically heterogeneous with randomly distributed pores are ubiquitous.  
 
Recent experimental investigations have revealed that porosity and also the pore-related 
geometries (size, number, shape, distribution and alignment) have significant impacts on the 
mechanical behaviour of random porous materials. However, existing studies focus on the 
porosity effect while ignoring other pore features such as pore size and pore shape. Our research 
is dedicated to a computational framework for generating isotropic/anisotropic random porous 
materials using Gaussian random fields with stochastic pore size and shape factor and addressing 
the mechanical properties and behaviour of brittle fractures using a fracture phase-field model 
with a preferred degradation function. Sintered silver nanoparticles with typical randomly 
distributed pores, as representative porous materials, are chosen for their promising applications 
in emerging fields such as power electronics and wearable devices. In order to emphasize the 
effect of pore size and shape, 420 random samples with a fixed porosity were generated to discuss 
the stress-strain response during fracture and to establish statistical relationships between pore 
feature distributions and mechanical properties such as Young's modulus, UTS, and average 
historical energy. Our findings suggest that the statical attributes of the pore sizes and shape 
factors significantly affect the material performance related to the mechanical properties and 
fracture behaviour, which could give a better understanding of the random porous materials and 
guide reliability-based material design and optimization. 
 
Further studies can be done in the future to expand into the three-dimensional structure in order to 
gain a better understanding of the correlation of true microstructure with mechanical behavior. 
The relationship between three-dimensional spatial distribution features and mechanical 
properties can be investigated for random porous structures as well. On the other hand, a huge 
number of random samples generated by our approach can be studied more effectively by 
machine learning. Efficient and fast links between random porous structure and mechanical 
characteristics can be developed by machine learning, which can drastically reduce computational 
consumption and achieve microstructure-based material attributes more quickly.  
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The numerical treatment of the whole process of ductile fracture remains a challenging task, 
particularly when FEM is employed. The well-known main issue regards pathological mesh 
dependence of the numerical results, not only in the softening regime induced by the more or less 
diffuse micro-defect growth, but also in the stages of strain localization and further crack 
propagation that are strongly controlled by the mesh size and orientation and not by physics. In 
the literature, non-local approaches are adopted to mitigate these effects but they require a 
calibrated length scale and mesh refinement, thus being time consuming. In order to get both 
mesh objectivity and low computation cost, we here propose to apply the XFEM to both weak 
and strong discontinuities, viz. strain localization and crack propagation. A three-dimensional 
methodology assuming small strain has been implemented into the commercial code Abaqus 
through a user-element (UEL), wherein the strain localization band is described through a 
cohesive plane embedded within the finite element (cohesive XFE), and the progressive loss of 
cohesion leads to crack formation (traction-free XFE), see [1]. We further extend this 
methodology considering large strain and rotation, relying upon the Updated Lagrangian 
formulation (U.L.) (see [2]), incrementally objective algorithms as proposed in [3], and various 
cohesive models. The main numerical issues, such as locking (see [4]) that were necessary to 
solve/overcome will be presented along with cases of increasing complexity (geometry, loading). 
A final assessment of the numerical approach implemented in Abaqus will be conducted by 
comparing numerical results to experimental results. 
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It has been shown that the coalescence of pressurized penny-shape cracks leads to controlled fracture of
silicon which is the basis of Smart-Cut process used to fabricate silicon on insulator (SOI) wafers [1]. In
this study, we report the results of the simulation of multiple crack evolution and their coalescence using
the eXtended Finite Elements Method (X-FEM). This approach can offer accurate and optimally con-
vergent numerical solution of elastic fields using level sets functions and enrichment technique to define
a crack [2]. We have addressed the problem with a 3D model and in linear elastic fracture mechanics
framework. A multi-scale adaptive mesh has been developed in the form of 3D fractal mesh to opti-
mize computation time. About 90% gain in computation time has been achieved compared to structured
meshes. Neumann boundary conditions for pressure have been applied on crack interfaces. This type
of load represents pressure in cavities produced by hydrogen gas created by H implantation followed by
annealing during Smart-Cut process. Another contribution of this study is related to the determination of
3D stress intensity factors (SIF) with internal pressure applied on crack interfaces. Numerical results on
SIF KI have been compared to the analytical solution in the model case of isolated round penny-shape
crack in equilibrium, demonstrating very good accuracy (less than 1%). The crack growth is taken into
account in the model following Griffith’s theory for brittle fracture [3]. The coalescence modeling has
been possible by updating level sets and enrichments at the crack vicinity. The final challenge in this
study is the modeling of experimentally observed cracks evolution [1] to explain physical aspects of
cracks in the Smart-Cut process and to evaluate local instabilities related to crack size and shape.
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The peridynamic fatigue model using the remaining-life concept was developed by Silling and 
Askari [1]. In this model, fatigue damage induced by cyclic loadings can be simulated by applying 
the remaining-life solution as a failure criterion. Herein, the remaining-life solution is based on 
only the single parameter of the core cyclic bond strain induced by cyclic loadings. Bang et al. [2] 
and Bang and Ince [3] showed that the model has a limitation of accounting for fatigue damage 
induced by both monotonic and cyclic loadings, i.e., effects of R-ratio are not considered in the 
peridynamic fatigue damage model.  
 
To overcome this problem, a new peridynamic fatigue model based on two-parameter based 
remaining-life concept is proposed in order to take into account R-ratio effects in peridynamic crack 
growth simulations. Two-parameter remaining-life equation is formulated as a function of the core 
cyclic bond strain and maximum core bond strain considering two-parameter nature of fatigue 
damage process.  The core cyclic bond strain and maximum core bond strain are regarded as two 
independent peridynamic crack driving forces in a new formulation of the PD fatigue damage 
model.  The proposed model provides a capability that more accurate crack growth simulations can 
be obtained by accounting for two independent damage controlling parameters of the core cyclic 
bond strain and maximum core bond strain resulted from the cyclic and monotonic parts of a 
loading cycle, respectively.  
 
The model results show the predicted crack growth rates computed by the model agree well with 
experimental data set of 2024-T3 and 7075-T6 aluminium alloys under four different R-ratio 
loading conditions of 𝑅𝑅𝑅𝑅 = 0, 𝑅𝑅𝑅𝑅 = 0.33, 𝑅𝑅𝑅𝑅 = 0.5 and 𝑅𝑅𝑅𝑅 = 0.7. The model predictions also show 
that two-parameter based crack growth driving force enables crack growth data sets at various 
loading conditions are collapsed on the predictive master curve of the model. The proposed 
peridynamic fatigue damage modeling approach provides efficient and accurate crack growth 
simulations by accounting for different R-ratio loading conditions. The unification of fatigue 
damage behavior under various cyclic loading conditions can be possible by accounting for two 
peridynamic damage controlling parameters of the core cyclic bond strain and maximum core bond 
strain in the formulation of the fatigue damage model on the basis of two-parameter based 
remaining-life formulation. 
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A unified peridynamic model (UPD) is proposed to simulate the discontinuous, multiphysical 
and multiscale behaviours of geomaterials. The mechanical behaviours of the material points are 
reformulated by incorporating the bond tension-rotation-shear coupling effects, which makes the 
proposed model suitable for complex discontinuous problems in both three-dimensional spatial 
and two-dimensional plane conditions. The governing equations of bonds connecting material 
points are reformulated from the definition of bond deformation rates, leading to a rate-based 
expression of mechanical behaviour of solid particles. Three kinds of peridynamic parameters, 
corresponding to the compressive, shear and bending stiffness of the bond, are introduced to keep 
the consistence of the strain energy obtained from the proposed peridynamic model and from the 
continuum mechanics under arbitrary deformation fields. The damage evolution functions are 
introduced in the model to capture the loading-rate dependence of geomaterials. Moreover, a 
novel energy-based failure criterion, involving the maximum stretch, shear strain and rotation 
angle limits of the bond, is proposed to describe the nonlinear behaviors and progressive failure 
for geomaterials.  

In order to further simulate the continuous and discontinuous mechanical behaviours of 
geomaterials under effects of different physical fields, a nonlocal multiphysics model is proposed 
in the framework of the UPD. A new force state vector is proposed by introducing the first Piola-
Kirchhoff stress to enable the divergence of stress tensor at each material point to be expressed by 
averaging all the force state vectors in its support domain. It is also demonstrated that the new 
force state vector ensures the mathematical consistency between the strong form of peridynamic 
(PD) and the classical continuum mechanics (CCM) when the horizon of a material point 
approaches to zero. Then, a non-local Gauss's formulation is presented by transforming the 
displacement and traction boundaries in CCM into the non-local fictious boundary layers in PD, 
and this formulation unifies the variational framework of PD and CCM at both continuous and 
discrete levels. Furthermore, a fully implicit algorithm is developed to solve the general nonlinear 
problems such as fracture behaviours and large deformation of solid materials. Fianlly, a penalty 
method is employed to eliminate the zero-energy mode oscillation inherently observed in NOSB-
PD, and the penalty force and penalty stiffness matrix are derived in the proposed implicit 
algorithm and numerical implementation.  

To modelling the mechanical behaviours of the fluid transport in porous media, a unified non-
local fluid transport model is developed along with the idea of UPD. First, a non-local governing 
equation of fluid transport is presented based on the UPD, and a novel flux vector state and a non-
local Darcy's law is proposed to illustrate non-local fluid transport effects in heterogeneous 
saturated porous media. The proposed flux state vector ensures the non-local governing equation 
of fluid transport model in heterogeneous saturated porous media degenerates into the local one 
when the horizon of each material point approaches to zero. A non-local pressure gradient at each 
material point can be obtained by averaging all the flux state vectors in its horizon, which unifies 
the weak and strong discontinuities of pressure in heterogeneous saturated porous media in a 
consistent way. Second, a variational formulation of the unified non-local fluid transport model is 
developed. This variational formulation enables the proposed model to deal with complex 
boundary conditions, which is difficult or even impossible for current fluid transport models 
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based on Bond-based Peridynamics (BB-PD) and Ordinary State-based Peridynamics (OSB-PD). 
Third, a fully implicit algorithm combined with the Newton-Raphson method is introduced to 
solve the general non-linear problems in the heterogeneous saturated porous media. 

For the simulation of multiscale behaviours of geomaterials, the PD model based on nonlocal 
theory is coupled with the finite element method (FEM) based on classical continuum mechanics, 
which can eliminate the boundary effects caused by nonlocal effects. The PD and FEM models 
are coupled by the hybrid region, which is based on the simplified energy equivalent method. In 
the hybrid region, there are three kinds of transition weight function: Heaviside function, linear 
function, and cubic function. The dynamic relaxation method is used to reach a solution. The 
computational accuracy of the coupling method with different transition weight functions is 
verified by comparing the results of numerical examples with the FEM results. The coupling 
method lays a foundation for multi-scale discontinuity problems. 

The proposed model is verified by comparing its results with those from experimental 
observations. Numerical examples demonstrate that discontinuous, multiphysical and multiscale 
behaviours of geomaterials under dynamic loads are well captured by the proposed model.  
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A new data-driven method for solid mechanics is proposed. The fundamental idea is to use full field
displacement measurements to obtain admissible solutions over larger domains, called patches. As these
patches have been observed in real structures, they automatically meet most of the PDE characterizing
the problem, especially internal equilibrium and constitutive equation. We then use a library of such
patches to predict the response of new structures. To do so, patches are assembled as pieces of a jigsaw
puzzle in a way that they meet the boundary conditions exactly while they meet some globally defined
approximation of equilibrium and kinematic continuity. No assumption on the locality of the problem
was made, as the objective of the method is to be model-free. For this purpose we use an overlapping
domain decomposition method that is applicable to both local and non-local problems.

Frankenstein’s method can be readily applied to non-local problem without much additional complexity
compared to local formulation, as it is by essence formulated independently of the locality/non-locality
assumptions. This should allow for a more natural implementation of plasticity, degradation and damage
in the future, as these are commonly accompanied by localization issues [1]. One can also see this work as
an extension of non-local methods. The accuracy of traditional non-local models such as peridynamics,
phase-field or higher order gradient methods, depends upon the formulation of an accurate constitutive
relation. But traditionally constitutive relations are found empirically, the choice of a material model
is essentially arbitrary, one simply decides on a fit function which seems appropriate as long as some
thermodynamic principles are satisfied [2]. Our work does not require such a heuristic approach, it is
a first effort towards a uniform framework. Removing the heuristics comes with a price however, an
increase of computation cost and measurement data hunger.

We will introduce the fundamentals of Frankenstein’s Method illustrated by history independent exam-
ples in one and two dimensions. The main focus is the formulation of a weak form, which will allow for
the approximation of the exact solution.
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Peridynamic (PD) models for dynamic brittle fracture have been shown to predict complex crack 
patterns, the crack speed, and interactions between stress waves and propagating cracks. The 
models have been validated against experimental results for dynamic crack growth in glass [1,2]. 
There is also a clear understanding why, in contrast, phase-field models have difficulties in 
matching some of the experimentally observed behaviour. Nevertheless, when the PD models for 
brittle fracture are applied to certain glassy polymers (e.g. PMMA), they lead to crack 
propagation speeds significantly higher than what is measured in experiments. We investigated 
the reasons behind these discrepancies and found that the likely culprit is softening due to heating 
near the crack tip: experimental evidence has been published showing significant heating/melting 
around the process zone in dynamic fracture in PMMA materials. We concluded that heat 
generated by high strain rates at the crack tip, or its softening effects, need to be taken into 
account if one aims of predicting dynamic fracture in PMMA.  
 
We introduced a PD model ([3]) that implements a Heat Affected Zone (HAZ) around the crack 
tip in which a nonlinear (bilinear) elastic model is used before peridynamic bonds break, in order 
to affect the softening due to heat generation from high strain rates. The model with a softened 
region around the crack tip was able to reproduce the experimentally measured crack speed and 
the crack length evolution with high fidelity. The new peridynamic model allowed us to 
understand the relevant mechanisms in dynamic fracture of PMMA. With this model, we 
demonstrated the importance of the softened region around the crack tip in dynamic fracture of 
PMMA materials.  
 
The model was then used to study the influence of strong and weak interfaces in bi-layered 
PMMA on crack behaviour [4]. Experiments have shown that PMMA layers exhibit dramatic 
changes in dynamic crack growth characteristics depending on the interface toughness and its 
location. We find that the presence of three factors/elements in the PD model are essential for 
being able to reproduce the observed fracture behaviour: (1) softening near the crack tip to 
account for changes in PMMA due to heat-generation induced by the high strain rates reached 
around the crack tip in dynamic fracture; (2) having independent extension (mode I) and shear 
(mode II) modes of fracture; and (3) using a two-parameter fracture model (that can match both 
the strength and the fracture toughness for any horizon size).  Once these elements are in place, 
the PD model captures the experimentally observed dynamic fracture characteristics in bi-layer 
PMMA: cracks branching or not at the interface, depending on the interface location; crack 
running along the interface and punching through the second PMMA layer; slight crack path 
oscillations near the far end of the sample. The computed crack speed profiles are also close to 
those measured experimentally. The model reproduces the slight crack acceleration seen before 
the crack tip reaches the interface, and the sudden drop in crack speed once passed the interface. 
 
We conclude that dynamic brittle fracture models for PMMA require extra components compared 
to those that work for dynamic fracture in glass, for example. Moreover, the presence of 
interfaces constitutes an important benchmark against which computational models for dynamic 
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fracture need to be tested against: a model can perform well when simulating dynamic brittle 
fracture in a homogeneous sample, but fail when the sample is simply a layered construct of the 
same material.   
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The microstructures of additively manufactured materials are spatially heterogeneous and highly process
dependent. Moreover, engineering properties such as strength and toughness are sensitive to microstruc-
ture morphologies resulting from the manufacturing process. The creation of microstructure aware ma-
terial models, in fields such as peridynamics [1], requires data describing the underlying microstructure.

This presentation will discuss recent work on a model employing the Metropolis Monte Carlo method
for simulating additively manufactured microstructures. The proposed model allows flexibility in the
process parameters which facilitates the analysis of the impact of process parameters on the generated
microstructure. This model is implemented into the open source code SPPARKS [2].
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In this work, the role of residual thermal deformation on bimaterial interface fracture is 
investigated by the peridynamic model. First, the formation of peridynamic bond force state 
considering thermal effect is given for the bimaterial elastic behaviours modeling. The energy 
release rate of bimaterial interface crack with the thermal deformation is computed with the 
modified peridynamics-based virtual crack closure technique (PD_VCCT) model. An extended 
peridynamic mixed-mode bond failure model considering thermal effect is proposed for interface 
bond failure analysis, and a node to node peridynamic contact model is introduced for the 
frictional contact modeling of interface cracks. Then, some examples are investigated for the 
model verification and application. The deformation and fracture behaviours of bimaterial 
specimens are predicted with the proposed peridynamic models, and the role of residual thermal 
deformation is studied.  
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We use nonlinear-nonlocal field theory for numerical simulations of quasistatic fracture. The
model used is a regularized nonlinear pair-wise (RNP) potential within the peridynamic formu-
lation. In addition, to the tensile force, a hydro force is added to allow arbitrary Poisson ratio.
The potential functions are analytic and smooth. This fact allows us to write the entries of the
tangent stiffness matrix analytically thereby saving computational costs during the assembly of
the tangent stiffness matrix. We validate our approach against some state-based peridynamic
model using numerical differentiation for the tangent stiffness matrix and classical continuum
mechanics. In addition, we show stable crack growth for hard loading. Our approach is novel in
that only bond softening is used, as opposed to bond breaking.
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Nickel-based superalloy is a metal composite material with nickel as matrix and reinforcement. It 
has high strength and resistance to oxidation and corrosion at high temperatures, and has a wide 
range of applications in the fields of transportation, aerospace and energy. Experimental  research 
on fatigue-resistance performance of nickel-based superalloys in high-temperature extreme 
environments has disadvantages such as complex experimental procedures, high research costs, and 
low efficiency. Herein, a temperature-dependent fatigue crack growth model of conventional peri-
dynamics（PD）was established to simulate the fatigue crack growth behavior of graphene/nickel-
based superalloy composites under thermal cyclic loadings. The effects of thermal cycle amplitude 
and graphene content on the thermal fatigue crack growth behavior of the superalloy composites 
are studied. The PD method describes the damage behavior of composite materials by solving the 
spatial integral equation, which effectively avoids the singular solution of the damage simulation 
crack, and the simulation calculation accuracy of the thermal fatigue crack growth behavior of the 
material is high. The present PD model provides a new idea for the numerical study of mechanical 
behavior of metal composites under extreme environment. 
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Micro-scale mechanical tests, such as micropillar compression tests or microtensile tests, play an im-
portant role in understanding the mechanical behavior of metals. Complementing these experiments by
simulations can give additional insights into the observed behavior and allows for predicting the behavior
in polycrystals. However, traditional crystal plasticity models fail to capture the heterogeneous defor-
mation within a single crystal and the variations in the stress-strain curves between similar samples that
are observed in experiments. These stochastic variations arise because of the limited number of disloca-
tion sources present in the samples. On the other hand, simulation frameworks which do account for the
stochastics of dislocation sources, such as discrete dislocation dynamics, come with significant computa-
tional cost and complexity and are often restricted to small displacements. This impedes the application
of these simulation frameworks to full microscale experiments.

We present a numerical framework [1] which models the plastic deformation resulting from slip on
crystallographic slip systems, similar to the approach taken in crystal plasticity, but which does account
for variations in critically resolved shear stresses between atomic planes. These variations are linked
to the physics and stochastics of dislocation sources. By using some verified assumptions, only small
adaptions to a standard crystal plasticity code are needed in order to implement the model. This allows
for simulations up to large strains, in a finite deformation setting. The numerical framework is used to
study the behavior of microtensile tests of ferrite monocrystals, performed by Du et al. [2]. It is shown
that the discrete slip plane model, contrary to a traditional crystal plasticity model, is able to predict
the diversity of active slip systems, the heterogeneous deformation and the variations in the stress-strain
curves that are observed in the experiments. Furthermore, the model is applied to samples consisting of
multiple grains. Here, the competition between stochastic effects and microstructural features is studied.
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Continuum damage models that possess an internal length scale address the mesh 
sensitivity of earlier damage models wherein the response becomes more brittle as the mesh is 
refined. However, in many applications the crack-tip damaging zones for propagating cracks tend 
to be overly diffuse and broad. While the phase field formulation derives from a different energy 
statement, the final form of differential equation resembles a gradient damage model, albeit with 
some differences in the source term and stress reduction function. These differences improve the 
phase field model response by reducing diffusion in damaged regions.  

We consider the elastodynamics problem coupled with a hyperbolic phase field model. The 
rationale for using a hyperbolic phase field model is the finite speed of propagation of waves and 
damage in solid materials. This argument motivates the phase field model in [1] and the continuum 
damage models in [2, 3]. We present elliptic, parabolic, and damped hyperbolic forms of phase 
field differential equations and describe the interaction between the phase-field time scales (where 
present) and the time scale of dynamic loading in a 1D problem. The rate effects of the phase field 
models will also be compared with a continuum damage model. Understanding the induced material 
rate effects based on intrinsic parameters of the phase field model is important for extending the 
model to more complex 2D and 3D problems. Next, the asynchronous spacetime discontinuous 
Galerkin (aSDG) method [4] is used for 2D solutions. Specifically, the failure response of 
microstructured media composed of repeating unit cells is sought. The metamaterial microstructure 
is designed to delay the transfer of energy and to decay stress amplitude as waves pass through a 
slab of material. Finally, we briefly discuss applications of this accurate but computationally 
expensive continuum model for fine-tuning the parameters of extreme reduced order models 
(ROMs) based on discrete representations of grids of metamaterial cells. 
 
Acknowledgment: This material is based upon work supported by the Army Research Laboratory 
and National Science Foundation under Grant Nos. 1725544 and 1725555. 
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We present a new scalar damage model for brittle fracture under quasi-static and dynamic loading 
conditions in both 2D and 3D problems. In contrast to existing damage theories, the new 
development is derived in the context of scalar damage theory, but the damage variable is defined 
by means of the energy limiter theory [1] with an introduction of the damage threshold. The model 
is further enhanced with crack band theory [2] and energy decomposition [3]. Finite element 
discretization for the developed approach at small strain for localized brittle fracture is given. The 
developed damage model consists of three major ingredients: (i) the energy limiter theory is 
introduced as the foundation of the developed formulation; (ii) the crack band theory is to regularize 
the formulation to avoid mesh-dependent solutions; (iii) the split energy density uses to differentiate 
fracture behavior between tension and compression modes, preventing the non-physical crack in 
compression domains. We present several representative numerical examples to show the 
performance and accuracy of the developed damage model. 
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This study present a consistent description of the cohesive traction-separation law for seamless transition
from weak- into strong-discontinuities. The fracture process can be divided into two stages to differenti-
ate discontinuities in the displacement field around a crack tip. At the first stage of the fracture process,
the displacement field changes from continuous to weakly-discontinuous ones due to the pseudo-jump
discontinuity of the strain field caused by the stiffness reduction followed by material softening. The
stiffness reduction is represented by the cohesive traction-separation law that is incorporated into a ma-
terial constitutive law by the introduction of apparent strain caused by the crack opening displacement
and the local balance equation between cohesive traction and principal stress. Moreover, we employ the
micromorphic approach [2] that allows us to connect between microscopic variables representing appar-
ent strain at local material points and micromorphic variables corresponding to that at global domain.
As a result, the transition of the displacement field from continuous to weakly-discontinuous ones is
realized by diffusive approximation. At the second stage, the displacement field is developed into jump
discontinuity, as it is called the strong discontinuity by an explicit crack opening along with the material
softening behavior. To realize a discrete crack opening, a finite cover method (FCM) [3] is employed by
the combined use of the cohesive traction-separation law. The same cohesive traction-separation law is
applied to keep consistent description between these two stages of the fracture process. The capability
of the proposed method is demonstrated through several numerical examples.
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While damage mechanical models have been developed for decades now, the transition from diffuse
degradation to a single fracture zone still remains a difficulty. Indeed, beyond a certain loading level,
damage models generally lead to localized solutions of the associated continuum mechanics problem.
The localized area corresponds to a crack but, without regularization, the problem becomes ill-posed,
which results into spurious mesh dependency, e.g., the dissipated energy tends to zero as the finite ele-
ment size tends to zero. Various solutions have been proposed in the literature [1], relying on a spatial
non-local treatment of the regularization. The driving forces are averaged to introduce an internal length
that enforces mesh independency. The averaging can be conducted directly or through an auxiliary
boundary value problem. The internal length may be constant, in which case all interactions are not cut
by a fully damaged zone, or the internal length can evolve with stress to account for boundary conditions
and cut the interactions across a crack.

The aim of this paper is to present a non-local gradient regularization technique called the Eikonal non-
local gradient model [2]. It is a gradient regularization which replaces the classical internal length by
a varying metric originating from the acoustic wave speed. The potentially anisotropic metric evolves
with damage, as in phase-field models, thus cutting interactions when the damage reaches one. The first
part of the contribution presents this model and the associated properties on a 1D problem in tension. A
comparison to other classical methods is also given. This example shows the good behavior of this regu-
larization technique. It is shown that the evolving characteristic length leads to a rather sharp and brittle
post-peak behavior. A plasticity model is then coupled to damage in order to decrease the brittleness of
the mechanical response. This choice is illustrated to better understand the interactions between damage,
regularization and plasticity.
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Solder materials are playing an increasingly important role in the electronic packaging 
structures in the development of electronic products. The mechanical reliability of 
packaging structures is directly related to the service life of the entire device or system, 
especially under harsh application conditions. In view of the fact that the CTE varies 
greatly for different materials in the package structure, the deformation of the packaging 
structure due to temperature change during thermal cycling will lead to mismatched 
thermoelastic deformation and stress concentration between different materials. 
Thereafter, selecting and describing the mechanical properties of solder materials has 
become crucial from the practical viewpoint.  
In order to describe the influence of damage accumulation on the structural properties of 
the packaging material under the effect of cyclic loaded thermal mismatch, low cycle 
fatigue experiments were performed in the present study on Sn-3.0Ag-0.5Cu (SAC305) 
specimens at a strain level of 0.12 subjected to different temperatures and different strain 
rates. Based on the Newtonian mechanics and the thermodynamic theory, the entropy 
generation was derived as a damage parameter. Combined with the strength degradation 
under different cyclic loading conditions, the other parameters are determined to be 
related with the damage parameter. The relationship between the number of cycles and 
the peak stress for 400 loading cycles at various temperatures and a strain amplitude of 
0.01. Apparently, the applied 400 strain cycles in this study are sufficient to result in the 
evolution and also the stabilization of peak stress for SAC lead-free solder materials. 
After comparing the peak stress at different temperatures, it can be found that SAC305 
exhibits obvious temperature softening phenomenon, as its peak stress decreases as the 
number of cycles increases. Eventually, the damage evolution is proposed by correlating 
with temperature and strain rate, which to our knowledge has never been realized before 
for lead-free solder materials. By expressing the entropy generation as a function of 
variables such as stress tensor, plastic strain and temperature, the proposed damage factor 
comprehensively covers the influence of plastic work, thermal loading and other loading 
factors. In accordance with the quantitative law that fatigue entropy increases with the 
number of cyclic loading during fatigue deformation, the damage evolution law during 
temperature cycling is determined, thus establishing a damage-entropy generation model 
for packaging materials, which can reasonably describe the evolution law of accumulated 
damage of solder joints. In order to further elucidate the microscopic evolution of 
SAC305 under different cyclic conditions, the microstructure of SAC305 after fatigue 
tests was also examined by a scanning electron microscope (SEM).  
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Abstract: In this talk, we present damage effects on the crack tip fields in a neo-Hookean sheet 
based on a phase field model. We first introduce 1D and 2D phase field models which are able 
to track non-monotonic evolution of the equilibrium paths in facture process. In the incremental 
governing equations, a supplementary arc-length equation is introduced and consistent stiffness 
matrices are implemented [1]. The snap-back phenomena in fracture of a 1D bar and a 2D 
notched long strip are captured. We calibrate the material parameters using an energy based 
approach. We observe good agreement between the simulation and the experiment for the 2D 
notched strip in different loading cases [2] using only a single set of calibrated parameters. 
Based on the results of the phase field models, we derive asymptotic crack tip fields of a neo-
Hookean sheet with prescribed distribution of the material damage. The features for the crack 
tip fields with the effect of material damage are summarized. We observe that the crack tip 
fields at the crack front are similar when the crack advances. The stress field shows a peak value 
in the front of crack and decreases to zero as the distance to the new crack tip goes to zero, 
rather than shows the singular behavior observed in results based on pure hyperelasticity [3,4]. 
Also, due to the presence of material damage, the stress near the crack faces is significantly 
reduced. These results provide new insights in understanding fracture mechanism for 
hyperelastic materials in the area of soft robotics and biological tissue.  
 
Key Words: crack tip fields; neo-Hookean materials; phase field model; asymptotic analysis; 
finite element method 
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Advanced high strength steel grades based on dual phase or complex phase microstructures employ
carefully designed mixtures of hard and soft phases to achieve a strong and ductile effective material
response. Among these phases, lath martensite is the hardest and its role is thus to provide strength to the
system. At the same time, it is quite brittle, hence limiting the overall ductility of the material. However,
there is an increasing amount of experimental evidence of large plastic strains occurring in lath martensite
[1]. They tend to occur in grains which are oriented such that the inter-lath boundaries experience a
high shear stress. It has therefore been hypothesised that the plastic deformation occurs in thin (nm
scale) retained austenite films, trapped between the laths, which by virtue of the orientation relationships
always have slip systems parallel to the lath boundaries [2]. Developing a deeper understanding of this
phenomenon is of practical relevance because it may provide a pathway to improve the ductility of the
material at no (or limited) cost in terms of loss of strength.

Our objective in this study is to formulate an aggregated model for lath martensite plasticity, based on the
hypothesis of pronounced slip in interlath retained austenite films, and compare predictions made by mi-
crostructural simulations based on the model with microscale experimental observations on a dual phase
steel grade. The modelling targets the level of individual packets. It is founded on a full, conventional
BCC crystal plasticity representation of the laths within the packet. The additional plastic deformation
model facilitated by the austenite films is accounted for by adding (only) the three FCC slip systems
parallel to the habit plane (and thus to the interlath boundaries) to the crystal plasticity description. Com-
bining the resulting model with conventional crystal plasticity for ferrite allows us to capture the plastic
activity distribution observed experimentally in dual phase microstructures.
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Ductility is an important property that describes the amount of macroscopic deformation a material
can endure before failure. Ductility can vary significantly based on geometric or microstructural size
effects, especially at sub-millimeter length scales. Many previously developed finite element (FE)-based
crystal plasticity models incorporate porous plasticity or continuum damage mechanics (CDM) to predict
ductile failure. However, such FE models require significant computational resources. Fast Fourier
transform (FFT)-based models are a growing alternative to FE-based models as they can accurately
predict micromechanical fields at a fraction of the cost of traditional FE models. Several previously
developed FFT-based models have incorporated either crystal plasticity or CDM; however, there remains
a need to couple both methods together to predict ductile failure in polycrystalline materials. Using an
FFT-based crystal plasticity method, we explore the effects of specimen geometry and microstructure
on macroscopic ductility. This work incorporates a nonlocal triaxiality-based CDM formulation into a
large-strain elasto-viscoplastic fast Fourier transform (LS-EVPFFT) model [1] to predict ductile failure in
polycrystalline microtensile copper coupons. Simulations with the damage-enabled LS-EVPFFT model
are compared to the macroscopic and micromechanical response from copper microtensile specimens
characterized with electron backscatter diffraction (EBSD) and in situ digital image correlation (DIC). The
low computational cost of the damage-enabled LS-EVPFFT model allows for the macroscopic ductility
and ductile failure location of polycrystalline materials to be tractably predicted. This work is part of
a continuing effort to develop models that accurately represent the entire elastic-plastic-failure loading
process of complex 3D polycrystalline materials while retaining low computational cost.
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The Lip-field approach is a new regularization method for softening material models. It was presented
first in [1] providing one-dimensional simulations for damage and plasticity and was recently extended
and implemented for two-dimensional problems [1]. In the Lip-field approach, the mechanical problem
is formulated as the minimization of an incremental potential, function of the displacement field and
internal variables. The potential itself is not regularized and has essentially the same form as in a local
formulation. It does not contain any term depending on the spacial variations of the internal variables
(like the Lapalacien) as is the case in typical phase-field approach [3, 4]. In the Lip-field approach, the
regularization comes from the addition of a Lipschitz constraint on the damage field. In other words,
the difference between the damage values at any two points must be less than the distance them, di-
vided by a characteristic length. A discrete version of the Lipschitz constraint in the context of the
finite element-method is constructed, defining a convex discrete subspace. Then a resolution scheme is
presented, based on an iterative staggered scheme. The displacement field is sought for a given dam-
age field by minimizing the potential with regards to the displacement, leading to classical equilibrium
equations. Then at fixed displacement, the damage field is the minimizer of the potential, under the dis-
crete Lipschitz constraint, the latter leading to a convex minimization, with convex constraint, solvable
with standard interior point cone programming. In order to drastically reduce the complexity, we detail
the construction of bounds of the subdomain where the constraint need to be explicitly unforced. The
contribution is concluded by two-dimensional examples demonstrating the capability of the approach.
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Marine structures subjected to different extreme conditions may undergo large inelastic deformation,
leading to the formation of highly localized zones of intense straining and, ultimately to the onset of
fracture and failure. The experiments performed on thin metal sheets under different loading conditions
have shown a competition between necking and cracking phenomena [1]. Furthermore, Woelke et al.
[2] showed that the traction separation law that governs the failure process zone after crack initiation,
evolves as a function of crack extension because the law is affected by the evolution of necking ahead
of the crack tip. Therefore, the relationship between stress state, boundary conditions, and necking need
to be thoroughly investigated in order to incorporate necking and cracking initiation and evolution into a
physically based objective failure model. This contribution focuses on a continuum modeling approach
combined with a discrete modeling approach (XFEM) to simulate the interaction of necking and cracking
phenomena. XFEM is incorporated into a geometrically nonlinear discontinuous solid-like shell element
[3] to simulate failure in thin-walled structures. Special attention will be given to obtain an objective
traction separation law for the cohesive zone modelling, and failure initiation and orientation criteria.
The criteria for the requested mesh density come from the curvature of crack and a proper representation
of stress and strain field in a cracked region. The required mesh size that can properly capture local
effects for accurate calculation of crack initiation after necking and subsequent crack propagation will
be demonstrated in this contribution.
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The development of an elastic brittle anisotropic damage constitutive model for plain concrete at the
mesoscale under tensile loading is presented. At this scale concrete is considered as a three-phase het-
erogenous material consisting of aggregates, cement mortar and interfacial transition zone (ITZ). In this
work the aggregates are considered as elastic undamageable inclusions, while a thermodynamically con-
sistent tensorial damage model is used for the cement mortar in conjunction with a traction separation
law for the ITZ. Within the framework of continuum damage mechanics (CDM), the theory of internal
variables, the thermodynamics of the irreversible processes, the effective stress and energy equivalence
hypotheses are used such that the three-dimensional constitutive equation of the elastic brittle damage-
able cement mortar is written in the effective (undamaged) configuration.

Within a thermodynamic framework, the damage initiation and evolution mechanism in the elastic range
due to Mode I, II and III micro-crack propagation in the ITZ and in the cement mortar under tension is in-
vestigated. The different contributions of the second-order damage tensor components to the mesoscopic
anisotropic reduction in stiffness of concrete are also demonstrated.

The damage model is implemented into the advanced FEA program (ABAQUS/standard) through a user-
defined material subroutine (UMAT). This work shows that the mesoscopic damage is initiated and
begins to evolve and the micro-mechanical properties of concrete start to degrade earlier than that ob-
served at the macro level. The performance of the presented phenomenological framework is verified by
comparing the numerical predictions with the experimental tests of concrete under monotonic uni-axial
tension.

REFERENCES

[1] Murakami, Su, and K. Kamiya. Constitutive and damage evolution equations of elastic-brittle mate-
rials based on irreversible thermodynamics. Journal of Mechanical Sciences (1997) 39.4: 473-486.

[2] Zhang, Liang, and Wenbin Yu. Constitutive modeling of damageable brittle and quasi-brittle mate-
rials. International Journal of Solids and Structures (2017) 117: 80-90.

281



Molecular dynamics Analysis on the degradation of the crystallinity of a grain boundary under 
creep loading at elevated temperature
Shogo Tezuka, Shujiro Suzuki, Ken Suzuki and Hideo Miura

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Molecular dynamics Analysis on the degradation of the crystallinity of 
a grain boundary under creep loading at elevated temperature. 

 
Shogo Tezuka1*, Shujiro Suzuki1, Ken Suzuki2, Hideo Miura2 

1Department of Finemechanics, Graduate School of Engineering, Tohoku University, Sendai 
Japan, 1*stezuka@rift.mech.tohoku.ac.jp 

2 Fracture and Reliability Research Institute, Graduate School of Engineering, Tohoku University  
 
Key Words: Molecular Dynamics, Bicrystal, Creep Damage, Plastic Deformation, Crystallinity 
of a Grain Boundary,  
 
Abstract:  

Since the drastic decrease in the lifetime of heat-resistant alloys under creep and creep-fatigue 
loads at elevated temperatures was attributed to the acceleration of intergranular cracking [1], the 
degradation of the crystallinity around a grain boundary, which causes brittle intergranular cracking 
under creep loading at elevated temperatures, was analysed by using a molecular dynamics analysis 
of a bicrystal structure. The local crystallinity was found to be degraded by the accumulation of 
dislocations and vacancies around the cracked grain boundaries [2]. In this study, the GEAM 
(Generalized Embedded Atom Method) interatomic potential was optimized for the analyses at 
elevated temperatures. The potential parameters were optimized to reproduce lattice constant, 
cohesive energy, elastic constants and melting temperature within the error of 5%. The determined 
potential explained these physical parameters well. The deformation and fracture behaviour of 
bicrystal structures were analyzed at 973 K, which is the representative operating temperature of 
the advanced thermal power plants. 

 It was found that the stress relaxation appeared even under the application of uniaxial stress 
of which magnitude was 50% of the yielding stress of the bicrystal structure. This stress relaxation 
was caused not by growth of dislocations but by the activation of atomic diffusion around the grain 
boundary. Outdiffusion of component atoms from the grain boundary region was accelerated at 
elevated temperature. Slight grooving also started to appear in the grain boundary region. The 
outdiffusion was drastically accelerated when the lattice mismatch between the nearby grains 
became large. The lattice-mismatch-induced local strain distribution caused the acceleration of 
atomic diffusion around the grain boundary. The drastic decrease in the density of atoms around 
the grain boundary degraded the effective strength of the grain boundary, and thus, intergranular 
cracking was accelerated by the degradation of the crystallinity around the grain boundary. These 
analytical results agreed well with the experimental results of the accumulation of vacancies and 
the degradation of the strength of grain boundaries with large lattice mismatch. The local 
concentration of free energy around the grain boundary was found to be a driving force of the 
outdiffusion. The local concentration of free energy was attributed to the strain energy caused by 
the lattice mismatch and mismatch of elastic constant between the jointed grains in the bicrystal 
structure. The concentration field was explained by using the modified Arrhenius equation where 
the effective activation energy changed as  a strong function of mechanical stress. 
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It is common to use spot welding when assembling high-strength steel plates for automobiles. 
Because of the effect of Heat Affected Zone (HAZ) generation where spot welding is applied, 
there is a problem in the accuracy of predicting the fracture of the spot-welded material [1][2], and 
the deformation behaviour of the vehicle body cannot be accurately reproduced. In addition, since 
there are many welding combinations such as steel grades and the difference in plate width and 
plate thickness, a general evaluation method is difficult to be established. Therefore, the aim of 
this paper is to develop a crack initiation and propagation prediction method for spot welded steel 
plates that can be applied to various combinations of steel grades and thicknesses. 
 

Tensile tests were conducted on spot-welded high-strength steel sheets of 590 MPa,  980 MPa 
and 1180 MPa grades. The fracture strength and fracture strain were obtained and crack initiation 
and propagation behaviour were observed. In addition, fracture surfaces were observed with a 
scanning electron microscope, and the location of crack initiation and crack propagation 
mechanisms were analysed. 
 

Also, micro-tensile tests were performed using micro test pieces collected from the spot-welded 
steel sheets to clarify mechanical properties around welding zone. Meanwhile, Vickers-hardness 
around HAZ was measured by nanoindentation tests. Based on above experimental results, we  
introduced shift factors of stress-strain curve around the spot welded zones and finite element 
model of spot-welded steel sheets were developed. Then, numerical simulations were carried out 
and compared with experimental results. 
 

The results show that the fracture strength and fracture strain of spot-welded high-strength steel 
sheets were quantitatively predicted, and crack initiation and propagation behaviours were also 
reproduced successfully.  
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As a type of phase transition in natural rubbers, strain-induced crystallization is a phenomenon 
where amorphous polymer molecules transform to crystallites under the course of extension. 
Strain-induced crystallites are assumed to play an important role in the self-reinforcement and the 
crack growth resistance of natural rubbers.  In this contribution, strain-induced crystallization of 
natural rubbers under various loading scenarios is investigated numerically. To this end, a finite 
element computational framework is constructed on the basis of a recently developed theory for 
strain-induced crystallization [2]. Its prediction is validated with infrared thermography-based 
quantitative surface calorimetry measurements under equibiaxial loading condition [1].  Finally, 
generalization of the computational model in biaxial tension with different biaxiality ratios will be 
used to analyze the self-reinforcement mechanism in natural rubbers.  
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The contribution of this study is to discuss a dispersion of a fracture toughness predicted by the 
enhanced Gurson-Tvergaard-Needleman model (GTN model) [1, 2, 3, 4] within the ductile-to-
brittle transition region. The enhanced GTN model, which has been devised to incorporate a 
cohesive zone model into a GTN model, is employed to realize the complex fracture behavior 
owing to the transition from a ductile fracture into a brittle fracture according to the temperature 
change in metallic materials. The GTN model represents the shrink of the yield surface with 
increase in void volume fraction due to void nucleation, growth, and coalescence. On the other 
hand, the cohesive zone model realizes the process of stress release along with the brittle crack 
propagation after the maximum principal stress reaches local tensile strength. The variation of 
dispersion of the fracture toughness due to temperatue change is predicted by assessing the 
uncertainties of both the void nucleation and the local tensile strength in our finite element 
simulations equipped with the enhanced GTN model. The obtained numerical results are 
statistically evaluated by stochastic collocation method [5]. In addition, we represent the change of 
the dispersion of the fracture toughness by introducing dependence of the initial yield stress, 
hardening behavior and local tensile strength on temperature in the enhanced GTN model. To 
demonstrate capability of our developed numerical analysis, the cumulative density function of the 
fracture toughness is compared with that obtained by the experiments at the low-, room- and 
ductile-to-brittle transition temperatures.  
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Shock-structure interaction is a class of extreme fluid-structure interaction (FSI) problems and 
always leads to dynamic fracture and fragmentation of solid structures in engineering applications. 
For its importance in safety and security, this problem has attracted extensive attention in recent 
decades. And, the development of efficient and powerful algorithms to simulate these phenomena 
is an active field of research.  
 

Since being first introduced by Peskin[1] in 1970s, the immersed boundary method (IBM) has 
shown its success in simulating the interaction between fluid and structure with complex 
boundary geometry. Mittal and Iaccarino[2] classified IBMs into continuous forcing approach and 
discrete forcing approach based on the way of applying FSI boundary conditions. 
 

Dynamic fracture simulations involve extreme structure deformation and nonlinear material 
constitutive relation. To avoid the numerical difficulties of distorted grid in Lagrangian method 
and historical variables recording in Eulerian methods, Harlow[3] proposed the particle-in-cell 
(PIC) method which discretizes the fluid into Lagrangian particles and computational domain into 
a uniform Eulerian mesh. Sulsky et al. extended the FLIP PIC method from fluid mechanics to 
solid mechanics and named this method as material point method (MPM)[4, 5].  
 

The present work combines the concepts of continuous forcing approach and discrete forcing 
approach, and proposes a novel IBM which can guarantee the boundary velocity conditions 
strictly at each time step and has no need to keep track of FSI interface anymore. Therefore, the 
IBM presented here is a promising method for simultaneous simulations of shock-structure 
interaction and dynamic fracture. And then a method coupling the present IBM with the standard 
MPM, named CIBMPM, is proposed to simulate the interaction between shock wave and solid 
structures. The numerical results are in good agreement with several classical shock-structure 
interaction experiments with fixed or moving obstacle. Finally, the CIBMPM is used to simulate 
fragmentation driven by detonation and provides a better result than the standard MPM. 
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The phase field method is an effective method to simulate arbitrary crack propagation, branching 
and convergence. Material Point Method (MPM) combines Eulerian method and Lagrangian 
method, which has advantages in simulation for large deformation problem. The implicit Phase-
Field MPM [1][2] has been studied by many researchers for quasi-static fracture problem. However, 
few work has been presented to study the application of the explicit Phase field on MPM. Due to 
the iteration in updating phase field of particles, the implicit Phase-Field MPM has poor 
simulation efficiency and is inappropriate for dynamic fracture problem. On the contrary, explicit 
phase field is established by importing the viscous dissipation of phase field evolution. And the 
phase field can be updated with forward difference scheme which avoids the iteration. In this 
work, A novel explicit Phase-Field Material Point Method (exPFMPM) is introduced for 
simulation of dynamic fracture problem in elastic media. Many studies have been done in explicit 
Phase Field Finite Element Method (FEM) [3][4], but few works study the stability of the time 
integration of explicit phase field.  In this work, the effect of particle position and neighbouring 
cell interaction on stability of exPFMPM is studied. An explicit critical time step formula is 
obtained based on the system eigenvalues in one dimension, and is then extended to two and three 
dimensions. And the critical time step formula can also be used in explicit Phase Field FEM. 
Several tests are performed to verify the critical time step formula. The effectiveness and validity 
of the exPFMPM method is assessed through several numerical examples (Three-point bending, 
Dynamic crack branching, ie) for dynamic fracture in brittle materials. 
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The simulation of the fluid–solid interaction (FSI) problem is important for both 
academic studies and engineering applications. However, the numerical approach for 
simulating the FSI problems is a great challenge owing to the large discrepancy of 
material properties and inconsistent description of grid motion between the fluid and 
solid domains. The difficulties will be further increased if there are multiple materials in 
the fluid region and large deformation and fracture in the solid region.  

Material point method (MPM) provides a powerful tool for modeling extreme 
deformation and fracture in solid, as well as multi-material arbitrary Lagrangian Eulerian 
method (MMALE) shows great capability to simulate compressible fluid with multiple 
materials and shock waves. On the basis of an analogous scheme formulation between the 
above two methods which consists of Lagrangian variables updating and Eulerian 
remeshing, an monolithic immersed MMALE material point method is proposed in this 
work to simulate the FSI problems with compressible fluid and solid of arbitrary 
constitutive models. In the novel method, the fluid-structure interactions are implicit and 
fluid-structure interfaces are automatically captured, so that the method could dealing 
especially well with the FSI problems where structure damage is induced under complex 
fluid load. Several examples in this paper illustrate the behavior of this novel method. 
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The graphene, as one typical 2D material, has demonstrated its extraordinary mechanical, chemical, 
electronic and thermal properties. The molecular dynamics (MD) method is a widely used and 
practical numerical tool for studies on the physical properties of graphene.  However, complicated 
potentials in the graphene system and huge degrees of freedom (DOFs) lead to tremendous 
computational cost in MD simulation, which limits the applicable spatial and temporal scales. 
Smoothed molecular dynamic (SMD) method is an efficient molecular simulation method by 
introducing a set of background mesh and mapping process into molecular dynamics (MD) 
procedure. A much larger feasible time step can be adopted for the high-frequency modes are 
suppressed. Inheriting the high efficiency of the original SMD method, we present some 
improvements for SMD to achieve a proper multiscale mechanical model for graphene simulation 
in this report.  

A dual mesh (DM) scheme is developed according to the lattice structure of graphene, which 
contains two  non-equivalent carbon atoms. Two sets of background mesh are used in DM-SMD 
and the physical variables of all the atoms in one type will be mapped onto the same mesh, so that 
the excessive average between different atoms is avoided and the accuracy can be shapely increased. 
The multiple-time-step scheme is adopted in MD-SMD coupling method. Besides, an adaptive 
scheme for identifying MD region is developed, where the MD and SMD regions can be 
automatically alternated during the simulation. The proposed method is validated with several 
typical examples of single- and multiple-layer graphene and the results demonstrate great accuracy 
and efficiency. 
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To analyze the growth-induced massive deformations of incompressible soft materials, a material 
point method (MPM) with a total-Lagrangian formulation was proposed. In this method, the 
mechanical behavior coupled growth and large deformation is handled within the framework of the 
MPM based on the multiplicative decomposition of the deformation gradient. A mixed MPM 
formulation was developed by supplementing a weak-form equation for hydrostatic pressure to 
avoid the volumetric locking caused by the incompressibility of soft materials. To deal with the cell 
crossing noise caused by the massive deformation, the total-Lagrangian formulation was further 
introduced into the mixed MPM. the B-spline basis functions were implemented to the MPM to 
achieve a high-order accuracy and satisfy the LBB condition. The efficiency and accuracy of the 
proposed method were demonstrated by several representative two- and three-dimensional 
numerical examples, such as the free growth of blocks and constrained growth of rings. Some 
practical problems, including the bending of star and the strain-driven growth of human skin, were 
further investigated using the proposed MPM to illustrate its ability and potential for evaluating 
and analyzing the growth phenomena and behaviors observed in nature and engineering. This work 
was supported by the NSFC (Nos. 12072062 and 12072061), the LiaoNing Revitalization Talents 
Program (XLYC1807193), Key Research and Development Project of Liaoning Province 
(2020JH2/10500003) and Fundamental Research Funds for the Central Universities 
(DUT20LAB203). 
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Residual stress field is a self-equilibrium state of stress in the bulk solid materials induced by inhomo-
geneous inelastic deformations. The residual stress has a great influence on dynamic crack propagation
process. The compressive residual stress prevents crack initiation and growth, while the tensile residual
stress leads dynamic fracture resulting in the instantaneous and catastrophic destruction.

The dynamic crack growth is accompanied by the release and redistribution of the residual stress. The
interaction between the dynamically growing cracks and the residual stress field is complicated enough
for preventing us from building effective models, and thereby this phenomenon is left unsolved in the
field of solid continuum mechanics.

In this study, we propose a mathematical model and a numerical analysis method for the dynamic fracture
in residual stress field. We formulate the dynamic behavior of solid continuum with residual stress field
in the context of Particle Discretization Scheme Finite Element Method (PDS-FEM). This formulation
enables the evaluation of release and redistribution of the residual stress due to fracture, and the effect of
the elastic wave on crack propagation.

By using the proposed model and method, we perform the simulation for the dynamic crack propagation
in chemically tempered glass sheets with different residual stress intensity. Our simulation results suc-
cessfully demonstrated the crack pattern and the crack propagation speed in each tempered glass sheets.
These results show that the proposed model and method can be a general framework to simulate the
release and the redistribution of the residual stress in the dynamic fracture process.
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SPH (smoothed particle hydrodynamics) is a gridless Lagrangian technique that is attractive 

as a possible alternative to the numerical techniques used to analyze large deformation events. In 

the conventional SPH method, numerical fractures result due to the loss of interactions among 

particles, which annoys the ability  and the accuracy of SPH simulation method. To prevent the 

numerical fractures, the improved SPH method, which periodically reinitializes (remesh) the 

particle locations that are being distorted by the serious deformation, and the new particle 

generation techniques are carried out for the projectile penetration process on aluminum alloy target. 

Through the numerical simulation, the stress responses of target under different impact velocities 

are discussed. The relationship between the residual velocity of the projectile and the initial velocity 

is simulated and analyzed, as well as the failure modes of the aluminum alloy target plate under 

different impact velocities. The results show that the improved SPH method solves the numerical 

fracture problem effectively and can describe the physical fracture very well with better accuracy. 

Meanwhile, the numerical calculation results are in good agreement with the experimental results. 

The obtained results elucidate the fracture mechanism of target materials under different stress 

states and provide a theoretical prediction method for experiments, which has certain guiding 

significance. 
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When the aircraft pass through the contaminated runway, its tire splashing may affect the
safety of the plane. The side spray of the front landing gear may enter the inlet of the
engine and affect the normal operation of the engine. In this paper, the tire splash model
under different speed conditions was established by SPH method in LS-DYNA, and the
initial shape of tire splash was obtained through simulation. The engine flow field was
simulated by CFX, and the velocity information of the engine flow field was obtained.
Then the SPH particles in the initial stage of splash water were simplified to droplets and
their position, velocity information and engine flow field information are imported into
MATLAB. Tire splash trajectories, engine water ingress and impact forces were
calculated for different water depths and speeds. Finally, the calculated results are in
good agreement with the tire splash test results. The research method can be applied to
calculate the splash shape and load of different tire shapes and pollutants, and promote
the application of tires with chine configuration, and provide ideas for the morphology
and load calculation of the cook-tail water spray.
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Fluid-filled porous materials are ubiquitous in nature, such as the shale, soil, bone, plant stem and 
so on. They also possess wider and wider applications in the modern industry, such as 
microfluidic channel for cooling, virus detection and so on. Understanding the abnormal change 
of such fluid-solid system especially with extreme small channel is significant for understanding 
natural phenomena and applying in industrial engineering. In this work, we focus on the 
numerical simulation of the water confined in small channel. Firstly, based on the machine 
learning method, two high-precision water models TIP4P-BG (a conventional four-site water 
model) and TIP4P-BGT (an advanced model with temperature-dependent parameters) are 
established. Both the water models exhibit excellent performance with a reasonable balance 
among the four crucial physical properties. The relevant mean absolute percentage errors are 3.53% 
and 3.08%, respectively. Subsequently, the controllable deformation of fluid-filled channel 
through filling with salt water and applying an electric field is examined. With the electric field 
along the axial direction, the height of CNTs is enlarged by the axial electric force due to the 
internal ions and polar water molecules. Under an electric field with two mutually orthogonal 
components, the transverse electric force could further induce the bending deformation of CNTs. 
Finally, based on the salt water-filled carbon nanotubes, a separation membrane with the 
adjustable molecular channels by the electric field is proposed. The successive separations and 
the switch between the high-efficiency and high-purity separation could be achieved only through 
adjusting the electric field intensity. The reported finding provides a foundation for water-filled 
small-size channels and provides an insight into the design of nanoscale functional devices. The 
supports from the National Natural Science Foundation of China (Nos. 11972108, 11672063, 
12072061, and 12072062), the LiaoNing Revitalization Talents Program (XLYC1807193), the 
111 Project (No.B08014) and Fundamental Research Funds for the Central University are 
gratefully acknowledged. 
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A time-discontinuous peridynamic method (TDPD) was developed to accurately simulate the sharp 
gradient features of the elastic-plastic stress wave propagation and reduce spurious numerical 
oscillations in transient problems. In this method, the displacement field and the velocity field are 
interpolated independently using cubic Hermite functions and linear functions in the temporal 
domain respectively, which are allowed to be discontinuous between the adjacent time steps. The 
weak form and a new time integration scheme were derived by combining the peridynamic 
governing equations with the time-discontinuous method. The displacement field is continuous 
while discontinuous jumps are introduced into the velocity field. The TDPD can effectively 
characterize discontinuous characteristics of stress and eliminate spurious numerical oscillations 
that usually appear in the transient solutions obtained by the PD with conventional time integration 
method for transient problems. Numerical results of many representative problems demonstrated 
that the TDPD can effectively suppress the spurious numerical oscillations and predict reasonably 
the crack propagation. The ability of TDPD to accurately predict the initiation and propagation of 
cracks was also demonstrated through several representative problems involving dynamic fracture. 
In addition, some 3D contact impact and engineering examples were given, illustrating the broad 
prospects of TDPD in engineering applications. This work was supported by the NSFC (Nos. 
12072062 and 12072061), the LiaoNing Revitalization Talents Program (XLYC1807193), Key 
Research and Development Project of Liaoning Province (2020JH2/10500003) and Fundamental 
Research Funds for the Central Universities (DUT20LAB203). 
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The phase-field model has become a popular computational approach for fracture over the past two
decades [1]. One of the strengths is its ability to trace propagating fractures without explicit representa-
tion of fracture. While this implicit representation facilitates simulation of complex fractures, it obscures
explicit properties such as crack opening displacements or stresses resolved on crack surfaces. For this
reason, phase-field models have not been extended to frictional sliding, which requires the normal and
the tangential stress components on the sliding surface, until the recent work by Fei and Choo [2]. They
proposed to decompose the stress at fracture interface into the frictional and non-penetrating components,
and iteratively determine the frictional stress using Coulomb’s friction criterion. Though their model is
able to resolve stresses at interface properly, the mode of fracture propagation is limited to shear (mode-
II). In this study, we propose a variational phase-field model with frictional sliding by considering the
plastic strain in the sliding direction and the plastic blocking energy in the strain energy as:

Ψ(d,ε,εp) =




1
2
C(d) : ε : ε if open,

1
2
C : (ε− εp) : (ε− εp)+

1
2
H(d) : εp : εp if in-contact,

where C is the tangential stiffness tensor, d is the damage, ε is the strain, εp is the plastic (sliding)
deformation, and H denotes the stiffness degradation by the sliding. We find H(d) so that it ensures
the continuities of the stress and the thermodynamic forces at the open–contact transition. The plastic
deformation is computed using Coulomb’s criterion as the yield function with an associated flow rule.
We demonstrate through examples that our model is capable of capturing the frictional sliding behaviors
and unrestricted modes of fracture propagation.
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During the last decade, phase field modeling for fracture has attracted much interest in the engineering
world because of its impressive capability to handle arbitrarily complicated fracture phenomena also in
three dimensions. However, to accurately capture the crack in a diffusive manner, a small positive length
scale parameter lc is required to characterize the width of the regularized crack. The requirement that the
element size should be less than half of the length scale renders the method computationally expensive
[2]. In this work, an adaptive phase field simulation of fracture in 3D is proposed using a combination of a
phase field formulation and the scaled boundary finite element method (SBFEM). Image-based modeling
is used to represent the 3D geometries. Taking the 3D image array as an input, the model is automatically
decomposed into an octree mesh consisting of regular hexahedrons. The octree mesh is subjected to the
2:1 rule, which determines the size ratio between two adjacent hexahedrons. Hence, the computational
effort is reduced by only solving for the unique element configurations.

The SBFEM is used to analyze the balanced, automatically generated mesh. It is a semi-analytical
method that facilitates the construction of polyhedral elements where only the faces of the domain are
discretized [1]. To achieve accuracy of both the phase field and the elastic analysis, an error indicator
based on the SBFEM solution is used to refine the mesh. The staggered solution scheme outlined by
Miehe et al. [2] is used to solve for brittle fracture in solids. The hybrid phase field model is adopted,
where the phase field variable is assumed to be governed only by the tensile elastic energy, which leads
to a linear stress–strain relation [3]. Several benchmark examples are extended to 3D and verified to
illustrate the proposed approach.
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The core idea of the phase field model is to represent a discrete, discontinuous phenomenon with a
smooth function. For fracture mechanics an additional field variable is introduced to describe the crack.
The biggest advantage of the phase field fracture model is its unified framework of the entire crack evolu-
tion behavior, including nucleation, propagation, branching, kinking. These phenomena can be covered
by one single model. The phase field fracture has been successfully applied to a quasi-statics case. How-
ever, there is still a lack of studies on how to efficiently simulate the fatigue fracture phenomenon. In this
work, we propose an efficient phase field schemata for cyclic fatigue simulation.

We extend the model from Kuhn and Müller [1] with an additional potential energy term, which provides
the necessary driving force for the fatigue fracture evolution. This additional potential is related to the
newly introduced damage parameter, representing the damage caused by cyclic fatigue. The additional
potential energy is coupled with fatigue parameters from the S-N diagram, which allows the model
to generally and elegantly integrate all the influence from the environment to the fatigue propagation
behavior. The evolution of the crack field is derived from the total energy with the help of variational
principal. The model is consistent with the empirical fatigue propagation property, including the Paris’
law and mean stress effect. The model is also robust under complex load simulations.

Traditionally, the fatigue simulation suffers from its huge computational effort since the fatigue crack
will only occur after a large number of loading cycles. The cycle number increment influences the com-
puting time of the fatigue simulation and impacts the crack patterns. Thus, the cycle number increment
choice is a critical point in the phase field fatigue simulation. We introduce an adaptive cycle increment
algorithm, where the cycle number increment is associated with the fatigue damage increment. Our algo-
rithm provides a moderate computing time without losing accuracy compared to the classical computing
strategies. Our method is also suitable for parallel computing.

The model has been applied to three-dimensional problems with the real material property. The fatigue
life obtained from the phase field model can be verified by experimental and analytical findings.
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Fully coupled damage evolution of moisture effects in 

polymer matrixed composites 

 

The understanding of water penetration, diffusion, and swelling-related strength 

degradation is critical for assessing the durability of polymer-based composite materials 

exposed to marine environment. When moisture intrusion and various external loads 

are concurrently applied to polymer matrix materials, the multi-physical diffusion 

process, and the correlation with the complex cracking phenomenon is far from been 

discovered. To approach this uncertainty, we explored fully coupled moisture diffusion, 

stress redistribution, and damage evolution of composites for revealing complex failure 

patterns and rules. In our recent work, a thermodynamically consistent moisture 

diffusion model is established to couple the moisture diffusion and viscoelastic 

response of the multiphase material. A two-constituent phase-field fracture model is 

developed to describe the hygroscopic swelling in the matrix and interfacial decohesion 

within a concise and universal continuum mechanics framework. We also propose a 

crack filter theory to characterize the fluctuation of moisture flux along with the 

evolution of regularized discontinuities. A static strength evaluation index is devised to 

calibrate the moisture resistance of fiber/polymer composites. Based on the strongly 

coupled scheme, the distinct damage profiles of dry and immersed composites were 

captured in line with experimental observations. For the first time, interactions of 

moisture diffusion with the complex cracking in composites are elucidated through 

simulations, thus providing new insights into the coupled damage mechanism of 

polymer composites and facilitating microstructure design to enhance its performance 

in ocean environments.  
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The fracture of thin films bonded to compliant substrates presents a number of challenges to model-
based simulations. Typically, the films are assumed to be subjected to a bi-axial state of stress that arises
due to a mismatch in material properties with the underlying substrate. The film can quickly become
ovestressed, giving rise to pervasive crack nucleation and growth. Our current work looks to build on
recent efforts studying the influence of bulk and fracture properties on crack patterns in these systems
using a cohesive-based phase-field model of fracture [1]. In particular, we examine results obtained
using an adaptation of a recently developed phase-field model that employs a stress envelope to control
crack nucleation [2]. We examine the sensitivity of the simulated crack patterns to variations in model
parameters responsible for both nucleation and growth. Results are compared to our previous studies in
which crack nucleation was governed entirely by energetics.
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The phase-field fracture model has emerged as a promising alternative to discrete fracture models (e.g.,
cohesive zone and extended finite element models) owing to its straightforward handling of of complex
fracture topologies (crack branching, kinking and merging) and circumventing the need for remeshing
techniques. In this model, the fracture is represented by the phase-field, which, along with the displace-
ment field are the primary nodal unknowns. The enforcement of the fracture irreversibility constraint
in conjunction with higher regularity requirements on the phase-field (H1 space) results in a ‘global’
variational inequality problem. In this contribution, a micromorphic phase-field fracture model [1] is
proposed. In this model, the micromorphic variable regularizes the fracture problem, while the phase-
field is transformed into a local quantity. As a consequence of the latter, the enforcement of the fracture
irreversibility constraint is relatively easier to treat in a computational framework. The energy functional
for the micromorphic phase-field fracture model is obtained upon replacing the phase-field in the gradient
term with a micromorphic variable, followed by penalizing the difference between the phase-field and
the micromorphic variable. Both AT1 and AT2 brittle fracture models have been addressed in this contri-
bution. Unlike the history variable approach, the micromorphic AT1 variant does not require a fictitious
initial energy to represent the intact material state. Adopting benchmark problems, a performance assess-
ment is carried out whereby the iterations required for convergence, the choice of the penalty parameter,
and possible convexification measures (time-lagging, extrapolation) are addressed.
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Accurately quantifying the resistance of mechanical component to fatigue crack growth is an essential
part of predicting component lifetimes. For a polycrystalline material where each crystal has a differ-
ent orientation, mechanical characteristics (e.g. Young’s modulus, Poisson’s ratio, fracture toughness),
and associated anisotropies, fatigue crack growth prediction becomes extremely complicated and chal-
lenging. To this end, a multiphase-field model for simulating fatigue crack growth in brittle anisotropic
polycrystal is proposed which utilises recently introduced [1] fracture toughness reduction as the measure
to account for rate- or cycle-dependent crack growth phenomena. The formulation of phase-dependent
fatigue strength, which accounts for differing fatigue properties of different crystals, is a significant and
innovative component of this research. The multiphase-field formulation also allows to mimic different
grain boundary energy (e.g. weaker or stronger grain boundary) of the polycrstalline material [2]. The
proposed model is capable of simulating complex crack trajectories under fatigue loading in the complete
parameter space, including inter- and transgranular fracturing, where distinct grains have different fatigue
properties and preferred planes for crack formation based on fracture toughness anisotropy. Several two-
dimensional benchmark problems with multiple cracks are addressed to showcase the capabilities of the
proposed model for fatigue crack growth.
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Phase-field models (PFMs) are widely used to model fracture in solids. Similar to continuum damage
mechanics models, material degradation is described via a scalar-valued phase/damage field ranging from
zero (sound material) to unity (fully broken material) and submitted to irreversibly conditions. Damage
evolution is modeled by solving a Helmholtz-like damage diffusion equation. The final boundary value
problem involves finding a vector-valued displacement field and a scalar-valued damage field that fulfills
the non-linearly coupled momentum balance (equilibrium) and damage diffusion equations. Resolution
strategies involve either a staggered or a monolithic approach to solving the final boundary value prob-
lem. In this work, attention is focused on solvers for the “hybrid” PFM by [1], with the primary objective
of developing effective finite element (FE) implementations and to perform large-scale fracture mechan-
ics simulations. Indeed, very refined meshes are needed for solving PFMs in the FE framework for
practical problems of interest. Large non-linear systems of coupled equations have to be solved, which
makes using these models in large-scale applications a tiresome task due to the high computational work-
load. Domain decomposition approaches can be used to subdue these issues and considerably decrease
computational workload. The computational domain is partitioned into thousands of sub-domains, and
the FE linear systems concerning the PFM equations are then concurrently assembled and eventually
solved using parallel Krylov subspace methods. Within this contribution, we implement and discuss
two ways of setting up domain decomposition parallelism for a hybrid PFM [2] under the distributed
computing framework. Particularly, a monolithic FE strategy is compared to a staggered FE strategy.
These two methods lead to different matrix sparsities; as such, to yield a fast and robust parallel solver,
different preconditioning/parallelization strategies must be applied. Besides presenting the two distinct
ways of setting up parallelization for the considered PFM, this article presents a detailed comparison of
the performance, scalability, and efficiency of the two methods at massively parallel scales. Overall, this
allows for rapid solving non-trivial fracture mechanics problems with millions of unknowns [2].
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A large class of solar cell wafers, an integral component of the renewable energy industry, are made of
silicon crystal that falls under cubic symmetric class of anisotropic materials. Such a material exhibits,
along certain planes, a complicated four-fold symmetry in its elastic parameters as well as in its fracture
toughness. Large difference in the amount of energy required for crack propagation along two salient
crystallographic orientations gives rise to strong and weak directions, thus leading to strong anisotropy.
Additionally, due to cubic symmetry, the two weak directions along which the crack tends to kink are
symmetrically located, thus leading to zigzag or saw-tooth crack patterns.

In this work, we follow the well-established phase-field approach for fracture to study cracking in sili-
con. In particular, we build upon and extend the fourth-order phase-field approximation introduced in [1]
containing the second gradient of the phase-field variable in its regularized energy functional in addition
to the usual first gradient. A thorough analytical and numerical analysis of the resulting formulation
is presented. Furthermore, lack of convexity in the minimization of the coupled phase-field and elas-
tic energy potentials in the isotropic setting gets more severe in the cubic symmetric case given that its
fracture toughness, a component of the phase-field energy functional, alone is non-convex. To address
this, we transition from a deterministic to a stochastic setting by introducing perturbations in the form of
a random field in the anisotropic phase-field energy functional to capture solution non-uniqueness [2].
Such a stochastic phase-field model describes multiple crack paths and their probabilities. The addi-
tional insight into the solution behavior, however, requires a larger computational effort. Lastly, results
from an experimental campaign undertaken to understand anisotropic fracture in silicon and to calibrate
model parameters are discussed. The outcome of this work is hence a well-assessed stochastic phase-
field anisotropic module that can be employed to investigate four-fold symmetric fracture anisotropy for
complex applications.
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Fracture of the proximal humerus as a result of a fall on an outstretched arm is a common injury among
the elderly population. While numerical simulation of bone fracture is a challenging task due to the
complex and heterogeneous structure of bone, it is important to advance our understanding of this fre-
quent injury. In this contribution, we present a numerical framework for the simulation of fracture in
human bones which is based on a combination of a phase-field model for brittle fracture with the Finite
Cell Method (FCM) and adaptive refinement. As presented in [4, 3], integration of the FCM [2] as an
embedded domain approach enables the efficient simulation of complex geometries without the need of
generating boundary conforming meshes. Multi-level hp-refinement allows for a locally refined mesh
which dynamically adapts to the crack path. In order to capture fracture in human long bones, the phase-
field model was adapted to account for a spatially varying critical energy release rate following [5].

The validity of the phase-field model is discussed based on experimental data of three humeri which
were fractured at the anatomical neck [1]. The qualitative comparison of fracture patterns shows very
good agreement of computed crack paths with experimental results. Digital Image Correlation (DIC)
measured strains as well as experimental failure loads are compared against the numerical computations.
The results demonstrate the potential of the proposed framework to simulate fracture in human humeri,
and motivate us to attempt a generalization of the model to vertebrae, which will be reported on as well.
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This study presents a variationally consistent formulation for crack phase-field (PF) modeling of ductile
fracture. First, we review the existing models [1, 2, 3], in which emphases are placed on the plastic
driving force [1, 3] and degrading fracture toughness [2, 3] that enable PF models to represent the damage
evolution in elastoplastic materials. Our attention is also focused on the use of either effective or nominal
quantities in the yield function [4] as a new perspective in PF modeling.

Based on these discussions, the formulation of the proposed model is readily made. The constitutive
work density consists of stored and dissipated components, in which damage variables are separately in-
troduced for elasticity and plasticity in order to derive variationally consistent evolution laws for plastic-
ity and damage as the stationary conditions of the supremum problem of the dissipative potential related
to the constitutive work density. Since such a variational structure of evolution laws has been overlooked
or not considered in previous studies, the relevant consideration would provide a new perspective for the
crack phase-field community. After the governing equations are derived from the optimization problem
within the continuum thermodynamics framework, numerical examples are presented to demonstrate the
characteristic feature of the proposed model.
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Application of aluminum alloy sheets to automotive components is effective in reducing weight of 
automotives. However, formability of aluminum alloy sheets is lower than that of steel sheets. To 
compensate for this disadvantage of formability, it is effective to improve forming techniques of 
aluminum alloy sheets by understanding the forming limit of aluminum alloy sheets using finite 
element-based sheet metal forming simulation. In order to improve the accuracy of sheet metal 
forming simulation, it is necessary to calibrate a yield function and its parameters (i.e., material 
model) that accurately describes elastoplastic deformation behavior of aluminum alloy sheets. So 
far, a combination of digital image correlation (DIC) with finite element model updating[1] was 
proposed as a promissing method to calibrate the material model with high accuracy. However, to 
the our best knowledge, no material modeling method that can evaluate uncertainty of experimental 
data has been reported. Therefore, the purpose of this study is to develop a new material modeling 
method using the data assimilation theory based on Bayesian inference[2] that can evaluate the 
uncertainties of both experimental and simulation data. In this talk, we present the calibration 
results of Yld2000-2d yield function[3] using the computationally effcient data assimilation method 
named as DMC-BO method[4] and a full-field strain measurement by DIC method for a 5000 series 
aluminum alloy sheet. 

This work was supported by THE AMADA FOUNDATION (Grant No. AF-2021002-A2).  
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Magnesium (Mg) alloy sheets are expected to be used as light-weight materials for structural 
components because of their low density and high specific strength. However, their press 
formability at room temperature is poor due to the strong crystal anisotropy of the hexagonal 
structure and the strong basal texture especially observed in AZ series rolled Mg alloy sheets. 
Recently, ZX series Mg alloy sheets have been developed that weaken the basal texture, thus 
improving press formability at room temperature [1].  
 
The plastic deformation behavior of a rolled Mg-1.5mass%Zn-0.1mass%Ca (ZX10Mg) alloy sheet 
was examined in our previous study [2]. It was shown that the in-plane anisotropy of the stress-
strain curve was more pronounced under tension than that under compression. Moreover, the 
tension-compression asymmetry was more pronounced in the rolling direction than that in the 
transverse direction. In the present study, a crystal plasticity finite-element method was used to 
study the mechanism of the abovementioned plastic deformation behavior. 
 
A crystal plasticity finite-element method program developed by the authors [3] was used in this 
study. The material parameters were determined to obtain reasonable fits in the stress-strain curves 
under tension and compression in the rolling direction. The simulation results were compared with 
the experimental results of the stress-strain curves under tension, compression, and reverse loading 
in different directions, and they were qualitatively in good agreements with the experimental results, 
verifying the model. The simulation results showed that twinning was active not only under 
compression in the rolling and transverse directions but also under tension in the transverse 
direction. It was presumed that the difference in twinning activity under tension between the rolling 
and transverse directions resulted in the abovementioned in-plane anisotropy and the tension-
compression asymmetry. In the presentation, results of reverse loading tests will also be discussed. 
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Accurate prediction of material deformation behaviors using finite element simulation is important 
in various industrial fields. In order to improve the predictive accuracy of the finite element 
simulation, material models including a strain hardening model, a yield function, and their 
parameters have to be calibrated based on experimental data. In particular, the calibration of 
material model based on three-dimensional (3D) observation of material deformation behavior is 
required. For decades, various methodologies for the inverse material modelling using full-field 
measurements such as digital image correlation (DIC) have been developed [1, 2]. To perform the 
inverse material modelling, the authors propose to use Bayesian data assimilation (DA) that enables 
the estimation of unknown parameters and unobservable states of materials by integrating 
experimental data with the finite element simulation based on the Bayesian inference framework 
[3]. Although uncertainty quantification in the conventional inverse material modelling remains a 
challenging issue, DA allows us to evaluate the uncertainty of the identified material model by 
evaluating covariance of probability density functions of experimental and simulation results. In 
this study, we propose a new methodology for the inverse material modelling using the ensemble-
based four-dimensional variational method (En4DVar) [4, 5] and the full-field 3D-DIC 
measurement which is one of the most versatile and easiest methods to obtain heterogeneous 
displacement- and strain-fields over the entire surface of material. By integrating the experimental 
data obtained by the full-field 3D-DIC measurement to the finite element simulation using 
En4DVar, it is expected that the material model can be more accurately calibrated. We validate the 
proposed inverse modelling method by applying it to the estimation of strain hardening parameters 
and the anisotropy parameters of yield functions (e.g., the Hill and Yld2000-2d yield functions) 
based on the 3D-DIC measurement of an aluminum alloy specimen subjected to the uniaxial tensile 
test. In this talk, we will present the result of inverse material modelling using the proposed method.  
This work was supported by THE AMADA FOUNDATION (Grant No. AF-2021002-A2).  
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Anchored connections in downhole operations in the Oil & Gas industry are formed by the 
indentation of tools’ setting teeth on the internal surface of deep-well casings. These connections 
are expected to support loads that are in the longitudinal casing direction, loads include the 
anchored tools self-weight as well as forces imposed by connected equipment. The loads are 
supported by the anchored connection shear strength. The scale of the setting teeth is in the range 
of 1 millimeter, which implies that failure zone around them is in the sub-millimeter scale. 
Motivated by the non-proportional localized loading on the failure zone through the thickness of 
the steel casing, we propose the calculation of the strength of this connection using a shear-extended 
Gurson model. 
The successful use of the shear-extended Gurson model is contingent on the model calibration to 
represent the material response. Therefore, a suite experimental tests were performed to 
characterize the material failure in different multi-axial loading regimes. The experimental testing 
results were used to inform the model calibration. The calibrated model is used to assess the 
anchored connection strength, a two-dimensional plane strain idealization is used.  First, the 
formation of the anchored connection is represented by the indentation of the setting teeth into the 
casing substrate. This stage captures the localized deformation in the casing surface. Then, a shear 
loading is applied on the teeth to resemble the applied loads. The dependence of the connection’s 
shear strength on the indentation depth is investigated for an increasing number of setting teeth. 
The modeling leads to novel insights on the response of the shear-extended Gurson model under 
combined multi-axial loads. In addition, it leads to the establishment of general trends in the 
relationship between shear strength and indentation force. 
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Woven composites have been increasingly applied in aerospace, military and transportation due 
to their excellent specific stiffness, specific strength, impact resistance and fracture toughness[1]. 
Reliable evaluation on multi-scale mechanical response and failure process of woven composite 
structures with the aid of numerical tools remains a challenge and hot issue owing to their 
complex woven fabric geometry. This paper proposed a multi-scale probabilistic model for 
progressive failure assessment on woven composite laminates considering the stochastic nature of 
constituent material properties and random distribution of fibers. Three-scale finite element 
models with randomly distributed material properties are established to study the mechanical 
response of woven composites, including microscopic representative volume element (RVE) 
model of yarn, mesoscopic RVE model of woven composite lamina and macroscopic model of 
notched woven laminates. Multi-scale failure criteria for woven composites are developed to 
account for physical failure modes at fine scale and phenomenological failure law at coarse scale. 
Integrating Monte-Carlo method with progressive failure assessment model, repeated simulations 
at three scales are performed to obtain the probabilistic distribution of mechanical properties and 
progressive failure process of woven composites. Good agreement between numerical results and 
experiments has been achieved. 
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In this work, a computational method is proposed for viscoelastic (VE) and viscoelastic-viscoplastic
(VE-VP) polymer solids and structures subjected to large numbers of loading cycles. The proposed
method uses the Laplace-Carson Transform (LCT), extended for periodic response.

For linear VE materials, the methodology is based on the decomposition of the VE problem into tran-
sient and periodic sub-problems invoking the superposition principal. Each one is solved independently
in Laplace-Carson domain. Then the transient response in time is recovered by LCT inversion using
Schapery’s collocation method. For the periodic part, sinusoidal functions decomposition is formulated,
and the Newton-Gauss algorithm is employed for the numerical inversion. First, the accuracy of the
proposed method is assessed on some known time functions. Next, the procedure is tested for VE struc-
tural problems (10k cycles, 2D structures, different boundary conditions) and the results are compared to
those of reference solutions computed directly in the time domain. The comparison in local scale (dis-
placement, strain and stress at various points) and macro scale (global energy indicator) shows excellent
accuracies. The speedup factor (32 for 10k cycles) increases significantly with the number of cycles.

The proposed method has been extended to thermoplastic polymer solids and structures exhibiting cou-
pled VE-VP material response. A multiscale approach in space and time was developed, taking into
account a heterogeneous microstructure (VE matrix, VE-VP weak spots and process-induced porosity)
and two time scales: macroscopic (at the end of each cycle) and microscopic (within each cycle). Nu-
merical results showing the accuracy and efficiency of the method on structural problems are presented.
This opens the door for an efficient multiscale modeling and prediction of high cycle fatigue.

For any question, please contact the WCCM-APCOM 2022 Congress Secretariat.
E-mail: wccm2022-abs@convention.co.jp
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    Carbon Fibre Reinforced Polymer (CFRP) composites are currently being utilised in many 
engineering applications due to their excellent design flexibility and high specific strength and 
stiffness. However, the failure of composites is difficult to predict due to the complex coupling 
effects of different damage modes under combined stress states. Failure criteria play a vital role in 
the design of composite structures. The lack of comprehensive experimental data for the validation 
of computational failure models, especially for composite structures subjected to multiaxial 
loadings, has led to highly conservative designs. 
     Numerical modelling is widely used in industry to accelerate composite design and aid failure 
prediction, using a suite of computational tools including the finite element method, the phase field 
approach, discrete element method, or peridynamics. Currently, micromechanics-based 3D 
Representative Volume Elements (RVEs) are widely used to analyse the microscale failure 
mechanisms of composite materials which lead to macroscale (structural) failure. In this paper, 
high-fidelity finite element-based 3D RVE models were developed to analyse the failure 
mechanisms of IM7/8552 CFRP unidirectional (UD) composites subjected to biaxial loading 
conditions via periodic boundary conditions. The Drucker-Prager plastic damage constitutive 
model, and cohesive zone model, were utilised to simulate the mechanical response of the matrix 
and fibre-matrix interface respectively. Fibres were assumed to be transversely isotropic, elastic 
and brittle, where fibre failure was predicted by the maximum principal stress criterion. After 
validation of the RVE models with experimental tests under biaxial loading conditions, numerical 
simulations of other biaxial cases were conducted. Due to the transverse isotropy of the cross 
section of UD lamina, nine out of fifteen loading stress combinations were selected. For the 
generation of failure points, defining a failure envelope, an average of ten loading cases were 
considered for each selected biaxial stress combination. In order to generate enough data from the 
obtained numerical results, probabilistic failure distributions were attributed to the data points. 
Normal and Weibull distributions were used to describe the scattering of biaxial data with failure 
probabilities deduced from off-axial experiments and the mean failure surface determined using a 
univariate spline function. Because of the limitation of available experimental data, obtained failure 
envelopes were assumed to be self-similar which meant the failure envelope contracted or expanded 
with different failure probabilities and shared the same scattering factors with the ones from the 
experiments. A database, containing half a million samples was collected, and each sample had six 
stress components as input and provided a probabilistic failure output. A deep neural network with 
four hidden layers was used to construct the failure criterion for the lamina. The number of neurons 
in each layer was 128 after parametric study. Good agreement between the true values and predicted 
values was achieved.   
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Full-scale structures with notches are sometimes stronger than expected on the basis of Linear 
Elastic Fracture Mechanics because of the existence of R-curves. An R-curve describes an increase 
in fracture energy with increasing notch length, which is important for the prediction of notched 
failure of composite structures. R-curves can be implemented in different Finite Element (FE) 
modelling schemes such as Cohesive Zone Models [1], High-fidelity Finite Element Models [2] 
and Continuum Damage Mechanics Models [3]. It is also desirable to implement R-curves using a 
simple FE modelling method to reduce computational costs when modelling large composite 
structures. One popular method for modelling cracks is the Virtual Crack Closure Technique 
(VCCT) based on linear elastic fracture mechanics. VCCT for Abaqus [4] provides extensive 
fracture mechanics capabilities and can be used as a predictive tool to better analyse the crack 
propagation behaviour in composite structures. The current study aims to take account of R-curves 
for trans-laminar fracture of carbon/epoxy laminates using Abaqus VCCT with its nodal energy 
rate option. This enables the specification of a list of critical strain energy release rates to a set of 
nodes along the crack surface, effectively implementing an R-curve. The linear R-curves 
implemented in this study was initially measured by Xu, et al. [5] and extrapolated where data is 
not available. The Abaqus VCCT predicted load-displacement response will be verified by 
experiments. 
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In recent years, advanced fiber-reinforced composites have been increasingly applied in aviation 
and aerospace instead of conventional metallic materials due to their superior properties such as 
high strength, stiffness, and low weight. Particular attention must be paid to model the delamination 
initiation and propagation to ensure the composite structures do not fail prematurely. The most 
important feature for implementing composite materials in aviation is their behavior on dynamic 
loads and resistance to fatigue.  However, there is a lack of numerical procedures to accurately 
predict the delamination growth in complex composite structures under fatigue loading.  Therefore, 
it is essential to find the response and behavior of aircraft composite structures under fatigue 
loading.  In this study, the progressive damage modeling-based approach (Cohesive zone approach) 
included in ABAQUS is adopted in conjunction with the Paris law to analyze the delamination in 
composite aircraft structure under the operating load spectrum fatigue loading. FEA modeling is 
verified through comparison with experimental specimen data [1], and the verified FEA model is 
applied to the composite aircraft tail wing structure. In this case, a Monte Carlo simulation is 
performed by building a response surface model considering the uncertainty of the parameters. 
Through this process, the risk according to each flight time can be quantitatively evaluated, and the 
inspection interval is optimized by selecting the combination with the lowest number of repeated 
inspections within the conditions that meet the permitted risk criteria. 
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Discrete crack modelling involves representation of cracks in a material as geometric 
discontinuities. Within a finite element framework, mesh independent crack modelling is 
performed such that crack propagation is not restricted to element boundaries and can propagate 
across a mesh. In composite laminates, matrix cracks are usually the first to appear and drive 
delamination due to stress concentration. Although delamination between plies is restricted to 
element boundaries in a mesoscale model, transverse matrix cracks in non-fibre aligned meshes are 
not and thus require mesh independent modelling. A set of non-linear events following matrix crack 
onset and delamination growth result in the final failure of a laminate along with or without fibre 
failure. Explicit time integration is preferred to model this nonlinearity numerically and the 
challenges in modelling are (i) reduction in the stable time increment of an analysis following 
element splitting and the corresponding increase in computational cost and (ii) challenges in 
remapping of integration domains and initiation of cohesive segments. To solve the first problem, 
a mixed time integration or subcycling [1] is introduced adaptively following element splitting. The 
second problem is solved by initiating cohesive segments between the newly initiated elements 
with minimal disturbance to the surrounding stress state by nodal force balance. Application of 
mixed-time integration to crack modelling requires extensive analysis and this work is focussed on 
the challenges in the implementation, the effects of assumptions involved in subcycling and the 
computational benefits. Suitable numerical examples are demonstrated by modelling tensile failure 
in composite laminates. Linear solid elements are used in unstructured meshes where the crack 
geometry does not align with the initial mesh. Tensile failure of an angle-ply laminate and a quasi-
isotropic laminate with an open hole is modelled. Crack initiation is performed adaptively along 
with mixed time integration. Good correlation with experimental results in terms of failure patterns 
and failure stress is obtained. Following this, the challenging case of tensile failure of a laminate 
with an embedded wrinkle is also modelled using the introduced framework. The analysis is 
numerically stable with 240 matrix cracks and 23 delamination planes successfully modelled to 
predict a very similar failure stress to experimental results [2].    
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Introduction. Soft connective tissue is a fibrous composite that is susceptible to injury from single 
high-magnitude static loads and repetitive low-magnitude fatigue loads. While many constitutive 
formulations have been developed to model static failure in soft tissue, a modeling framework has 
not been established for fatigue failure. The identification of a constitutive framework that can 
describe and predict soft tissue fatigue failure could help explain this poorly understood failure 
phenomena and advance the prevention and treatment of fatigue injuries [1]. Here we determined 
the feasibility of using a visco-hyperelastic damage framework to simulate high cycle fatigue 
failure in soft fibrous tissue.  

Methods. Cyclic creep data from six uniaxial tensile fatigue experiments of human meniscus was 
used to calibrate the specimen-specific material parameters for a visco-hyperelastic damage model 
with discontinuous damage (strain energy-based failure criterion) subjected to force-control 
loading. The optimization of the calibrated material parameters was performed in a custom 
MATLAB code that simulated a single volumetric element subjected to force-controlled loading. 
The quality of model fit was quantified using normalized root mean square error. The sensitivity of 
the model simulations to changes in material parameter values was evaluated, and a validation study 
was performed by evaluating the model’s ability to simulate the stress-strain curve of monotonic 
uniaxial tensile experiments (static failure).   

Results. The model was able to successfully simulate all stages of cyclic creep, including steady-
state creep and the rapid progression to tissue rupture for experiments that failed between 150 to 
400,000 cycles (NRMSE = 2.4 ± 2.6%). Mathematically, damage propagated under constant cyclic 
stress due to time-dependent viscoelastic increases in tensile stretch that in turn increased strain 
energy. Our results implicate viscoelasticity as a fundamental regulator of fatigue failure in soft 
tissue, where our sensitivity study found that tissue with slow relaxation times is more resistant to 
fatigue injury. In a validation study, the visco-hyperelastic damage model was able to simulate 
characteristic stress-strain curves of pull to failure experiments (static failure) when using material 
parameters curve fit to the fatigue experiments. 

Conclusion. For the first time, we’ve shown that a visco-hyperelastic discontinuous damage 
framework can model cyclic creep and fatigue failure in soft fibrous tissue. A clear benefit of this 
approach is that constitutive equations for discontinuous damage and viscoelasticity are well 
established and are available in commercial and open source finite element solvers [2]. Importantly, 
our results demonstrate that this modeling framework may enable the reliable prediction of both 
fatigue and static failures from a single constitutive formulation.  
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Z-pinning entails inserting small rods through the thickness of fibre-reinforced polymer 
composites, and it has been proved to be very effective on mitigating interlaminar disbond 
(delamination) for composites. Almost all research on the mechanical applications of Z-pins 
focuses on delamination growth in flat panels [1], while delamination could also be a dominant 
failure mode in a curved laminate structure when subjected to a bending moment. Ju et al. [2] 
experimentally demonstrated that it is feasible to increase the curved-beam bending strength by 
inserting grooved stainless-steel Z-pins in the curved area. In the current work, further experiments 
to verify whether carbon-fibre composite Z-pins also show this enhancement effect when inserted 
in curve laminates are being undertaken. Furthermore, computational simulation is required to have 
a comprehensive understanding on the failure mechanisms of Z-pinned curved laminates subjected 
to four-point bending.  
 
A meso-scale Abaqus/Explicit® 3D Z-pinned curved laminate model was built in this study. The 
model was created with a versatile mesh generation code, which was written by combining Python 
and MATLAB®. The user is able to control almost all the input parameters, such as pin number and 
spacing, stacking sequence, fibre orientation, roller diameter and position, material properties and 
interface definitions, etc. An eye-shape resin-rich zone is modelled around each pin. Cohesive 
elements were inserted between different-angle plies to simulate delamination. Node-to-surface tie 
constraints were defined between interlaminar cohesive layers and their adjacent plies. The 
pin/laminate interface was modelled with a user defined constitutive cohesive-friction law, which 
was implemented by a VUINTERACTION subroutine[3]. In the subroutine, a modified Coulomb 
friction formulation, which was proposed by considering the Z-pin surface roughness, was coupled 
with a bilinear cohesive formulation to simulate pin/laminate bonding and pin/laminate frictional 
pull-out [3,4]. The simulations are firstly verified against experiments in terms of both global and 
local observations. The high-fidelity modelling technique is then used to unveil the bridging 
mechanics of discrete through-thickness reinforcement in curved laminates when subjected to an 
ambient through-thickness tensile stress field.  
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C/SiC ceramic matrix composites (CMCs) are one of the most important materials for aerospace 
thermal protection structures due to their excellent properties, such as high temperature resistance, 
high specific strength and high specific modulus. However, the complex manufacturing process 
leads to the inevitable emergence of initial defects in the matrix and oxidative damage of the fiber
bundles, which may result in the complicated microstructure of the materials and significant
decrease in the mechanical properties of C/SiC composites. Hence, it is of great importance to find
the internal damage behaviours of C/SiC composites and to construct the suitable mechanical 
constitutive of materials for the structural analysis and design.

In this paper, the probability distributions of mechanical properties for 2D-C/SiC composites under 
the uniaxial tensile are focused on. The representive volume element (RVE) model of 2D-C/SiC 
composites in meso-scale was established by TexGen, and the periodic boundary conditions were
imposed to predict the initial elastic properties of the composites. Uncertainties of the tensile 
strength and elastic modulus were considered to model the random features of fiber bundles and 
matrix and to quantificate the uncertainty propagation of mechanical performance of composites.
The input probability distributions and their parameters are obtained from statistical data of 
experiments, and normal and Weibull distributions are applied to modulus and strength,
respectively in this research. The progressive damage analysis under uniaxial tensile was
conducted with finite element method (FEM) through user-defined subroutine considering multi-
failure modes of fiber bundles and matrix, whose results show good consistency with those of the 
experiment. 100 repeated FEM simulations were performed with independent random sampling of 
input parameters, to characterize the randomness of mechanical properties of materials reasonably,
which demonstrates the validity of the proposed model for performance prediction and structural
analysis of 2D-C/SiC composites inconsideration of initial uncertainties.
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Fatigue life is one of the most important strength factors to be considered in the equipment design. 
For metallic materials, a design method has been established to determine the allowable stress 
obtained from specimens and to complete the design after confirming that the stress is below the 
allowable value, as shown in the technical standard for high pressure vessels.  
 
In the case of carbon fiber-reinforced plastics (CFRP), fatigue design has not been established to 
guarantee the long-term reliability required for application to strength members, because the 
complex fracture processes due to the microstructure of CFRP have prevented the application of 
established methodologies for metallic materials. To ensure the long-term reliability of CFRPs, it 
is necessary to perform a long-term endurance test that imposes actual loads on actual parts, as 
executed in the design verification test of the high-pressure hydrogen storage tank for fuel cell 
vehicle. In order to break away from this situation, it is necessary to establish a fatigue life 
evaluation method for CFRP equipment with highly versatile parameters. 
 
The authors proposed the fatigue life evaluation method of unidirectionally (UD) reinforced CFRP 
specimens from the fatigue test results of the pure resin constituting CFRP [1]. Based on the 
assumption that the fatigue life of CFRPs is governed by that of its matrix resin, the interfacial 
normal stress (INS) obtained from micro-scale stress analysis is used as an evaluation index. INS, 
which was proposed by Hojo et al. [2], is defined as normal stress on a plane perpendicular to a line 
of minimal length that connects the center axis of carbon fibers.  
 
In this study, we evaluate the applicability of the INS evaluation method to CFRP laminated 
specimens, since the previous study has been performed only for UD specimens. Three types of 
laminated specimens with different lamination configurations ([0/30/-30/90]s, [0/45/-45/90]s, and 
[0/60/-60/90]s) were prepared and fatigue tests were conducted in advance. 
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Diels-alder (DA) based polymers exhibit healing functionalities on polymer level due to their 
thermal reversible nature [1]. In the current investigation, self-healing (SH) resin based on Diels-
Alder (DA) reaction mechanism was integrated into high performance aerospace carbon fiber 
reinforced plastics (CFRPs) by electrospinning process technique (solution and melt electro-writing 
process). The effect of the selected SHA into CFRPs was further assessed. More precisely, open-
hole reference and SHA modified CFRPs (containing GNPs at the amount of 1 wt %) coupons have 
been tested under quasi static tensile and tension-tension fatigue loading conditions. Their stacking 
sequence was [45/-45/0/90]2S and had similar fiber volume fractions. The structure of the 
experimental test campaign organized and realized for the needs of the current work as follows. 
The work started with tensile tests to pristine and open hole CFRPs coupons (for both reference 
and modified) in order to identify the apparent modulus and the ultimate tensile strength (UTS).  
Also, we had to investigate whether the introduction of the SHA into the structure of CFRP has any 
knock down effect to the mechanical properties. Then, the fatigue procedure followed and divided 
into three stages. The first stage investigates the fatigue life performance of reference and SHA 
modified CFRPs at continuous fatigue loading conditions. In the second stage, the fatigue 
experiments for both reference and modified composites were paused every 10 k cycles in order 
the damage evolution within the composite to be monitored using c-scan inspections. Finally, 
during the third stage the same route as in the second study level was followed, together with the 
activation of the healing process after each interruption of fatigue loading. Thus, this investigation 
thoroughly investigates the effect of the SHA healing capacity on the fatigue life performance of 
CFRPs. All tests were conducted under load amplitude control at 0.8 of UTS of reference CFRP, 
at R=0.1 and loading frequency f =5Hz. According to quasi static experimental results, it was shown 
that the incorporation of the SHA did not significantly deteriorate the in-plane mechanical 
properties of the entire composite. The activation of the healing functionality of modified 
composites at certain number of fatigue cycles revealed damage recovery based on c-scans 
(macroscopically) which further improved the mechanical performance of the composites. For all 
fatigue tested material sets a three-stage pattern of stiffness degradation was observed. Furthermore, 
numerical modelling and simulation of damage tolerance and healing capability of these CFRPs 
were performed via the development of appropriate cohesive zone models. The constitutive 
behavior of the cohesive zone was defined by the traction–separation relation derived from 
laboratory tests. The variation of the traction-separation relation after healing is directly related to 
the nature of SH material. 
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Unexpected and unstable rapid crack growth among various damage developments is a serious 
problem for brittle materials. Therefore, it is useful to improve the reliability by adding the self-
healing function to those materials, such as concrete, glass, and ceramics. Among them, self-healing 
ceramics, which can automatically repair micro cracks by using the oxidation reaction, are 
attracting attention. The mechanism of crack-repairing in ceramics imitates healing process of 
human bones. For example, alumina (Al2O3)/silicon carbide (SiC) particle composites is a typical 
self-healing ceramics [1]. In this material, when the crack occurs, SiC particles (self-healing agent) 
combined in Al2O3 matrix react with oxygen in atmosphere and change to silicon oxide (SiO2). 
Then, the oxides fills up cracks by volume increasing. It  has been clarified that the Al2O3/ SiC 
composite material is an excellent material system that can simultaneously achieve crack filling 
and high strength of the healing part [2]. However, for the evaluation of self-healing materials, 
unlike ordinary materials, novel numerical analysis methods to evaluate both the damage and 
healing processes as reciprocally continuous processes need to be developed. Under such 
circumstances, recent developments have been observed in formulating both damage and healing 
processes within the framework of the continuum damage mechanics [3]. 
 
In this study, we conducted the finite element analysis of Al2O3/SiC composite self-healing 
ceramics by using the damage-healing constitutive model based on the oxidation kinetics [3]. To 
verify the effectiveness of the constitutive model and analysis scheme, we used specimens with a 
chevron notch for the three-point bending test, which can suppress rapid fracture of cracks even in 
materials with low toughness. Then, we demonstrated the analysis results of repeated damage-
healing processes within the framework of finite element method. It was confirmed that the present 
finite element analysis (FEA) methodology could reasonably reproduce the basic characteristics of 
strength recovery in self-healing ceramics. Thus, we concluded that the present FEA methodology 
can be used for studying the self-healing behavior linked with the microstructure distribution and 
fracture properties, which is essential for the mechanical and material design of self-healing 
ceramics. 
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A micromechanics-based constitutive model for fibre reinforced polymer composites with 
intrinsic self-healing ability is presented in this work. Homogenisation is carried out using the 
Rule of Mixtures (ROM), i.e. equations defining mechanical properties of the homogenised 
composite. On the other hand, the Voigt (iso-strain) and Reuss (iso-stress) approximations are 
used as a means for localisation. 
 
At the micro-scale, matrix constituent is modelled using the previously developed constitutive 
model comprising micro-damage-healing model and the isotropic hardening plasticity model 
described and validated in [1]. In this model, the effect of micro-damage on the matrix material is 
represented as deterioration of the elasticity modulus, whereas the healing phenomenon 
represents its recovery. Furthermore, the reinforcing fibres are modelled as transversely isotropic 
linear elastic material with Hashin fibre failure criterion and progressive fibre damage. The model 
was implemented in Abaqus/Standard user material subroutine UMAT and validated for static 
loading cases in [2]. 
 
The model is implemented into the Abaqus/Explicit user material subroutine VUMAT. Moreover, 
it is validated using low-velocity impact tests. Experimental results are taken from [3] where 
composite specimens consist of woven glass fibres as reinforcement and an epoxy-thermoplastic 
blend as the matrix constituent. The blend consists of diglycidyl ether bisphenol A (DGEBA) 
epoxy resin and poly(𝜺𝜺-caprolactone) thermoplastic polymer. Numerically, the warp and weft 
yarns are treated as unidirectional plies. 
 
The model proves to be applicable for simulation of healing phenomenon after low-velocity 
impact damage in woven composite structures. Finally, the model could describe healing 
behaviour of other types of intrinsically self-healing composites if appropriate constitutive 
material laws are applied. 
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In the present work, a novel approach in terms of self-healing agent (SHA) incorporation into uni-
directional carbon fiber reinforced plastics (CFRPs) has been demonstrated. More precisely, 
healable resin based on Diels-alder (DA) reaction mechanism, containing or not graphene 
nanoplatelets (GNPs) at the amount of 1% wt, was integrated locally into the mid-thickness area of 
CFRPs. The procedure was performed by the melt electro-writing process (MEP) technique. DA-
based polymers present resin type behavior, while are mendable and present healing functionality 
through heating upon their melting point (Tm) temperature [1]. MEP is a processing technique for 
producing fibrous structures from polymer melts [2]. In this case of electrospinning technique, the 
collection of the fiber can be very focused. Therefore, combined with moving collectors, MEP is a 
way to perform 3D printing with ultrathin fibers. In our case, ultrathin fibers of DA resin were 
directly printed on the surface of CFRP pre-preg plies. Based on this, reference and modified 
CFRPs with (a) pure SHA and (b) SHA containing 1% wt GNPs were manufactured for the needs 
of the current study and further tested under Mode I loading conditions. Based on experimental 
results both types of modified CFRPs exhibited considerable enhancement of the fracture toughness 
properties with GNP modified ones to exhibit the best toughening performance (GIC value was 
increased by almost 280%). After Mode I testing, the damaged samples passed through the healing 
procedure and then tested again under Mode I loading conditions. After repeating of the tests, 
acceptable healing efficiencies were achieved (up to 50%) as part of the fracture toughness 
properties were restored. GNP modified ones  exhibited the best healing behaviour. Furthermore, 
numerical modelling and simulation of damage tolerance and healing capability of these CFRPs 
was performed via the development of appropriate cohesive zone models. The constitutive behavior 
of the cohesive zone was defined by the traction–separation relation derived from laboratory tests. 
The variation of the traction-separation relation after healing is directly related to the nature of SH 
material. This approach provides a robust numerical tool for the design of composite structures that 
include self-healing sites. Based on that, it was shown that simulated and measured R-curves are in 
good agreement. Finally, optical microscopy examinations not only showed that the epoxy matrix 
at the interface is partly infiltrated by the DA polymer, but it also revealed the presence of pulled 
out fibres at the fractured surfaces, indicating ductile behaviour due to SHA presence. 
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Pipelines are vital means of transportation of liquids and gases over large geographical areas. Regarding
hydrocarbons, they must be flow at high pressure and temperature to avoid wax formation. Low temper-
atures may lead to deposits at pipe walls, increasing the pressure or blocking the fluid flux. Under such
thermal and mechanical loads and Poisson’s effect, the pipe tends to expand longitudinally. Since longi-
tudinal movements are restricted, high compressible forces are developed, leading to buckling occurrence
if a critical value is reached. The occurrence of lateral buckling strongly depends on the surrounding soil,
friction at pipe-soil interface, pipe diameter and buried depth and subsoil characteristics [1]. Then, the
evaluation of soil lateral resistance that will entail an imminent breakout is important.

This work aims the analysis of the soil lateral resistance under limit analysis formulation considering
friction at pipe-soil interface. Limit analysis is a direct method, posed as an optimization problem with
constraints, and aims the determination of the collapse power of an elastic perfectly-plastic body and
do not consider the load history. In this approach, the pipe is considered as a rigid body while the soil
mass is a deformable one. Then, at imminent plastic collapse state, the contact between the rigid and
deformable bodies is assumed as known, with permanent contact at normal direction and a slipping rule
at tangential direction. Coulomb friction law is considered. The limit analysis problem is solved by a
quasi-Newton algorithm and a condensation technique allied to Lemke algorithm is used to solve the
complementarity problem at contact. The cohesive soil mass follows the yield criterion proposed by [3],
derived from homogenization theory considering cohesion, material internal friction and porosity.

The soil lateral resistance is evaluated by limit analysis considering friction at soil-pipe interface and
porosity of soil mass, discretized by finite elements and under plane strain hypothesis. As results, the
soil resistance forces per length, the velocity and stress fields at soil mass are determined as well as the
slip lines.
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We propose a model to simulate dynamic ductile fracture based on a variational phase-field framework.
In this framework, a coalescence dissipation term couples plasticity and fracture by degrading the fracture
toughness as the equivalent plastic strain increases [1]. Compared to other models that degrade the plastic
energy with damage, the current model avoids crack growth through plastic zones in compression and
relaxes the upper bound on the regularization length. In addition, the variational framework allows for the
consistent inclusion of plastic dissipation in the heat equation as well as thermal softening. Results from
various benchmark problems in dynamic ductile fracture are presented to demonstrate the capabilities
of the model. In particular, we demonstrate how the model is capable of capturing high strain rate
effects such as brittle to ductile transitions and shear band formation. Importantly, these phenomena are
naturally captured through the physics in the model, without the need for phenomenological criteria such
as stability thresholds for the onset of shear band formation.
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Double network (DN) hydrogels have drawn much attention as an innovative material having both high
water content and high mechanical strength and toughness. Futhermore, yielding phenomenon was ob-
served in some tough DN gels[1]. For example, on tensile tests of DN gels that made from relatively
sparse first networks, narrow zones appear in the sample and grow up with further stretching. During the
neck propagation, a plateau region appears in the loading curve. The plateau value of the tensile stress
hardly depends on the stretching rate. After the neck propagation, the gel becomes fairly soft, showing
an elastic modulus ca. 1/10 of the virgin sample, and sustains large elongation, up to an elongation strain
of around 20. The observations on the softened gels after the tensile test demonstrate that irreversible
structural change takes place inside the gels, although their appearance is almost unchanged.

In this study, we at first employ a nonaffine polymer chains network model[2] to account for such irre-
versible structural change during the deformation of DN gels. And then, a finite element model of the DN
gels under simple tension is constructed. On the other hand, neck propagation is one kind of localized
instability and there will be a local transfer of strain energy from one part of the model to neighboring
parts. This class of problems has to be solved either dynamically or with the aid of (artificial) damping;
for example, by using dashpots. Fortunatly, Abaqus/Standard provides an automatic mechanism for sta-
bilizing unstable quasi-static problems through the automatic addition of volume-proportional damping
to the constructed model and the applied damping factors can vary spatially and with time to account
for changes over the course of a step, where the damping factor is controlled by the convergence his-
tory and the ratio of the energy dissipated by viscous damping to the total strain energy. Furthermore,
Abaqus/Standard can reduce the time increment to permit the process to occur without the unstable
response causing very large displacements.

The simulation results show that the nonaffine polymer chains network model can be employed to repro-
duce neck propagation in DN gels very well.
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The Applicability of the damage model based on the modified von-Mises criterion [1] is studied 
for compressive fracture behaviour of cement-based materials such as mortar and concrete. Two 
numerical experiments of mortar plates with a circular hole under compression are presented, and 
the results are compared with experimental results to demonstrate the applicability of the 
modified von-Mises criterion for compressive fracture behaviour.  
 
We first show the formulation of the damage model based on fracture mechanics of concrete [2]. 
The damage model evaluates the generation and propagation of cracks by using the modified von-
Mises criterion. Cohesive crack growth in cement-based materials can be represented by 
introducing the traction-separation law based on the fracture energy into the damage model. The 
fracture simulation of cement-based materials involving cohesive crack growth is performed in 
the non-linear finite element framework.  
 
The crack propagation behaviour simulated with the modified von-Mises damage model is 
compared to existing experimental results. The comparison shows that the numerical results are in 
good agreement with the experimental results. This implies that the damage model with the 
modified von-Mises criterion allows the simulation of cohesive crack growth in cement-based 
materials subjected to compressive load. To verify the capability for simulating the compressive 
fracture behaviour quantitatively, the numerical results are also compared to our own test results 
with the DIC measurement. From these results we confirm that the damage model with the 
modified von-Mises criterion is applicable to the crack propagation analysis of cement-based 
materials subject to compressive load.  
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In order to accurately reproduce the collapse behavior of concrete structures, an algorithm to update 
the network between elements is introduced in the Rigid-Body-Spring Model(RBSM) considering 
geometric nonlinearity [1][2]. Specifically, a new network was constructed by placing multiple 
contact-determining spheres on Voronoi polyhedral elements and a reduced integration 
Timoshenko beam element between the newly-determined contact elements. As a result, in the 
numerical simulation of concrete structures, a contact phenomenon after large displacement and 
large rotation behavior, which could not be reproduced by the conventional RBSM, can be 
reproduced. 
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For the computational simulation of ductile fracture associated with void growth and coalescence, 
various computational methods have been developed [1]. However, most computational methods 
such as continuum damage models suffer from mesh dependent issues, and thus a regularization 
term and/or a length scale parameter is introduced to alleviate the mesh dependency. In this study, 
the Gurson model and cohesive zone model are integrated to reproduce ductile fracture behaviors 
[2]. The transition from the plastic deformation to the cohesive fracture is linked using the 
porosity-based crack initiation criterion in conjunction with the stress triaxiality. The Gurson-
Cohesive model (GCM) is validated using experiments performed by Sandia National Laboratory 
[3]. Both tensile coupon tests and compact tension tests are investigated with the same material 
properties within the unified computational framework. The computational results reproduce the 
engineering stress-strain curve and the area reduction ratio for the tensile coupon test. The 
proposed framework captures the load versus crack opening displacement relations for the 
compact tension tests with three cases of the initial notch length. Furthermore, the computational 
results converge under mesh refinement without introducing any regularization term and/or length 
scale. 
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Discrete Element Methods (DEM) are good alternatives to FEM for the study of fractures in 
brittle solid materials [1]. However, their precision is limited by the size of the elements used to 
represent the material. Hereby we study fractures in brittle materials by using smaller discrete 
elements just on the places where stresses are closer to the breaking thresholds. The solid material 
is divided into three-dimensional random Voronoï cells, and each cell, each of them a discrete 
element, is represented by a frozen clump of overlapping spheres [2]. If two cells share a face, the 
spheres of one cell in contact with those of the neighbouring one are joined across the face with 
rigid bars [3]. The forces and torques of such bars are used to compute the strain energy field, 
who has shown to be adequate to account for fractures in granular media [1]. Once the material is 
charged with an external load, only discrete elements with high strain energy fields are 
subdivided into smaller elements, who re-establish bonds between them and with all neighbours. 
The process is repeated until the desired resolution is reached, and then those bonds above a 
threshold are broken. In this presentation we show how the fracture surface can be retrieved with 
high accuracy and low computational costs, and the results are compared to continuum methods 
like FEM. 
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In the present investigation, the crack propagation phenomena of 1TCT specimen made of 
stainless steel (SUS316) under large magnitudes of monotonic and cyclic loads are presented. The 
specimens experienced large deformations. In order to characterize the crack propagation, the J-
integral [1] and the J-integral range ∆J [2] have been adopted. It is, however, noted that the 
applications of the J-integral and the ∆J were limited in infinitesimally small deformation 
problems. For example, Okada et al. [3] performed two-dimensional analyses under the 
assumption of infinitesimally small deformation. The fracture parameter 𝑇𝑇𝑇𝑇𝜀𝜀𝜀𝜀∗ -integral was 
proposed. It was defined as an integral on an infinitesimally small contour Γ𝜀𝜀𝜀𝜀  surrounding the 
crack tip. 𝑇𝑇𝑇𝑇𝜀𝜀𝜀𝜀∗ measures the deformation energy dissipating into the small region (process zone) 𝑉𝑉𝑉𝑉𝜀𝜀𝜀𝜀 
surrounded by  Γ𝜀𝜀𝜀𝜀  per unit crack extension. For the numerical computation, the 𝑇𝑇𝑇𝑇𝜀𝜀𝜀𝜀∗-integral is 
written as a combination of far field contour and area integrals. Arai et al. [4] redefined the three-
dimensional J-integral using the domain integral representation as an extension of the  𝑇𝑇𝑇𝑇𝜀𝜀𝜀𝜀∗-integral 
to three-dimensional and finite strain elastic-plastic problems. It measures the energy dissipating 
into a small volume 𝑉𝑉𝑉𝑉𝜀𝜀𝜀𝜀𝑜𝑜𝑜𝑜 per unit crack extension. Then, the ∆J was proposed by its extension to 
cyclic load problem (Arai et al. [5]). 
 
In the presentation, the applications of the newly redefined three-dimensional J-integral and ∆J to 
the fracture problems involving finite strain elastic-plastic deformation and cyclic load will be 
discussed. The experimental data of the JWES database [6] was used as references for the finite 
element analyses. 
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The high residual stress on the surface of the canister has a great influence on the 
occurrence of Chloride-Induced Stress Corrosion Cracking (CISCC). In conventional 
welding for stainless steel Post-Weld Heat Treatment (PWHT) cannot be performed, 
resulting in high residual stress. Since electron beam welding is known to have a smaller 
Heat Affected Zone (HAZ) width compared to conventional welding, applying electron 
beam welding to canister is expected to reduce residual stress and reduce the occurrence of 
CISCC.  
Purpose of this study is to compare the residual stress distribution of a mock-up canister 

(Sandia National Laboratories Mockup canister) manufactured by conventional welding 
(Submerged Arc Welding, SAW) with the residual stress distribution when the 
conventional welding is replaced with electron beam welding. Electron beam welding was 
applied to the canister through finite element analysis using ABAQUS. The component 
was made from 304L stainless steel (SS). The analysis was carried out using uncoupled 
thermal and mechanical finite element analysis. Three-dimensional (3D) finite element 
models were used to simulate thermal and mechanical analysis. Thermal analysis was 
performed by simulating a moving cylindrical heat source. Stress analysis was performed 
using the results of thermal analysis and residual stress was calculated. The residual stress 
calculated through this analysis was compared with the residual stress measured by Sandia 
National Laboratories for a canister manufactured by conventional welding (SAW).  
 

REFERENCES 

[1] Smith, D. J., Zheng, G., Hurrell, P. R., Gill, C. M., Pellereau, B. M. E., Ayres, K., ... & 
Kingston, E. (2014). Measured and predicted residual stresses in thick section electron beam 
welded steels. International Journal of Pressure Vessels and Piping, 120, 66-79. 

[2] Li, Yanjun, et al. "Effects of welding condition on weld shape and distortion in electron beam 
welded Ti2AlNb alloy joints." Materials & Design 114 (2017): 226-233. 

333



Crack initiation prediction for high strength steel thin plate using simplified stress triaxiality-
lode parameter damage model
Kim Jae-yoon, Jin-Ha Hwang, Yun-Jae Kim and Masaki Omiya

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Crack initiation prediction for high strength steel thin plate using 
simplified stress triaxiality-lode parameter damage model 

 
Jae-Yoon Kim1*, Jin-Ha Hwang2, Yun-Jae Kim3

 and Masaki Omiya4 

1 Korea University, 02841, rlawodbs1587@korea.ac.kr 
2 Korea University, 02841, jinhahwang@korea.ac.kr 
3 Korea University, 02841, kimy0308@korea.ac.kr 

3 Keio University, 223-8522, oomiya@mech.keio.ac.jp 
 

Key Words: High Strength Steel, Ductile Fracture Criterion, Stress triaxiality, Lode parameter 
 

The use of high-strength steel in automobile manufacturing processes is increasing to reduce 
the durability and weight of automobile bodies and chassis. High-strength steel has higher 
strength than conventional materials, but has less ductility. Therefore, it is very sensitive to cracks 
occurring in cold processing processes, such as microcracks, which may cause damage or defects, 
especially in trimming or shear or punching processes. Defects caused by microcracks such as 
edge cracks are a very serious problem in product quality and productivity. Therefore, predicting 
the fracture of thin plate is a very important problem. 

In predicting the ductile fracture of metals, many ductile fracture criteria have been proposed. 
McClintock, Rice, and Tracey argued that stress triaxiality is an important factor influencing the 
nucleation, growth and coalescence of microscopic voids and the ductile fracture criterion was 
presented as a function of stress triaxiality [1,2]. Xue and Wierzbicki confirmed through various 
experimental results that the Lode Angle parameter had a mutual effect on the initiation of ductile 
fracture like stress triaxiality [3, 4]. Bai and Wierzbicki modified the Mohr-Coulomb (MMC) 
criterion to predict many different types of specimen fracture under various stress triaxiality and 
lode angle parameter [5]. 

Previous ductile fracture criterion such as MMC model have many parameters and it is hard to 
decide the parameters. In this study, previous ductile fracture criterion using stress triaxiality and 
lode parameter was simplified. The constant of the simplified model was determined using tensile 
test specimen and SENT specimens which have two different notch radii for JSC 590 and JSC 
980 materials. In addition, the validity of the proposed model was verified by applying the 
simplified model to the DENT specimens. 
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In the previous study[1][2], ductile crack propagation behavior was reproduced by results of Central 
Research Institute of Electric Power Industry (CRIEPI) [3] under monotonic and cyclic loading 
bending tests for pipes installed in a light water reactor plant. It is also concluded that the crack 
propagation conditional equation with parameters of stress triaxiality and equivalent plastic strain 
proposed by Kumamoto[1] and Ohbayashi[2] can be reproduced. 

As mentioned above, the analyses are reproduced from four-point bending tests under monotonic 
and cyclic conditions. On the other hand, experiment results subjected to multi-axial loads 
including bending and torsion are very few examples in order to ensure the validation of proposed 
criteria. 

Recently, the CRIEPI conducted an experiment under combined bending and torsion on stainless 
pipe. The results are evaluated using numeriacl simulations by several organaizations and are 
checked in a round-robin analysis to ensure the validity of the results.

In this study, FE models are generated on 20 mm diameter stainless steel pipes with through-wall 
crack under combined bending and torsion and are simulated including ductile crack propagation.  
In addition, Otsuka et al.[4] have suggested that an increase in stress triaxiality accelerates the 
extension rate of voids and decreases plastic strain of ductile fracture. Therefore, it is reasonable to 
propose an equation using these parameters. Crack propagation criterion will be proposed using 
those results and are evaluated the validity of the criterion. 
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In this study, a system referred to as sim2d for fatigue crack propagation analysis based on extended 
finite element method (XFEM), which can model crack independently of finite elements, has been 
developed. This system employes an in-house XFEM code referred to as NLXFEM3Dstruct [1] and  
python scripts to control the code execution. A fatigue crack propagation analysis of a carbon steel 
compact tension specimen has been performed by the developed system as a verification. In this 
presentation, the analysis results by sim2d including the relationship between the crack length and 
the number of load cycles are compared with the results obtained by conventional finite element 
method (FEM), which requires re-meshing on each analysis step for crack propagation, and the 
reference solution in accordance with ASTM standard [3].    
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Studying the dynamic failure laws of metal materials and structures under blast and impact 
loading by numerical simulation is of great significance for characterizing the damage effects of 
explosive shock and designing novel impact-resistant structures. The metals' failure under strong 
dynamic loading involves multiple complex physical processes, such as the large deformation, the 
thermal-mechanical coupling, and the material state changes. These complex physical processes 
bring great challenges to numerical simulation, including the geometric description of complex 
dynamic failure modes such as cracks and shear bands, the determination of failure criteria, and 
the description of plasticity-damage coupled evolution, etc. In response to these challenging 
issues, a theoretical and computational thermal elastic-plastic phase field model is established 
based on the energy variational principle to describe metals' dynamic failure. The model realizes a 
unified description of the crack and shear band, and its efficient explicit finite element solved 
strategy is proposed. The model is further applied to three typical metals' dynamic failure issues 
under blast and impact loading: the transition of brittle and ductile failure modes of metals, the 
self-organization of adiabatic shear bands (ASBs), and the transition of failure modes of thin-
walled disks under shock waves. This verifies the accuracy of the theoretical model and the 
robustness of the computational model. This work lays the foundation for the subsequent 
development of damage assessment and protective structure design for blast and impact loading 
based on simulation. 
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A study on J-integral computation for three-dimensional Isogeometric Analysis (IGA) has been 
conducted. IGA is a novel analysis method that has been investigated by researchers and 
engineers in the last decade. IGA was initially developed and presented by Hughes et al. [1]. One 
of the possible applications of IGA is fracture mechanics. In fracture mechanics, accurate 
evaluations of Stress Intensity Factors (SIFs) are very important. In the applications of the Finite 
Element Method (FEM), two-dimensional J-integral by Rice [2] has often been used to evaluate 
the SIFs. The extension to three-dimensional was carried out by Blackburn[3] and Kikuchi et al. 
[4]. The domain integral method for three-dimensional J-integral was presented by Li et al. [5]. In 
this study, a domain integral method suited for IGA is presented. In the present IGA, the second 
order B-spline and Non-Uniform Rational B-Splines (NURBS) functions are adopted as basis 
functions. A singular patch method to express the singular stress field in the vicinity of the crack 
front following the idea of Barsoum’s quarter-point finite element [6]. Examples of embedded 
and surface elliptical cracks to demonstrate the accuracy of the proposed J-integral are presented.  
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The prediction of fracture behavior under extremely low cycle fatigue due to excessive loading is 
necessary for the life assessment of structures. ΔJ criterion has been used to assess the life under 
low cycle fatigue. However, the applicability of this method is not well confirmed under 
extremely low cycle fatigue. Fracture toughness is dependent on the loading conditions and 
geometry due to the constraint effect. 
 
In the previous study [2], a crack propagation criterion was proposed for a 1T-CT specimen of 
SUS316, focusing on the physical quantities near the crack tip.  These are the stress triaxiality and 
the equivalent plastic strain increment. The former is a parameter related to the growth of voids in 
ductile fracture, while the latter is a parameter that indicates the degree of plastic deformation. 
However, no comparison has been performed for specimens of different shapes or materials, and 
more detailed verification is required. 
 
The objective of this study is to evaluate the validity of the crack propagation criterion proposed 
in the previous study [2] by applying it to CT specimens of different thicknesses and materials. 
 
In this study, two types of crack propagation simulations were performed on a 1.5T-CT specimen 
of SGV410 under extremely low cycle fatigue fracture tests using the finite element code, ANSYS. 
The first one is generation phase simulation. In the simulation, the physical quantities near the crack 
tip were obtained and the parameters of the crack propagation criterion were identified. The second 
one is the validation phase simulation, in which the crack propagation criterion is used as the crack 
propagation criterioin to evaluate whether the experimental crack propagation behavior can be 
reproduced. 
 
The results of both the generation phase simulation and the validation phase simulation are in good 
agreement with the experimental results. 
 
We’d like to disscuss the accuracy of prediction by the proposed crack propagation criterion 
under extremely low cycle fatigue.  
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It is important to understand unstable fatigue fracture mechanism because fracture accident is 
occupied fatigue 80% of the total [1]. However, a highly reliable evaluation method for under 
extremely low cycle fatigue caused by earthquakes has not yet been developed because of 
variable fracture toughness due to the constraint effect with large deformation.  
 

Crack propagation criterion proposed in the previous study was validated under restricted 
condition [2], however it wasn’t considered constraint effect. The objective of this study is the 
proposal of crack propagation criterion considered constraint effect under extremely low cycle 
fatigue. 

 

As a matter of procedure, we model compact tension specimen finite element it was used in the 
previous study changed the thickness which is one of the constraint effect. And then after analysis 
which simulates behavior based on the experiment, we conducted validation applied crack 
propagation criterion which was proposed in previous study.  

 

As a result, analysis applied crack propagation criterion in the previous study was obtained good 
accuracy. Crack shape was formed following distribution of effective plastic strain in thickness 
dimension. As a reason for that contribution ratio of effective plastic strain in crack propagation 
criterion is higher than stress triaxiality. In the presentation, crack shape in the analysis will be 
discussed after re-examination the contribution ratio in physical quantities and the method of 
evaluation.  

 

The crack propagation criterion in the previous study is confirmed validity in several cases of 
thickness. We’d like to discuss validity in cases of different material properties, specimen shapes 
and crack shape.  
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This study proposes a new method to identify delamination shape in carbon-fiber-reinforced 
plastic (CFRP) laminates using topology optimization and visualization of ultrasonic waves. 
Although the technique to visualize ultrasonic wave propagation aids in detecting defects such as 
delamination, it is difficult to evaluate them quantitatively. The authors [1] proposed the topology 
optimization-based damage identification method combined with the technique and quantitatively 
identified the crack in a metal plate. Application of the proposed method to predicting critical 
damage in composite structures, such as delamination, will enhance structural reliability. 
 
The concept of the proposed method is to estimate the defects as the distribution of ‘damage 
parameters’ that reproduces the experimentally visualized ultrasonic wave propagation on an 
inverse analysis model. In this study, delamination is modeled using cohesive elements [2] and is 
estimated as distribution of the internal residual strength variables that minimizes the error 
between the ultrasonic features obtained in the experiment and those in the finite element analysis. 
 
To verify the feasibility of the present method, this study applied it to a cross-ply CFRP laminate 
with an artificial delamination. The stacking sequence of the specimen was [04/904]S and the 
artificial delamination was introduced by a 10×10 mm polyimide film at one of the two interfaces 
of the 0° and 90° layers. When the delamination identical to the specimen was developed by the 
cohesive elements and when the finite element analysis was performed under the same condition 
as the experiment, the maximum amplitude of the analysis was high within the delamination area, 
which was the same result as the experiment. Therefore, the optimal distribution of the internal 
residual strength variables can be estimated by minimizing the error between the maximum 
amplitude map acquired in the experiment and in the inverse analysis model. 
 
Under the above-mentioned procedure, the shape of the artificial delamination was successfully 
estimated using the present method. The detailed results and discussion will be demonstrated in 
the presentation. 
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In this presentation we revisit the well-known, one-dimensional shear lag model introduced by Kelly and
Street [1]. Owing to it’s simplicity, it is widely used in material sciences to assess and interpret experi-
mental results. Originally the model was proposed to evaluate the stationary creep response of circular
fiber reinforced materials with large fiber aspect ratios and low fiber volume fractions. Other applications
include square fibers and cellular materials [2].
However, it is usually difficult to evaluate experimentally whether the model is appropriate for the given
material, as morphology modification is limited due to strongly interrelating solidification and process-
ing parameters and as test conditions are limited to uniaxial creep tests.
The goal of the present study is to use modern FFT-based solvers [3, 4] to evaluate the suitability of
the Kelly-Street model for various materials with changing morphology (volume fractions and aspect
ratios). Therefore we use artificially generated microstructures, which offer the flexibility of adjusting
morphology. We evaluate stationary creep response and compare simulated results against Kelly-Street
model predictions.
As will be shown, for certain fiber aspect ratios and volume fractions the Kelly-Street model fails to pre-
dict stationary creep accurately, which is linked to basic model assumptions. This observations motivates
subtle, physically motivated modifications of the model. We will show, that the accuracy of Kelly-Street
model predictions can be significantly improved, which allows future usage to obtain accurate estimates
of creep behavior for various morphological features.
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Due to high specific strength and stiffness, carbon fiber reinforced plastics (CFRP) have been 
widely used in aviation industries in recent years. However, CFRP laminate is susceptible to out-
of-plane load, which can lead to complex damage such as delamination, matrix crack and fiber 
breakage. Because the damage may cause a decrease in compressive strength, CAI (Compression 
After Impact) strength is important in designing CFRP laminate structures.  
In this study, Finite Element Method (FEM) is used for strength evaluation of structures. Interface 
elements considering Cohesive Zone Model (CZM) are introduced to model multiple 
delamination and matrix cracks of laminate. For nonlinear problem, such as evaluating damage 
propagation behavior of structures under large deformation, it is generally necessary to use 
explicit dynamic finite element analysis using mass scaling. However, in order to perform 
efficient analysis, it is worth studying implicit analysis using cohesive zone model considering 
Zig-zag softening law to improve convergence [1]. 
In this presentation, the implicit method is used to perform damage propagation analyses of CFRP 
laminates subjected to out-of-plane load, and subsequently subjected to compressive load. The 
results including size of damage in the impact test analysis and CAI strength in the CAI test 
analysis are compared with those of experiments performed by JAXA [2] and discussed. 
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In this study, the authors propose a novel progressive damage simulation method for textile composites.
The method is based on finite element analysis in which fiber bundles and matrix resin are separately
meshed. Two meshes are connected using cohesive zone model (CZM), which is also utilized to sim-
ulated interface damage between fiber bundle and matrix resin. Damage in the fiber bundle and matrix
resin are simulated using continuum damage mechanics (CDM) model.

In the conventional finite element analysis of textile composites, the mesh must be divided along the
interface between fiber bundles and matrix resin. The meshing process is often difficult and labor con-
suming because of the complex shape of textile microscopic structure. Moreover, textile structure often
results in small, distorted resin elements surrounded by the fiber bundles. Such elements increase the
calculation cost and reduce the calculation accuracy. In the proposed method, however, fiber bundles and
matrix resin are separately meshed. Moreover, regular cubic grid mesh can be used for modeling matrix
resin. It means that small, distorted resin elements are no longer necessary, and element division process
becomes much easier.

In the presentation, formulation of the proposed method will be presented first. Progressive damage
simulation analysis for simple textile composites will then be performed using the proposed method,
and the results will be compared with those of conventional damage simulation for validation of the
method. Calculation costs will be compared for demonstrating the effectiveness of the proposed method.
Finally, progressive damage simulation for 3-dimensional woven composites, which have complex textile
microscopic structure, will be presented for demonstrating the effectiveness of the proposed model.
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We developed a novel element for finite element analysis to simulate strength degradation of 
CFRP under cyclic loadings. The failure criterion is based on Hashin criteria [1]. The six types of 
strengths in Hashin criteria: fiber directional tensile, fiber directional compressive, transverse 
tensile and transverse compressive, fiber axial shear, and transverse shear strengths, are degraded 
respectively, depending on corresponding cyclic loadings. It is to say, damage initiation criteria 
change with respective cyclic loadings. The issue attributes to how the strength degrade in 
response to the cyclic loadings. 
 
CFRP consists of elastic fiber and viscoelastic matrix so CFRP possesses viscoelastic 
characteristics more or less. The dissipated energy due to viscoelastic behavior is divided by 
absolute temperature, which becomes entropy increase. The entropy increase directly relates to 
the damage of material [2]. Sato et al [2] predicts residual strength of CFRP after some loadings, 
utilizing entropy damage criterion which is calculated based on viscoelastic constitutive equation 
of polymer resin. This criterion is applied in this study. 
 
The orthotropic viscoelastic constitutive equation is assumed in this study. The viscoelastic model 
is expressed by general spring and dashpot systems. Depending on loading history including 
cyclic loadings, both springs and dashpots move. The work for movement of dashpot corresponds 
to dissipated energy so entropy increase can be identified always. The strengths in Hashin criteria 
are degraded according to the entropy increase. The entropy increase consists of amount of each 
directional dissipated energy divided by absolute temperature. 
 
In respect to damage evolution, the energy release rate is also degraded according to the 
dissipated energy, even after damage initiation. Therefore, during damage evolution traction 
separation behavior becomes nonlinear. ABAQUS user subroutine is employed in this study. 
Thus, we have developed a novel element which can simulate deterioration caused by essentially 
various loadings. 
 
The element can simulate not only strength degradation caused by monotonic cyclic loading, but 
also various cases such as stress level, frequency, stress ratio, even temperature changes. Hence, 
the element can be inherently used universally for long-term durability of CFRP. Some 
application examples are shown in this presentation. 
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FE2 offers an attractive approach to finite element analysis (FEA) of composites because it is often 
difficult to obtain accurate homogenized constitutive relations due to complex microstructures and 
the nonlinear interactions among the constituents of the composites. Homogenized properties are 
obtained through FEA of representative volume elements (RVE) where the different phases of the 
composite are explicitly modelled. However, the conventional implementation of FE2 requires 
familiarity with computational homogenization and some in-house coding. The RVE calculations 
need to be carried out in tandem with the FEA of the composite structure with constant information 
exchange between the micro and macro scale simulations. We recently proposed a much simpler 
implementation - Direct FE2 - that enables FE2 to be carried out on commercial FE codes with only 
two pre-processing steps [1]. This was demonstrated in an example of the deformation of a 2D 
composite beam cantilever beam with geometric and material nonlinearities using solid finite 
elements. 
 
The implementation of Direct FE2 for composite materials for other types of analyses will be 
presented. Leveraging on the capabilities of ABAQUS in thermal and transient analyses, we show 
how coupled multiscale thermomechanical problems can be solved [2] and how inertial effects can 
be incorporated at the microscale [3]. Direct FE2 for beam and plate elements, which are important 
FEA of composite laminates because of their computational efficiency, is also presented.  
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Conventional aircraft wings have rigid control surfaces to control the aircraft flight, but those 
devices induce abrupt shape changes of the wing and gaps on the surface. Morphing technology, 
which enables smooth wing shaping, can improve the aerodynamic characteristics of the aircraft, 
and it has been extensively studied for the last decades. 
 
A flexible structure that makes the smooth wing shape change possible is one of the key 
components of morphing technology. One of the promising structures is a corrugated structure. 
The morphing concept with corrugated panels has been investigated, which demonstrated that the 
corrugated morphing wing can improve the static aerodynamic performance and that it is a 
feasible morphing concept with a simple actuation system [1,2]. 
 
The aforementioned studies demonstrated the static aeroelastic characteristics of corrugated 
morphing wings, but the performance of the morphing aircraft remains to be investigated. 
Corrugated structures are very flexible, and the flexibility may affect the flight performance of the 
entire aircraft [3]. Detailed studies are needed to understand the flight characteristics with 
corrugated morphing control surfaces. 
 
The objective of this study is to understand the influence of the flexible corrugated morphing 
structures on the flight dynamics of the entire aircraft. An aeroservoelastic simulation framework 
for corrugated morphing control surfaces has been developed combining a finite element method, 
an unsteady vortex lattice method, and a linear quadratic regulator. By coupling the rigid-body 
flight dynamic formulations with this framework, the flight motions of the morphing aircraft will 
be numerically simulated. The interactions between the rigid-body flight dynamics of the entire 
aircraft and the flexible corrugated morphing structures will be demonstrated in representative 
flight conditions. 
 

REFERENCES 

[1] Yokozeki, T., Sugiura, A., and Hirano, Y. Development of Variable Camber Morphing 
Airfoil Using Corrugated Structure. J. Aircr. (2014) 51(3): 1023-1029. 

[2] Tsushima, N., Yokozeki, T., Su, W., and Arizono, H. Geometrically nonlinear static 
aeroelastic analysis of composite morphing wing with corrugated structures. Aerosp. Sci. Techol. 
(2019) 88: 244-257. 

[3] Su, W. Dynamic aeroelastic response of highly flexible aircraft with wing camber 
deformations. 56th AIAA/ASCE/AHS/ASC Structures, Structural Dynamics, and Materials 
Conferences (2015) 

347



Exploring Direct FE2 in Modelling Heterogeneous Problems beyond Scale SeparationJie Zhi, Karthikayen Raju, Leong Hien Poh, Tong-Earn Tay and Vincent Beng Chye Tan

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Exploring Direct FE2 in Modelling Heterogeneous Problems beyond 
Scale Separation 

 
Jie Zhi1*, Karthikayen Raju2, Leong Hien Poh3, Tong-Earn Tay4 and Vincent B.C. Tan5 

1 National University of Singapore, Singapore, jie.zhi@nus.edu.sg 
2 National University of Singapore, Singapore, mpekart@nus.edu.sg 

3 National University of Singapore, Singapore, ceeplh@nus.edu.sg 
4 National University of Singapore, Singapore, mpetayte@nus.edu.sg 
5 National University of Singapore, Singapore, mpetanbc@nus.edu.sg 

 
Key Words: Multi-scale, Micro-inertia, Dynamics, Heat transfer, Micromorphic 
 
FE2 is an appealing approach for efficient modelling heterogeneous materials with constituent 
properties compared with direct numerical simulation. But FE analyses at the macroscale and the 
microscale have to be performed in a nested manner. Direct FE2 recently proposed by Tan et al. 
[1] overcomes this deficiency through formulating a single FE analysis, in which both macro and 
micro DOFs are involved and coupled through kinematical constraints. Therefore, it can be 
directly implemented in existing FE software and largely simplifies the modeling. An underlying 
assumption of the classical FE2 or Direct FE2 is the separation of length scales, namely, the 
microscopic length is much smaller than the macroscopic characteristic length. However, this 
assumption may not always hold in advanced materials or structures, such as metamaterials and 
micro-devices.  
 
In this presentation, novel formulations of Direct FE2 are proposed for heterogeneous problems 
in two situations where the scale separation is not fully satisfied. The first one is a static analysis. 
Instead of the classical Cauchy continuum, a micromorphic continuum is employed at the 
macroscale [2]. Besides the first-order displacement gradient, nonlocal kinematic fields are 
introduced and therefore a higher-order deformation mode at the microscale is modelled. The 
second one is a transient analysis. While a stationary micro-scale problem is normally assumed in 
the classical method, micro-inertia is considered herein [3, 4] and its importance is highlighted, 
especially the inertia contributed by the inclusions. It is shown that the implementation with 
Direct FE2 remains simple albeit the complicated microscopic responses. Finally, the proposed 
formulations are verified through several numerical examples, in which interesting physics 
phenomena are captured including size effects and wave mitigation.  
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In order to evaluate the durability of CFRP, it is necessary to understand the damage and fracture 
behavior of the resin part. In order to evaluate the durability of CFRP, it is necessary to understand 
the damage and fracture behavior of the resin part. Conventional studies on the damage and fracture 
behavior of base resin have been limited to discussions under specific conditions1,2). However, in 
order to essentially discuss durability, it is necessary to establish a constitutive law for the resin that 
can evaluate the residual strength after experiencing various loading histories. With regard to the 
damage criterion, recent attempts have been made to clarify the damage evolution of materials 
based on irreversible thermodynamics. It is known that the thermodynamic entropy increases with 
the deformation of a material and fracture occurs when it reaches a certain value3). Therefore, it is 
expected that the irreversible entropy in materials can be a criterion to evaluate the damage of 
materials. In recent years, CFRP is required to have a design life of several decades depending on 
the field, and fatigue strength as well as static strength is becoming more important to ensure safety.. 
The purpose of this study is to predict the effect of fatigue on the base resin PA6 of CFRP as the 
first step of the long-term fatigue analysis of CFRP considering the nonlinear viscoelastic-
viscoplastic constitutive law with entropy damage and the temperature and time dependence of the 
base resin. In this study, we first coded a viscoelastic-viscoplastic model that considers the damage 
caused by energy dissipation. Here, the damage is calculated from the energy dissipation due to the 
deformation of the dashpot, and when the damage reaches 25% (i.e., 25% voids), the elastic 
modulus is reduced to the original 1% because the resin becomes almost non-functional, and the 
stress of the previous increment is also calculated sequentially according to the updated elastic 
modulus. Then, uniaxial cyclic loading simulations were performed on a simplified model of 
discontinuous fiber CFRP, which was adapted from the viscoelastic-viscoplastic model presented 
earlier. The proposed viscoelastic-viscoplastic model was applied to a simplified model of 
discontinuous fiber CFRP, and uniaxial cyclic loading simulations were performed with a strain 
amplitude of 3.0×10-2, 30 cycles of tension and compression, and a strain frequency of 0.2 Hz. As 
a result, stress relaxation due to viscoelasticity was observed up to about 60 seconds, and after that, 
stress decreased as the number of damaged and destroyed resin elements increased. In this study, 
the proposed viscoelastic-viscoplastic model was applied to a simple model of discontinuous fiber 
CFRP, and uniaxial cyclic loading simulation was performed. As a result, stress relaxation due to 
viscoelasticity and stress reduction due to damage fracture of the resin were shown. The results 
showed that the stress relaxation by viscoelasticity and the stress reduction by resin damage and 
fracture were observed. For the long-term fatigue analysis of CFRP, it is necessary to simulate the 
cyclic loading with a model closer to the reality, and to compare the results with the experimental 
data and fitting. 
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The long-term durability of viscoelastic materials is very important for discussing the durability 

of polymer composite materials. The polymer materials used for matrix of composite have time 
and temperature dependent characteristic which called viscoelasticity. In order to describe the 
material behavior accurately, a time- and temperature- dependent constitutive equation 
considering material damage is required. In this study, we propose a viscoelastic constitutive 
equation for viscoelastic media based on irreversible thermodynamics and viscoelastic theory [1] 
in order to predict failure behavior of heat-resistant carbon fiber reinforced plastics (CFRP). 
Regarding the material damage law, we introduce a thermodynamic entropy to material damage. 
It has been attempted to clarify the damage evolution in solid materials from irreversible 
thermodynamics in recent years [2]. Inelastic deformation of the material causes an irreversible 
structural change inside the material. Such an internal structural change is expressed by a 
thermodynamic internal variable based on Clausius-Duhem inequality (the second law of 
thermodynamics); i.e., deterioration of the material proceeds with the disorder of the system. The 
disorder in the system, which causes deterioration of the characteristics, is raised by the 
mechanical deformation and the entropy increases accordingly. The disorder in the degraded 
system continues to increase to the critical state and causes the failure of the materials. Therefore, 
irreversible entropy in materials can be used as a criterion for evaluating durability of materials. 
Single axis tensile tests are performed under various temperature and strain rates to determine the 
material properties and the amount of entropy generation. Furthermore, we introduced presented 
constitutive equation into representative volume element (RVE) model in order to predict the 
initial cracking under fatigue condition. Fatigue tests for cross-ply laminates are conducted to 
verify presented model. 
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CFRP sandwich composites are finding increased use in various industries including aerospace and 
automotives due to many distinct advantages. However, they are highly susceptible to debonding 
and delamination damages especially under fatigue loadings or unexpected impacts during the 
manufacturing and in-service process. These damages could reduce the mechanical performance of 
the composite and thus pose serious problems for the safety and integrity of the whole structure. 
Guided wave (GW)-based inspection techniques are one of the potential solutions to detect such 
hidden defects in composite structures because GWs are able to propagate over a long distance and 
penetrate into internal laminates. Conventional GW-based inspection uses either immersion or 
contact transducers. This is frequently not practical, particularly under harsh environments or with 
large structures for field inspection. A non-contact inspection technique for delamination and 
disbond in a sandwich structure is demonstrated in this work using air-coupled ultrasonic guided 
waves. The sandwich plate used in this study comprises of a Nomex® honeycomb core embedded 
between two CFRP composite skins.  The dispersion characteristics of the CFRP laminate and 
sandwich plate are investigated both in numerical simulation and experiment to validate the 
constructed numerical model of the sandwich structure. The inspection frequency, wave mode as 
well as incident angle of the air-coupled transducer can be determined by frequency-wavenumber 
analysis. Numerical simulations are further conducted to explore guided wave propagation 
mechanics due to delamination and disbond. Both the delamination and disbond can be detected in 
numerical simulation. A parametric study is carried out to optimize the configuration of air-coupled 
transducers in simulation. The set-up of transducers is subsequently applied in the experiment for 
the disbond identification. Tests have been carried out on honeycomb sandwich samples with 
disbond. The measurements are compared with numerical predictions and good agreement is 
obtained.  
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A newly proposed hyperelastic orthotropic material model [1] for the geometrically nonlinear simulation
of woven tensile membranes is extended to become the basis of a new approach for structural simulations
of higher accuracy. The model is polyconvex and benefits from anisotropic metric tensors in the formu-
lation of structural tensors which enable various interactions and couplings between principal material
directions [2]. The model contains only 3 stiffness-related material properties for glass-PTFE fabrics
which makes it a competitive replacement of the commonly used linear elastic formulation.

To enhance the model response in numerical simulations a new framework is proposed to adjust and
identify material properties based on the stress ratios appearing in structural problems. To this end,
initially, the material parameters are separately adjusted to classical biaxial tensile tests with varying
load ratios, e.g., 1:1, 0.5:1, etc., and additionally rather uncommon stress ratios 1:0.125, 1:0.75, etc. In a
second step, an iterative simulation procedure will be applied, where, according to the locally obtained
stress ratios within the discretized structural problem, the corresponding parameter values are updated
at each integration point. The parameter values for stress ratios in between the experimentally measured
ones are computed using a proper interpolation scheme. The iterative scheme is repeated until the overall
parameter change on all points becomes negligible.

Aside from this approach, a more directly data-based procedure is proposed which already allows the
description of the membrane’s nonlinear response by still considering the linear-elastic model. For this,
depending on the current local stress-ratio and stress intensity, a set of elastic constants of the linear
elastic formulation is identified from a suitable interpolation scheme directly using the experimental
data. Thereby, a continuously increasing cloud of computed material properties is used as the reference to
update the locally varying stress-strain relation. Finally, both methods are compared with more classical
approaches in realistic structural problems.
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Abstract 
Direct FE2 [1, 2, 3] is a computationally attractive [4] FE2 implementation as both the macro and 
micro-scale can be run in a single finite element analysis. The method is versatile as the in-built 
constitutive material models in a commercial FE software can be deployed easily to model any 
behaviour of the material micro-structure constituents and can be implemented on any commercial 
FE software that supports Multi-Point Constraints. 
 
The Direct FE2 method, models composite laminates using micromechanical single ply 
Representative Volume Element (RVE) [5,6]. The non-linear shear and damage behaviour of 
angled ply laminates is studied and simulated with the Direct FE2 approach. Angled ply laminates 
are focussed since their non-linear behaviour arises from matrix plasticity and fibre reorientation 
in addition to constituent damage. This bottom-up approach needs only constituent (matrix and 
reinforcement) properties as input, thus eliminating the requirement for time consuming and 
expensive laminate and ply-level mechanical properties characterization. Matrix micro-cracks and 
fibre fracture are simulated using cohesive zone models. The results of the angle ply laminate 
simulation are compared with experiments. The fibre rotation observed in the various Direct FE2 
laminate models is also compared with existing model predictions. The Direct FE2 simulation 
capability of composite structures is demonstrated by applying the method to model an angle ply 
laminate composite pipe (subjected to tension, torsion and bending) [6] from the constituent level 
and compared with experiments. 
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Compression molding is suitable for producing complex-shaped polymer matrix composite 
components owing to its short cycle time and low costs. In the method, the mold cavity is charged 
with the molding material using the two-part mold system, and the component is produced by 
fluidizing the material using a press machine. The components made by compression molding are 
susceptible to the uneven distribution of the resin and fibers. It is easy to occur short shots in the 
rib structure when producing the structure by compression molding. The strength and stiffness of 
the components are highly affected by the fiber distributions. To control the mechanical property 
of the molded components, it is essential to understand the various phenomena in the molding 
process. 
 
The distribution of fiber orientations is affected by the molding process. Therefore, the 
multiphase flow analysis of fibers and resin is needed to understand the whole process of 
compression molding. Moving particle simulation (MPS) is suitable to explicitly model the fibers 
and resin using particles. The fiber orientation distribution and resin rich areas in injection 
molding of short-fiber-reinforced composites were predicted using the MPS method [1,2]. 
However, these previous studies assumed that the fibers are rigid. The elastic fibers that can be 
stretched and bent are required in compression molding of the rib structure because the fibers 
should be deformed at the entry and the tip of the rib. 
 
This study develops the three-dimensional multiphase flow analysis considering the resin flow 
and the elastic fiber deformation. MPS is used to explicitly model the resin and fibers. The 
simplified bead chain model proposed by Sasayama et al. [3] is adopted to consider the fiber 
stretching and bending deformations. To verify the proposed analysis, the three-dimensional 
compression molding analysis of the cross-ply composite rib structure is conducted. The 
numerical results showed that the fibers bent when flowing into the rib and that the ply structure 
was maintained. These predicted phenomena qualitatively agreed with the experiments [2].  
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Four-scale analysis composed of a quantum-chemical reaction path calculation, a curing 
molecular dynamics (MD) simulation[1, 2], a microscopic finite-element analysis (FEA), and a 
macroscopic FEA was developed to predict manufacturing process-induced deformation of 
composite laminate. 
In this approach, thermomechanical properties, volumetric shrinkage due to curing reaction, and 
gelation point of matrix thermoset resin were predicted first by using MD simulations coupled 
with quantum calculations. Orthotropic material properties and cure-shrinkage deformation of 
unidirectional laminae were then evaluated by periodic unit-cell (PUC) analysis [3] using 
microscopic FEA based on the values obtained in the MD simulations. Finally, process-induced 
deformation of asymmetric cross-ply laminate due to cure and thermal shrinkage was predicted 
by macroscopic FEA analysis in which each layer of the laminate was modeled as an orthotropic 
homogeneous body by homogenization in PUC analysis. The predicted warpage of asymmetric 
laminates by using the presented multiscale analysis and experiments were in good agreement. In 
addition, the effects of the matrix resin species on the macroscopic deformation behavior were 
explored from the viewpoint of molecular scale using this multiscale analysis. 
The results presented here provide important knowledge for the development of high-
performance composite parts and stable manufacturing. 
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Stress concentrations around small holes (for fasteners) in carbon fiber reinforced plastics 
(CFRPs) have been studied for decades, especially in aerospace. Open-hole tensile (OHT) and 
compression (OHC) strength is a determining factor in the design of composite structures. The hole 
triggers stress concentrations and inherently reduces the net section volume. OHT and OHC testing 
is a prerequisite to leverage the use of composites in load-bearing structural applications. In the 
design of aircraft structural components using composite materials, it is necessary to verify all the 
factors that directly affect the strength (such as stress concentrations around holes as mentioned 
above), but due to the diversification of types of damage and failure due to the complexity of the 
structure, attempting to verify all of these by testing results in a significant increase in development 
costs and a longer development period [1]. For these reasons, in recent years, virtual testing has 
been attracting attention, which attempts to replace the certification test of CFRP laminates with 
numerical simulation [2]. Here, we forcused on the advanced CFRP laminates such as flame-
retardant thermoset CFRP and investigated the stress-strain response of the OHT and OHC 
specimens. Furthermore, mesoscale fracture behavior of CFRPs are discussed by a finite element 
analysis. 

In recent years, the eXtended Finite Element Method (XFEM), which can model cracks 
independently of the mesh, has been proposed and is applied to the damage progression analysis of 
CFRPs. In this study, mesoscale failure analysis of open-hole laminates is carried out for CFRPs. 
Matrix cracks in the layers and delamination between layers are the main damage mechanism, so 
XFEM is used to model matrix cracks independently of the mesh, and delamination is modeled by 
inserting interface elements between layers. The parameters for the XFEM model were determined 
based on the experimental results for uniaxial tensle/compressive tests and in-plane shear tests. 
Then, the prediction accuracy of the presented method is verified by predicting the progressive 
damage and strength, and comparing it with the experimental results of OHT and OHC tests. The 
effects of the matrix properteis on the transverdal tensile/compressive strangth and shear strength 
were also discussed by periodic unit-cell analysis. 
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Modelling fiber reinforced composites with high fidelity finite element (FE) analyses has always 
been challenging due to the large separation of length scales between a composite part and its 
constituent details. Current available computational resources put a limitation on the amount of 
details that can be modelled simultaneously. This means that important microscale mechanics 
such as fiber-matrix interactions may not be adequately captured when fiber reinforced 
composites are modelled at the part level or even at the ply level.  
 
Multiscale modelling methods present an opportunity to marry these analyses across different 
scales by utilising the separation of length scales. Multiple analyses at different scales can be 
performed on the same problem to provide a more accurate prediction, while scale transition 
relationships are enforced between them such that the analyses remain consistent. 
 
Here, a multiscale homogenisation model for fiber reinforced composite beams that is based on 
the novel Direct FE2 framework will be presented [1]. At the part scale (macroscale), the 
computational efficiency of shear-flexible beam elements will be tapped upon. Its constitutive 
responses are provided by concurrent microscale analyses performed using explicitly modelled 
representative volume elements (RVE) of the composite. This reduces the computational cost to a 
fraction of that required in a true high fidelity analysis, making it much more feasible.  
 
Scale transition relationships are enforced using multi-point constraints, which are readily 
available in most FE software. Kinematic downscaling of the macroscale loads is done by 
imposing appropriate periodic boundary conditions onto the RVE. On top of this, a separate 
constraint is required to impose the RVE shear angle, which has been successfully achieved via a 
weighted integral constraint. Kinetic upscaling of the microscale responses is done by 
appropriately scaling the RVE mesh volume. The scaling factor is governed by the Hill-Mandel 
homogenisation condition and Gaussian quadrature, and is imposed such that the strain energies 
across all the RVEs sum up to the corresponding macroscale value they represent. 
 
In contrast to the more well known classical FE2 approaches, Direct FE2 offer a much simpler 
implementation for this multiscale framework. A generic, transferrable Python script is used to set 
up the model, presenting the opportunity for even users less experienced in multiscale modelling 
to utilise it. Beyond composites, the framework can be applied to a wide range of problems, as 
long as the base materials are known and an appropriate RVE can be constructed. Furthermore, 
this framework can be readily expanded to plate elements for flat composite structures as well.  
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In recent years, the application of carbon fiber reinforced thermoplastics (CFRTPs) in aircraft 
structures has been broadening. Although they are mainly applied to the secondary structural 
components so far, they are expected to be applied to the primary structure in near future. The 
advantages of CFRTPs are their short manufacturing time, weldability, and recyclability. 
However, it is well known that their structural performance significantly depends on the 
manufacturing condition because the morphology of thermoplastic polymer is developed 
depending on the manufacturing (solidification) process. So far, many experimental studies have 
been performed on the cooling-rate dependent morphology and resultant mechanical properties of 
thermoplastics [1-3]. However, to the best of authors' knowledge, there is no numerical model 
and simulation scheme which is able to predict the performance of structural components made of 
CFRTPs from their manufacturing condition. 
 
The objective of this study is to establish a numerical scheme to predict the structural 
performance of CFRTP components based on the manufacturing condition. The proposed scheme 
consists of two simulations; phase-field simulation and homogenization simulation. Firstly, the 
phase-field simulation [4-6] is performed to predict the morphology development (i.e., 
crystallization) of thermoplastics based on the solidification condition. Then, the homogenization 
simulation on the predicted morphology is carried out to predict the mechanical properties of 
CFRTP. The proposed scheme is verified against the experimental degree of crystallinity, rate of 
crystallization, and the resultant mechanical properties. 
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The composite thin-walled lenticular tubes (CTLTs) have been proposed as one of 

the most promising candidates for solutions of various light-weight large-scale 

deployable structures such as solar sails and wrapped-rib antennas in space[1]. 

Since the thin-walled tubes or booms are thin in thickness and have long aspect 

ratio, structural instability arises as one the biggest concerns for structural 

designs. This paper presents some numerical investigations on the nonlinear 

buckling, post-buckling and collapse behavior of the CTLTs subjected to pure 

bending[2]. First, an automatic implicit finite element (FE) simulation scheme 

accounting for high geometric nonlinearity was proposed for accurately 

predicting the nonlinear critical buckling load and the corresponding nonlinear 

buckling modes, as well as the postbuckling response of CTLTs. Next, an explicit 

dynamic finite element procedure was developed to analyze the quasi-static 

bending collapse of CTLTs. The effect of cross-section shapes on the performance 

(i.e., bending stiffness, nonlinear critical buckling load, and collapsing load) of 

CTLTs was highlighted through a parametric study performed on a variety of 

geometric configurations with the same weight but different cross-section shapes. 

The outcome of this work would enhance the understanding of nonlinear 

buckling, post-buckling, and collapse behavior of CTLTs, and open the door for 

cross-section shape design of CTLT structures. 
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Carbon fiber reinforced plastics are widely used in the aerospace industry because of their 
superior specific strength and stiffness. Although thermoset composites have been mainly used in 
the past, thermoplastic composites have been attracting attention in recent years from the 
viewpoints of moldability and productivity. Thermoplastic composites have excellent impact 
resistance, recyclability, and short processing time. In addition, the characteristics of thermoplastic 
resin can be utilized for welded joints. By assembling components without using bolts or rivets, it 
is possible to reduce weight and stress concentration. One type of welding is ultrasonic welding. 
Ultrasonic welding is a method of welding by melting resin using the heat generated by transmitting 
vibration energy to the welding interface, and it can be done in a short time at normal temperature 
and pressure with energy saving1. However, the process parameters such as welding pressure, 
welding time, amplitude, and frequency are intricately related, and it is difficult to predict the 
optimum setting of these parameters, so the method has not yet been generally applied2. 

 In this study, the temperature rise during the ultrasonic welding process was simulated and 
compared with the results measured experimentally. In the simulation of ultrasonic welding, the 
ultrasonic vibration is on the scale of 10-5 s, while the welding time is on the scale of 100 s. The 
difference in the time scales causes a long calculation time. In this paper, we propose a multi-time-
scale simulation method that can simulate the weld process with high accuracy and short calculation 
time. In the multi-time-scale simulation, the temperature rise per microsecond at each initial 
temperature of 25°C is calculated in the microsecond-scale simulation. Then, normal-scale 
simulation, in which the ultrasonic vibration is replaced by a constant load, is used to simulate the 
entire ultrasonic welding process accurately by fitting the microsecond-scale simulation with the 
material properties as variables. In the ultrasonic welding process, a neat polymer protrusion called 
an energy director (ED) is inserted between the materials to be welded. The ED acts as a starter for 
softening and melting of the resin, and enables stable welding. Focusing on the ED, we investigated 
the effect of the shape on the temperature rise. The results of the study showed that the slope of the 
temperature rise was close to the simulation results obtained by multi-time-scale simulation. The 
energy dissipation due to viscoelasticity was found to be important in the temperature spike. It is 
also shown that the temperature spike is caused by stress concentration above a certain level. 
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Various deployable booms have been developed because simplicity, light weight and high storage 
efficiency are required for space deployment structures. One of them is an open sectional boom 
which is made of Carbon Fiber Reinforced Plastic (CFRP) plain weave composite molded into a 
cylindrical beam shape. This boom has a characteristic of having two different stable states, 
showing bistability. In the deployed state and the coiled (stored) state, it retains each shape 
without any external force or constraint. Once the triggering deformation is imposed to the coiled 
state, this boom autonomously transforms to the initial cylindrical beam shape. 
 
It is observed that the deployment of the bistable beam may come to halt in the transitional state, 
and detailed analyses of the mechanism are required. Although Brinkmeyer et al. [1] introduced 
and considered the deployment force, it was evaluated without identifying various factors such as 
friction or air resistance. In addition, the decrease of the deployment velocity is investigated only 
on experimental basis, whereas the finite element analyses focus on the shape and deformation 
during the deployment in detail. 
 
In this study, a series of the transitional configuration from the coiled shape to the deployed shape 
was simulated by finite element analysis. Rectangular plate specimen was used to directly 
measure the stiffness matrices (ABD matrices) that are used in the FE analysis. In order to 
consider the heterogeneity of fiber bundle in the plain woven fabric composite, the in-plane 
stiffness (A matrix) was obtained from the tensile test, and the out-of-plane stiffness (D matrix) 
was calculated from the result of the bending test and the torsion test. In the coiled state, the 
distribution of strain and curvature is generated in the cylindrical axis direction under the 
influence of the free edge. With reference to Fujioka et al. [2], self-deployment force is defined as 
the reaction force generated when a fixed rigid wall prevents the bistable beam from self-
deploying. In addition, for each deployed length, the strain energy of whole bistable beam was 
calculated. It is found that the rate of change of strain energy with respect to the deployed length 
is equal to the reaction force of the rigid wall. To evaluate the validity of finite element analysis, 
experimental investigation is conducted and the self-deployment force were measured with the 
same method. The finite element analysis and experiment results show that the self-deployment 
force gradually increases as the bistable beam deploys, and converges to a constant value after a 
certain deployed length. The critical deployed length can be estimated from the strain energy 
distribution in the longitudinal direction. 
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ABSTRACT 
 

The paper presents the steady- state creep analysis of spherical vessels of particulate composite 

materials using the logarithmic strain (finite-strain) theory. The paper develops (in an almost closed 

form) expressions for the stress and strain distributions in the spherical vessels. The stress and strain 

distributions are evaluated numerically at various radii of the spherical vessel and the results are 

displayed graphically. The effects of the particulate size on the stress and strain distribution are studied 

for several different particulate sizes and the results are exhibited graphically. Finally, the results from 

the present investigations are compared with the results for a spherical vessel of monolithic materials 

and the differences in the stress and strain distributions in the two types of the spherical vessels are 

clearly brought out. It is believed that the results from this research will aid the designers in selecting a 

spherical vessel of a material that will be most useful in meeting their requirements.  
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 Composite materials have been widely used in various fields. Composites have superior 
mechanical properties such as specific rigidity or specific strength, but mechanical responses of 
composite structures have larger dispersions comparing to conventional homogeneous materials. 
In particular, a lot of stress concentrations due to non-homogeneous and not-perfectly controlled 
microstructure will be observed, and therefore stress analysis considering its inhomogeneity and a 
stochastic analysis considering microscopic random variations have been attracted [1]. In using finite 
element method for the analysis, one of the problems is difficulty when considering geometric 
randomness such as random fiber arrangement in fiber reinforced plastics (FRP). 
 For this problem, the Mesh Superposition Method[2] is attempted to be employed for the analysis, 
since the numerical model for the analysis can be easily generated even for materials with complex 
internal structures. In this research, an improved mesh superposition method-based analysis 
approach is developed for stabilizing the analysis of composites[3] based on the M3 Method[4], and 
it is applied to stochastic stress analysis of unidirectional FRP considering random variations of 
fiber location. In the previous report[3], effectiveness of the presented approach is validated when 
fiber volume fraction (Vf) was assumed to be relatively low, and the  relatively small location 
variation was considered. 
 In this report, for more realistic composites, the stochastic stress analysis of FRP with high Vf and 
large variation using the improved mesh superposition method is attempted, and the effectiveness 
and problems in the analysis will be discussed with some numerical examples. 
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In this presentation, stress analysis of a unidirectional fiber reinforced composite 
material by coupling peridynamics and in-situ observation is discussed for apparent 
strength estimation of the material. Composite materials have complex microstructures 
and complex damage propagation caused by multiple cracks originating from the 
interface between the reinforcement material and the base material. For this analysis, for 
example, XFEM based approach or analysis using the cohesive element has been 
attempted, but the complexity and difficulty of these approaches, further effort for more 
efficient approach to analysis is needed. Furthermore, the apparent strength of the 
composite material varies due to the randomness / uncertainty of the microstructure.  
Therefore, in-situ observation is important for the accurate representation of the real 
material model and from the viewpoint of Verification & Validation. From this 
background, we attempted to employ the peridynamics method [1] to the stress analysis 
of composites and in-situ observation using a digital microscope. In this method, the 
formulation is based on integral equations and the target object is spatially discretized by 
particles, and it will be more effective for modelling and solving problems involving 
many inclusions and discontinuities such as cracks than conventionally used analytical 
methods such as finite element method. For the in-situ observation, the status of an actual 
composite specimen during tensile testing is accurately observed using a digital 
microscope [2]. 

Firstly, outline of the problem setting, peridynamics and in-situ observation are 
explained. Some numerical results on the stress analysis of the fiber reinforced composite 
plate under transverse tensile load by in-situ observation-aided peridynamics analysis are 
shown. Validity and effectiveness of the analysis based on the coupling of peridynamics 
and in-situ observation for composite material are investigated, and applicability of the 
method to the analysis of a fiber reinforced composite material is discussed. 
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Mechanical metamaterials are artificially manufactured materials with properties, which cannot 
be obtained from natural materials, consisting of deliberately designed microscopic internal 
structures [1]. Those conceptual artificial materials are ready to fabricate with the advent of the 
additive manufacturing technology. Recently, a class of metamaterials has been actively studied 
due to its potentials for performance improvements and extensions of structural capabilities. 
Mechanical metamaterials can exhibit exotic material characteristics and/or macroscopic 
behaviors attributed to their micro/mesoscale internal structural designs such as truss or porous in 
μm/mm order in addition to material properties constructing the structural components. For 
example, metamaterials having unique properties such as zero Poisson’s ratio, ultralight weight 
less than 0.01 g/cm3, simultaneous lightweight and high stiffness (approximately 700 kg/m3 and 1 
GPa) are hoped to realize high-performance structures [2]. 
 
In this paper, structural characteristics of lattice-based mechanical metamaterials will be studied. 
The objectives of this paper will be 1) to develop an analysis framework, which enables structural 
evaluations to design mechanical metamaterials, 2) to demonstrate the feasibility of the 
methodology to evaluate structural characteristics of lattice-based mechanical metamaterials, and 
3) to explore and study the potential and structural integrity of lattice-based mechanical 
metamaterials. 
 
In order to efficiently model such structures, a computational homogenization method for lattice-
based mechanical metamaterials capturing characteristics of a representative unit cell is 
implemented. A unit cell of the periodically distributed structure is modelled as representative 
finite elements, and the equivalent stiffness properties of the unit cell are calculated based on the 
computational homogenization procedure. The obtained equivalent stiffness properties are used to 
perform a multi-scale structural analysis of lattice-based mechanical metamaterials. Similarly, 
stress amplification factors recovering a stress distribution in a microlattice structure based on a 
macroscopic stress distribution, which is obtained from the multi-scale structural analysis, will be 
calculated with the present finite element procedure. A microscopic stress distribution recovered 
based on stress amplification factors will then be used for strength evaluation.  
 

REFERENCES 

[1] 1. Berger, J.B., Wadley, H.N.G. and McMeeking, R.M. Mechanical metamaterials at the 
theoretical limit of isotropic elastic stiffness. Nature (2017) 543: 533–537. 
[2] 2. Bauer, J., Meza, L.R., Schaedler, T.A., Schwaiger, R., Zheng, X. and Valdevit, L. 
Nanolattices: An Emerging Class of Mechanical Metamaterials. Adv. Mater. (2017) 29. 

365



Temperature Response of CFRP Exposed to Simulated Lightning CurrentShintaro Kamiyama, Yoshiyasu Hirano, Takao Okada, Takeo Sonehara and Toshio Ogasawara

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Temperature Response of CFRP Exposed to Simulated Lightning 
Current 

 
Shintaro Kamiyama1*, Yoshiyasu Hirano1, Takao Okada1, Takeo Sonehara2  

and Toshio Ogasawara3 
1 Japan Aerospace Exploration Agency (JAXA),  

6-13-1, Osawa, Mitaka-shi, Tokyo, 181-0015, Japan, kamiyama.shintaro@jaxa.jp 
2 Shoden Corporation 

3 Tokyo University of Agriculture and Technology 
 
Key Words: CFRP, Lightning strike, Multiphysics Problems, Industrial Applications 
 
 
Carbon fiber reinforced plastic composites (CFRP) have been applied to primary structures of 
aircrafts with the aim of improving fuel efficiency because of its mechanical property. Aircrafts 
are sometimes struck by lightning in flight, resulting in damage of structures. Once the surfaces of 
CFRP structures are damaged, inspection and repair are required. To reduce the lightning strike 
damage, it is important to clarify the damage mechanisms caused by lightning strike. Lightning 
strike damage are caused by complex physical and chemical phenomena such as Joule heat 
generation, thermal decomposition of matrix resin, breakdown, combustion, acoustic force, 
electro-magnetic force and others. Because of the complexity of the phenomena, the effects of 
each phenomenon on lighting damage are not understood in detail. Objective of this study is to 
understand the effect of Joule heat generation on lightning strike damage with lightning current 
test. The static and impulse lightning current was directly applied to CFRP specimen by 
performing conduction tests to avoid the effect of arc root behavior and acoustic force. 
Temperature response was measured by using a thermal camera. Finite element analysis was 
conducted to estimate joule heating effect caused by lightning current. 
 
CFRP laminates were fabricated from unidirectional carbon fiber/toughed epoxy prepreg tapes 
(IMS60/133, Toho Tenax Co. Ltd., Japan). The stacking sequence were [0]16 (16 plies). A 
specimen had 10 mm width, 50 mm length and 2.2 mm thickness. Lightning current was applied 
with an impulse current generator (Haefely Hipotronics). Component A waveform in accordance 
with SAE ARP 5412B was applied to an electrode which was connected directly to edge of 
specimen. The other electrode, which was directly connected to edge of specimen, was connected 
to ground. The maximum current peak value was 10 and 20 kA. Lightning strike phenomena were 
captured by using a high-speed camera (Shimadzu Corp.) and a thermal camera (FLIR Systems, 
Inc.). As results, pyrolysis gas at the side surface was observed immediately after the current 
injection. Changing temperature distribution state over time was successfully obtained by a 
thermal camera. Temperature response estimated by finite element analysis showed good 
agreement with experimentally obtained results. 
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Concerns about the environmental situation, namely pollution and wasteful use of fossil fuels, have 
generated a great demand for the development of new environmentally friendly materials for use 
in various fields. Natural fiber-reinforced composites are seen as a good alternative to traditional 
synthetic fiber composites. However, for natural fiber composites to be an adequate replacement, 
they must demonstrate sufficient mechanical strength, especially for load-bearing engineering 
components or structures. This study investigated the strength of materials composed of 
unidirectional sisal fibers (grown in the Negev region of Israel) within a thermosetting polymer 
matrix, containing 20%, 40% and 60% fiber volume fraction. Experiments in conjunction with 
finite element modeling were utilized to determine the effective mechanical response and failure 
modes of the composite for the different material compositions. Tensile tests on the composites 
were performed with loading along the fiber and at an angle of 45° to the fiber direction. Tensile 
testing along the fiber direction was also carried out on specimens with holes and notches for 
various fiber volume fractions. Assuming the unidirectional composite behaves as a transversely 
isotropic material [1] with an anisotropic fiber, both analytical [2] and micro-mechanical numerical 
models were used to estimate the effective mechanical properties as a function of the sisal volume 
fraction, and a comparison was made with the experimental results. A macroscopic approach was 
used to simulate the tensile tests. During the simulation, the parameters of the damage evolution 
were determined, and the parameters of damage initiation were validated. Finite element analysis 
was carried out using AbaqusTM software. The study shows that the behavior of sisal fiber 
reinforced composites is linear elastic prior to failure. The average longitudinal modulus of 
elasticity of the sisal fibers is 25 GPa, the average tensile strength of the fibers is 490 MPa with a 
strain at failure of 1.5-2%. The fiber transverse modulus of elasticity determined by finite element 
analysis is 1.6 GPa. It was observed that failure form depends on the volume fraction of the fibers; 
in materials containing a smaller amount of fiber, a localized failure band perpendicular to the 
direction of the fibers occurs, while for materials containing a greater amount of fiber, failure in 
the form of splitting along the fibers takes place. The results of this study shows that materials with 
sisal fibers can reach tensile strength of 250 MPa, which are comparable to high strength aluminium 
and thus can be used in structural applications. The simulation results are in good agreement with 
the experiments. 
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Wind turbine blades often vary in thickness throughout to optimize local strength and stiffness. Changes
in thickness of laminated composite structures results in ply drops, where the number of through-
thickness plies of a composite structure suddenly changes. Ply drops represent sudden changes in not
just geometry but also material properties. Both can cause stress concentrations leading to structural
failure [1]. In order to minimise the effect of local stress concentrations, they should not be positioned
in stressed areas.

Although closed-form solutions exist for the stress state in ply drops, they do not replicate the complex
non-linear behaviour and the interactions between ply drops. Current work uses a novel variable kine-
matics continuum Þnite element to model the tapered laminate structure with high accuracy. Based on
the UniÞed Formulation (UF), the element uses a hierarchical, Serendipity-Lagrange expansion based
model to describe the kinematic Þeld.

Previous work using this element considered prismatic structures solely consisting of hexahedron shapes.
Modelling composite structures with a layer-wise approach has shown high accuracy using this approach
[2]. However, modelling ply drops requires using other elements, such as wedge elements. Modelling
non-hexahedron geometries is achieved by collapsing nodes, similar to degeneration of element formu-
lations in conventional Þnite element analysis.

Tapered composite panels featuring multiple ply drops are analyzed. The results will include direct
comparisons between the formulation and conventional Þnite element models. Early work has already
shown excellent agreement in the stress Þelds with a signiÞcant (∼ 4x) reduction of the degrees of
freedom.
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Researchers have formulated equations of ductile fracture to simulate and predict defects in cold-
forged parts, e.g., the Cockcroft–Latham criterion [1]. However, these equations are not 
applicable to certain cases of fracture in forged products. This study formulates a new equation 
for predicting ductile fractures with better prediction accuracy than the convention by which cost 
for trial-and-error design can be reduced. 
 
The equation is expressed as a second-rank symmetric tensor, which is the inner product of the 
stress and strain-increment tensors. The theoretical efficacy of the equation in predicting ductile 
fractures is verified via a uniaxial tensile test. 
 
The practicability of the equation is confirmed by applying it to the simulations of two real cold-
forged components: a cold-forged hollow shaft and a flanged shaft. For the hollow shaft, the 
equation predicts the position where the ductile fracture would initiate, which—to the best of the 
authors’ knowledge—is unique to this study. For the flanged shaft, the equation predicts the 
occurrence of diagonal cracks due to different lubrication conditions. 
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In order to properly characterize failure limits for metallic materials, the scientific 
community has developed numerous failure criteria. These criteria can in general be 
classified into two different categories: criteria that differentiate between damage 
initiation and damage evolution, and criteria that do not. Currently, there is no agreement 
in the scientific community regarding the most accurate criterion when it comes to 
predicting damage initiation and/or evolution. Many of the ductile failure criteria 
incorporate some triaxiality dependent plastic strain measure as a governing parameter 
for ductile failure initiation. Nevertheless, to the best of the authors’ knowledge, a study, 
dedicated to investigating the accuracy of different criteria on the specific ductility of a 
material has not been conducted. It could be that a certain criteria are valid only for 
limited values of ductility.  
In this study, experiments in conjunction with computational analyses were conducted in 
order to investigate the influence of the materials ductility on the failure prediction 
capabilities of different failure criteria based on the Continuum Damage Mechanics 
(CDM) approach. Two different aluminum alloys with different levels of ductility were 
selected Al7075-T651 and Al2024-T351. Compression experiments on three different 
specimen geometries were conducted. The displacement and strain fields were measured 
using Digital Image Correlation (DIC). Each specimen geometry resulted in a unique 
triaxiality-plastic strain relation up to initial failure. Finite element models of the 
experiments were developed and used to study the deformation process upto and 
including failure. The models underwent a standard solution verification process and 
validation against the DIC and the force-displacement measurements. The computations 
were used to quantify the different parameters required in order to determine failure 
initiation and evolution for the various criteria examined (stress, strain and energy density 
based criteria). The computational-experimental methodology reported in [1] and based 
on [2] was used to generate a damage initiation failure curve for each alloy. An energy 
based damage evolution criterion was implemented in order to model damage evolution 
and crack propagation. Finally, three point bending experiments on bars with complex 
geometries were conducted in order to test the different criteria against data which was 
not used in the initial parameter identification process.  
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Numerical simulation has increasingly become an extremely significant tool to predict ductile
fracture and is of great significance for engineering application. Ductile fracture includes void
nucleation, growth and coalescence at micro level. Therefore, a reliable damage model based on
void evolution is an effective part of numerical method to investigate ductile fracture.

A novel damage level was given and defined as the ratio of the maximum statistical cross-
sectional area of voids to the cross-sectional area of the representative elements. Void nucleation
is continuous in the whole deformation process [1], which was described by statistical theory in
our investigation. Under arbitrary load condition, void growth includes not only volume change
but also shape change [2]. Combined with the void number continuous equation, a novel damage
evolution model including void nucleation, volume change and shape change was derived. Based
on the proposed damage evolution model, a series of numerical simulations were conducted on
tensile fracture of aluminum specimens under different loading state. The effects of specimen
shapes on stress state, strain state and void number distribution were summarized by numerical
simulations. The corresponding numerical predictions were verified by the experimental results
under the same load and a good agreement was obtained between numerical and experimental
results. The consistency of comparison clarifies that the presented novel damage evolution model
is reliable.

The numerical predictions include both shear fracture and tensile fracture with different levels of
stress concentration. All predictions agree well with experiments both from macroscopic fracture
morphology and microscopic void distribution of the fracture. The parameters involved in this
model can be directly obtained by experiments and it made the application of this model simple.
Such definition of damage level in our model has clear physical meaning and requires no
additional critical damage level to characterize failure. The numerical simulation with such
damage model is a powerful numerical method to analyze ductile fracture under different stress
states. Such numerical method provides a convincible theoretical support for engineering design.
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Ductile fracture is a microscopic phenomenon because it occurs through nucleation, growth, and 
coalescence of voids. Since the ductile fracture criteria that are widely used for metal-forming 
processes, such as those introduced by Cockcroft and Latham, Brozzo et al., and Oyane, are 
derived from a macroscopic viewpoint, it is challenging to improve the prediction accuracy for a 
microscopic ductile fracture phenomenon using a macroscopic ductile fracture criterion. Although 
nucleation and growth of voids are simulated in the Gurson model, the coalescence of voids 
cannot be simulated intrinsically. Hence, for instance, the coalescence of voids is assumed to 
occur when the void volume fraction reaches a critical value. However, this assumption is 
inappropriate, because the critical void volume fraction depends on the stress state. Hence, the 
coalescence of voids should be evaluated using a model with a definite physical meaning.  
 
The author has attempted to predict ductile fracture during metal-forming processes from a 
microscopic viewpoint [1]. The author’s proposed model of void coalescence is based on the two-
dimensional void model proposed by Thomason and that proposed by Melander and Ståhlberg, 
which are also derived from a microscopic viewpoint. Both the Thomason model and the 
Melander and Ståhlberg model assume that the void is rectangular and that the direction of the 
major axis of the void coincides with the direction of the maximum principal stress. In contrast, 
the author’s proposed model assumes that the void is ellipsoidal and that the direction of the 
major axis of the void does not coincide with the direction of the maximum principal stress. 
Hence, the author’s void model can be used for simulating metal-forming processes. 
 
In this study, an ellipsoidal void model [1], which has been proposed by the author, is evaluated 
by the sheet stretching using a modified Miyauchi test [2], which was originally proposed to 
evaluate the relationship between the shear stress and the shear strain. A number of experimental 
researches on the prediction of ductile fracture during the sheet stretching have been performed. 
However, few researches on the effect of prestrain on ductile fracture have been performed. 
Hence, in this study, the effect of prestrain, which is applied to a sheet by rolling, on ductile 
fracture during the sheet stretching, has been clarified numerically and experimentally. 
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The aim of this paper is to construct accurate absorbing boundary conditions (ABCs) for the two-
dimensional peridynamics equation of motion which describes nonlocal phenomena arising in con-
tinuum mechanics based on integrodifferential equations. To this end, a full discretization of the
system is used based on a Crank-Nicolson scheme in time and an asymptotically compatible scheme
in space. Recursive relations for the Green’s functions are then derived and numerically used to
evaluate the nonlocal ABCs. In particular, these absorbing boundary conditions solve the corner re-
flection problem with high precision. The stability of the complete fully discretized scheme is stated
and numerical examples are finally reported to demonstrate the validity of the resulting ABCs.
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Peridynamics (PD) is a non-local theory introduced by Silling in [1]. It is based on integro-
differential equations, which means that PD could be employed for the investigation of problems 
with discontinuities, such as cracks. Nevertheless, the computational cost of a full 3D peridynamics 
analysis could be prohibitive. For this reason, researchers are working on coupling of local elasticity 
with peridynamics (i.e. [2,3]), in order to exploit the features of both theories. This work 
investigates crack propagation problems by combining local and non-local elasticity models. 
Specifically, the portion of the domain where the failure takes place is modelled via 3D 
peridynamics. On the other hand, the remaining part of the domain is modelled via refined 1D 
elements through the Carrera Unified Formulation (CUF) [4], which in recent years has proven to 
provide 3D-like results with a significant reduction of the computational cost. The coupling 
between the two domains is realized through the introduction of Lagrange multipliers, as presented 
in [5]. The present work is an extension of a previous one [6], where fracture in brittle material 
solid specimens was investigated through sequentially linear analysis. Particular attention is 
focussed on the crack propagation in multi-component structures (e.g., thin-walled reinforced 
structures) and multi-scale problems. 
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An earthquake can induce the failure of soil embankments owing to the initiation and 
propagation of several cracks caused by extension stress and shear stress in these embankments. 
To improve the earthquake resistance of soil embankments, it is crucial to clarify the crack 
initiation and propagation processes. Peridynamics, a nonlocal formulation theory of continuum 
mechanics introduced by Silling [1], is a powerful method for such analyses. For applying 
seismic-response analysis to ordinary state-based peridynamics (OSB-PD), Shimbo et al. [2] 
formulated the seismic response analysis for crack propagation analysis using OSB-PD.  

In the present study, a crack propagation analysis of a compacted clay embankment during an 
earthquake was performed. The physical parameters of the compacted clay were obtained via 
uniaxial compression tests with an initial crack. The compacted clay was assumed to be a linear 
isotropic elastic material with a bulk density (ρt) of 1761 kg/m3, the Young’s modulus (E) value 
of 8.5 MPa, a Mode II Fracture toughness (KIIC) of 6.2 kPa.√m, and a critical stretch (Sc) of 
0.0018. The input seismic wave was a sinusoidal wave with a frequency of 1 Hz and a maximum 
acceleration of 300 Gal, and the acceleration gradually increased according to the envelope curve. 
The analytical model used was an embankment-only model with a slope of 1:1.25, a height of 5 m, 
a crown width of 5 m, and a bottom width of 20 m. The bottom of the analytical model had a 
fixed boundary conditions in the horizontal and vertical directions. In the embankment-only 
model, the horizontal stress due to gravity was eliminated using the viscous boundary condition. 
In the present analysis, the seismic waves were input from the bottom of the analytical model 
after the stress distribution due to gravity was stabilized. To confirm that the stress distribution 
due to gravity was stable, the stress distribution was calculated using kernel interpolation. 

The analysis of crack propagation during earthquakes shows typical failure patterns of 
embankments during the earthquakes, such as cracks in the slope and shear failure (i.e., a sliding 
surface) caused by the crack initiation and propagation. 
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This study presents a finite element framework to perform a dual horizon bond-based (BB), 
ordinary state-based (OSB) and non-ordinary state-based (NOSB) peridynamic (PD) analysis in 
ANSYS, a commercial software, with native MATRIX 27 elements. Especially in large-scale 
models, a non-uniform PD discretization leads to computational efficiency. However, non-
uniform mesh with a varying horizon causes spurious wave reflections and ghost forces between 
the PD points due to the assumption of uniform horizon in the derivation of BB and state-based 
PD equilibrium equations [1, 2]. Ren et al. [3] introduced the concept of dual horizon PD to 
consider non-uniform discretization with a varying horizon. The PD equilibrium equations are 
satisfied only at points with a complete horizon. Otherwise, they are not satisfied at points with an 
incomplete horizon even for a homogeneous displacement field. This also results in residual 
forces leading to kinks and unphysical stress concentration near the boundaries. In order to 
remove this limitation, the domain can be split into three regions: interior, outer and boundary 
layer regions. The dual horizon BB, OSB and NOSB equilibrium equations can be considered at 
every point in the interior region with a complete horizon. The PD differential operator (PDDO) 
[4] or PD least square minimization (PD LSM) [5] form of the equilibrium equations and the 
traction components can be considered at a point with an incomplete horizon in the outer and the 
boundary layer regions. These equations permit the direct imposition of both displacement and 
traction boundary conditions in the boundary layer region. In each region, MATRIX27 elements 
native to ANSYS are employed to model PD interactions (bonds). The coefficients of the 
MATRIX27 element are expressed in terms of PD functions. Failure is introduced gradually as 
suggested through the EKILL option in ANSYS. The accuracy of the approach is demonstrated 
by considering a plate with or without a crack under tension subjected to various types of 
boundary conditions. 
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Abstract 

The peridynamic theory redefines the mechanical problems in terms of integral equations 

rather than partial differential equations, which makes it mathematically compatible with crack 

initiation and propagation. However, the surface effect and high computational consumption of 

peridynamics certainly limit its application. To make peridynamics widely available for 

numerical scientists and engineers, a potentially valuable method may be the integration of the 

PD and its coupling with FEM within the finite-element commercial software, such as Abaqus. 

To implement peridynamics in Abaqus, the dual-horizon peridynamic element is proposed and 

constructed in Abaqus/UEL. Correspondingly, the dual-horizon peridynamic element internal 

force vector and element stiffness matrix are derived and constructed. To implement the 

coupling model of PD and FEM in Abaqus, a unified variational weak form is proposed based 

on the convergence of peridynamics to the classical model in the limit of vanishing horizon. 

Since the integrals of the dual-horizon peridynamic element (DHPDE) and finite element in this 

dual-based coupling method are completely decoupled in the viewpoint of numerical 

implementation, which makes it easier to realize the adaptive coupling by switching integral 

element. Several numerical examples involving the static and dynamic crack propagation are 

investigated and the satisfactory results show the availability of the dual-horizon peridynamic 

element and its coupling with finite element. The implementation of DHPDE in Abaqus can fit 

into any existing computing platform and can be parallelized conveniently, which may make it 

easy for researchers and engineers to model engineering crack propagation in Abaqus. 

Keywords: Dual-horizon peridynamic element; Abaqus/UEL; Unified variational weak form; 

Dual-based coupling method; Crack propagation. 
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Ordinary state based peridynamic theory (OSPD), as one of the meshfree method, is widely 
applied in the fracture analysis nowadays. However, it has shown less accuracy in the simulations 
of shear behaviours in the fracture analysis. Therefore, a modified OSPD is introduced to improve 
the performance of the original theory. Different from original bond kinematics, deformations 
induced by bond rotation are taken into consideration. Meanwhile, the rigid body rotation (RBR) 
of the bond is also determined and removed from the total displacement with the help of 
peridynamic differential operator (PDDO) technique. The modified OSPD is tested by several 
typical benchmark problems. Stress intensity factors (SIFs) are evaluated by employing J-integral 
method. The numerical solutions of these cases are validated by the reference results provided in 
the literature and original OSPD. Good agreements of the solutions between the modified OSPD 
and reference methods can be derived. Meanwhile, the improvements in the mode-II fracture 
analysis have also proved accuracy and reliability of the proposed formulation in the simulation 
of shear fracture behaviours. 
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Peridynamics [1] is a new continuum mechanics formulation. As opposed to partial differential 
equations of classical continuum mechanics, peridynamic equations are in integro-differential 
equation form and do not contain any spatial derivatives. Therefore, peridynamics is very suitable 
to analyse problems with discontinuities such as cracks. Moreover, peridynamics has a length 
scale parameter called horizon which allows representing non-local effects which cannot be 
captured by using classical continuum mechanics. There has been significant progress on 
peridynamics research especially during the recent years [2,3]. 
 
In this study, wave propagation in porous media subjected to impact loading is investigated by 
using ordinary state-based peridynamics. Moreover, the effect of micro-cracks on wave 
propagation is examined by changing the number of micro-cracks and their orientation. It is 
observed that depending on the micro-crack configuration, wave propagation can be significantly 
influenced due to the existence of micro-cracks.  
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Additive manufacturing (AM) becomes increasingly attractive in a wide range of industries, but it 
remains a tough task to understand its unique fatigue performance, which is mainly due to its 
intrinsic meso-defects such as gas pores and lack-of-fusions. Due to the complex impacts of 
interactive mechanisms between mechanics and materials, it is difficult to reveal the impacts by 
experiment or mechanical analysis. As an attempt, peridynamics (PD) is adopted in this paper to 
numerically study gas-pore effects on fatigue lifetimes of 2-dimensional smooth specimens. 
 
While the computational costs of modeling meso-defect by reducing material point sizes for the 
smooth specimen is unacceptable, it is necessary to develop a multiscale modelling approach to 
map the meso-defect effects onto the upper scale. Thus, a strategy is developed by decomposing 
an origin PD bond into many sublevel bonds, and the status of PD bond can thus be more 
elaborately described as “how much works” rather than dualistic judgement of “broken or not”, 
whose capabilities are verified by comparisons with FEM results. 
 
Combining such strategy with PD fatigue damage-cumulative model [1], numerical simulations 
are performed to reveal the gas-pore effects on fatigue lifetimes; to be specific, the gas-pore is 
approximated as circular meso-defect with three radius cases of 20,50,100μm, and its location 
varies from surface roughness to subsurface and to the interior. It is shown that the gas-pore 
location and size exert interactive impacts on fatigue lifetimes: a larger defect is of course more 
dangerous, but the threshold size below which the gas-pore effects on fatigue lifetimes is 
dependent on its specific location, and subsurface gas-pore is always the most dangerous place. 
To be more specific, data distribution degree of fatigue lifetimes is decided by gas-pore sizes, 
while data distribution shape of fatigue lifetimes is decided by gas-pore locations. 
 
To conclude, this work provides a PD-based procedure as well as guidelines for AM processing 
optimization and understanding of meso-defect effects on fatigue lifetimes of AM materials. In 
the future work, more features such as defect shape, defect orientation and defect numbers can be 
considered, and the method can be extended to 3D cases. 
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We present two fracture problems, anisotropic fracture and failure in rock-like materials. In the first 
part, we introduce a novel smeared gradient-enhanced damage model [1, 2] which takes into 
account directional-dependent damage evolution in two-dimensional polycrystalline materials. In 
details, the cleavage fracture in polycrystalline materials is considered. In terms of the recently 
developed smoothing gradient damage model [1, 2] for isotropic localized failure analysis, we 
introduce a new damage evolution equation to capture anisotropic fracture. Theoretically, 
directional fracture properties are integrated with the damage evolution equation through a second-
order structural tensor [3]. The efficiency of proposed damage model is demonstrated through 
numerical experiments. The second part focuses on the analysis of mixed-mode fracture process of 
rock-like materials. For this problem, a novel equivalent strain formulation, developed in [4], is 
modified and integrated into the smoothing gradient damage model [1, 2]. We consider several 
popular rock fracture problems. 
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Peridynamics, one of particle method, has advantages for several fracture problems. On the other 
hand, many particles are required to ensure accuracy, compare with mesh based method, such as 
Finite Element Method. Furthermore, conventional peridynamics has the limitation that the 
horizon, range of influence function, should be same values. it leads the particles size is equal on 
entire model. 

The variable horizon approach which supports the varying horizon, particle size, was proposed. 
However, the ghost force problem was detected. The ghost force is the discretization error, and it 
arises along the transition region of different horizon. 

We have proposed smoothed variable horizon peridynamic model to reduce the ghost forces and 
it is adopted in this study. 

In this study, the smoothed variable peridynamic concept extends to the contact model. The 
contact forces, short-range force in PD, was re-defined for varying horizon and the re-formulated 
the governing equation. 

The Hertz problem is examined, and the numerical result converged to the theoretical. In addition, 
the computational cost was significantly reduced with variable horizon contact peridynamic 
model. 
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We present a variational phase-field framework for modeling subcritical crack growth in geological ma-
terials. Also known as static fatigue, this phenomenon is characterized by the occurrence of crack ex-
tension at stress levels substantially below those associated with the critical energy release rate, Gc. We
assume that this is brought about mainly by stress corrosion, in which highly stressed material at crack
tips is weakened due to chemical reactions in the presence of an environmental agent. Prior studies in the
literature point to the existence of a nominal value of the energy release rate, G0, below which subcritical
crack growth does not occur. Above this threshold, the speed of crack extension can be related to the
crack tip energy release rate via a power relation known as Charles’ Law.

Following recent phase-field approaches for modeling fracture due to cyclic fatigue [1, 2], we incorpo-
rate the aforementioned behavior in the variational phase-field framework by scaling Gc with a function
whose time rate of change depends on a quantity analogous to the energy release rate. Apart from the
displacement and phase-field variables already present in the standard model for brittle fracture, no ad-
ditional field unknowns are introduced in connection with static fatigue. Instead, an ordinary differential
equation must be solved to determine the critical energy release rate evolution at each material point. The
coupled system is solved numerically using a hybrid discretization that utilizes classical finite elements
for the linear momentum conservation and cell-centered finite volumes for the energy balance governing
phase-field evolution [3, 4].
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Geomechanical simulation of fracture growth is a useful technique for predicting fracture density, 
distribution and geometry, with important applications in geomechanical engineering and 
subsurface flow modelling. However fracture networks developed across large geological 
structures (e.g. km-scale folds, faults or diapirs) may contain hundreds of thousands or even 
millions of individual fractures, so it is impractical to simulate each fracture directly. 
 
We have therefore developed a method to apply basic geomechanical laws governing fracture 
propagation to cumulative density distribution functions which represent the fracture population 
as a whole. In this way, we can model the evolution of these functions through time without 
needing to create realisations of the individual fractures in the network. We use this method to 
model the evolution of layer-bound fracture networks across large geological structures. We 
assume that brittle layers such as sandstone or limestone beds contain an initial population of 
small microfractures. As a deformational strain is applied to the layer, a stress concentration will 
develop around the fracture tip which can be calculated by Linear Elastic Fracture Mechanics 
theory [1]. This will cause the fractures to grow, at a rate predicted by subcritical crack 
propagation theory [2]. Eventually the fractures will reach the top and bottom layer boundaries, 
after which they will grow laterally as elongated layer-bound fractures. By applying the fracture 
propagation rate equations to the cumulative density distribution function representing fracture 
density as a function of size, we can model the evolution of these functions through time [3, 4]. 
 
For a simple model with uniform and constant strain, we can derive analytical solutions, but for 
more complex models with laterally and temporally variable strain, we can discretise the model 
into cells and timesteps. As the fractures grow, they will interact, and we must include the effects 
of these interactions. We include two types of interaction in our model: intersection between 
perpendicular or oblique fractures, and stress shadow interactions between parallel fractures. The 
rate of fracture interaction is dependent on the fracture population, so this will also evolve 
through time. We calibrate the results of these models by comparing the resulting cumulative 
density distribution functions with those derived from dynamically generated DFNs. 
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Non-linear phase field models are increasingly used for the simulation of fracture propagation problems.
The numerical simulation of fracture networks of realistic size requires the efficient parallel solution
of large coupled non-linear systems. Although in principle efficient iterative multi-level methods for
these types of problems are available, they are not widely used in practice due to the complexity of their
parallel implementation.

Here, we present Utopia, which is an open-source C++ library for parallel non-linear multilevel solu-
tion strategies. Utopia provides the advantages of high-level programming interfaces while at the same
time a framework to access low-level data-structures without breaking code encapsulation. Complex
numerical procedures can be expressed with few lines of code, and evaluated by different implemen-
tations, libraries, or computing hardware. In this presentation, first we illustrate a globally convergent
solution strategy designed to solve non-convex constrained minimization problems [1]. Second, we pro-
vide an overview of its implementation [2], and provide an overview of its parallel performance. Third,
we provide examples of pressure-induced phase-field fracture propagation in large and complex fracture
networks. Solving such problems is deemed challenging even for a few fractures, however, here we are
considering networks of realistic size with up to 1000 fractures.
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[2] Patrick Zulian, Alena Kopaničáková, Maria Giuseppina Chiara Nestola, Andreas Fink, Nur Aiman
Fadel, Joost VandeVondele, and Rolf Krause. Large scale simulation of pressure induced phase-field
fracture propagation using utopia. CCF Transactions on High Performance Computing, pages 1–20,
2021.

385



MS0122 - Fracture, Damage and Failure Mechanics of Smart and Active 
Materials
Organized by Sergey Kozinov, Bai-Xiang Xu, Andreas Ricoeur, John 
Huber and Hongjun Yu 
Interaction Integral Method for Thermal Fracture of Magneto-Electro-Elastic Materials with 
Interface
Shuai Zhu, Hongjun Yu, Liulei Hao, Zhen Shen and Licheng Guo

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

 Interaction Integral Method for Thermal Fracture of 
Magneto-Electro-Elastic Materials with Interface 

 
Shuai Zhu*, Hongjun Yu†, Liulei Hao, Zhen Shen and Licheng Guo 

Department of Astronautic Science and Mechanics, Harbin Institute of Technology,  
Harbin, 150001, China 

E-mail address: shuaizhu@hit.edu.cn  (S. Zhu) 
E-mail address: yuhongjun@hit.edu.cn  (H. Yu) 
E-mail address: haoliulei@hit.edu.cn (L. Hao) 

E-mail address: zh_shen@sina.cn (Z. Shen) 
E-mail address: guolc@hit.edu.cn  (L. Guo) 

 
Key Words: Magneto-electro-elastic (MEE) material, Crack, Interaction integral (I-integral), 
Thermal loading, Intensity factors 
 
 
Magneto-electro-elastic (MEE) materials, consisting of piezoelectric and piezomagnetic 
constituent phases, have received special attention from the research community owing to their 
specialized performance and coupled behavior under thermal, electric, magnetic and mechanical 
loads [1]. However, reliability issues due to fracture during service in the thermal environment 
still remain a major factor preventing their further development during service in the thermal 
environment. Complex interfaces between different constituents cause a great challenge to the 
fracture analysis of MEE materials [2]. In this work, considering the effect of the thermal loading, 
an interaction integral (I-integral) method [3] for an impermeable crack is developed to extract 
the crack-tip fracture parameters including stress intensity factors, electric displacement intensity 
factor and magnetic induction intensity factor of homogenous, nonhomogeneous and multi-
interface MEE materials. Combined with the extended finite element method, the I-integral is 
adopted to solve several crack problems to show the accuracy and validity of the method. The 
influences of crack-face thermal boundary conditions, crack inclination angle and crack length are 
analyzed in homogeneous MEE material. Then, the I-integral values calculated by different 
integration domains agree well with each other for nonhomogeneous and discontinuous material 
properties. Besides, good results show the effectiveness and the domain-independence of the 
present method in the fracture analysis of nonhomogeneous and discontinuous MEE materials. In 
view of the wide applications of MEE materials in various thermal environments, the present 
analysis could serve as a reference for the design of various smart structures of MEE media.  
 
†Corresponding author. Fax: +86 451 86403725.  
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Piezoelectricity is an important phenomenon observed only in certain classes of dielectrics. Conventional
electromechanical coupling is restricted to material with a non-centrosymmetric unit cell structure. As an
alternative, the flexoelectric effect is observed in all dielectrics and is prominent at micro- and nanoscales.
Flexoelectricity is an electromechanical coupling between electrical (mechanical) quantities and strain
(polarization) gradient. Flexoelectricity is a suitable substitute for piezoelectricity for electromechanical
coupling and can be used for applications in nanosensors, actuators, high precision devices, etc.

Traditional continuum models lack material length scales which were introduced by Cosserat using strain
gradients and significantly extended by Mindlin [1]. Strain Gradient Elasticity (SGE) theory results in
fourth-order partial differential equations demanding C1 continuous elements for traditional FEM to be
used. To avoid such difficulties, mixed-FEM is used as formulated by Amanatidou [2] for SGE problems
and later extended to flexoelectricity in dielectric solids by Mao [3] presenting I9-87 element (87 DOF).

In our work, a piezoelectric contribution is considered in addition to pure linear dielectric material in the
formulation of flexoelectricity. This allows to clearly separate the influence of the piezoelectric and flex-
oelectric electromechanical coupling. As a particular case, when neglecting piezoelectric contribution,
our results simplify to that of [3]. Additionally, in the vicinity of sharp tips (presence of cracks or de-
fects), naturally occurring inhomogeneous strain distribution induces strong polarization even under the
influence of a weak electric field. Our solution was implied for the crack problems, studying the mutual
influence of the piezo- and flexoelectric contributions on the fracture parameters within the framework
of the linear elastic fracture mechanics.
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Ferroelectric materials have attracted increasing attention due to their distinguished 
electromechanical performance. In the presence of mechanical and electrical loadings, the failure 
behaviours of fracture and dielectric breakdown may occur simultaneously in ferroelectric 
materials. Understanding the coupling evolution of fracture, dielectric breakdown and polarization 
is crucial for the application of ferroelectric materials under complex electromechanical 
environments. In the present study, a phase field model is developed to investigate the coupling 
evolution behaviour of polarization, fracture and dielectric breakdown in ferroelectric materials 
subjected to the mechanical and electrical loadings. Different degradation functions are proposed 
to model different interface boundary conditions for fracture and dielectric breakdown. Generalized 
configurational forces for fracture and breakdown are derived from the phase field model to 
analysis the driving forces for the coupling evolution. Under a set of interface boundary conditions, 
interactions between fracture and dielectric breakdown are investigated systematically. The phase 
field simulations show that dielectric breakdown can be induced by the concentrated electric field 
at impermeable crack tips. At the same time, the dielectric breakdown can influence the stress 
distribution around the crack tip as well as the driving force for crack propagation. The attraction 
of fracture to breakdown path and the deviation of breakdown to fracture path are observed 
simultaneously during the coupling evolution of fracture and breakdown. The results in the present 
work provide an insight into fracture and breakdown coupling failure mechanism in ferroelectric 
materials. The developed model framework can be employed to investigate more complex coupling 
failure behaviours of ferroelectric and dielectric materials. 
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A mathematical formulation and numerical modelling framework for brittle crack propagation in 
heterogeneous elastic solids is presented. The formulation is developed in the framework of 
configurational mechanics and solved numerically using the finite element method. 
 
The proposed model is based on the assumption of maximal dissipation of energy and uses the 
Griffith criterion. We show that this is sufficient to predict crack propagation in brittle 
heterogeneous materials, with spatially varying Young’s modulus and fracture energy, and for 
anisotropic materials. The configurational forces and fracture energy release rate are both expressed 
exclusively in terms of nodal quantities, avoiding the need for post-processing, and enabling a fully 
implicit formulation for modelling the evolving crack front and creation of new crack surfaces.  
 
For heterogeneous materials, it is shown that it is necessary to have a spatially smooth density field, 
with higher regularity than if the field is approximated directly on the FE mesh. Therefore, density 
data are approximated as a smooth field using a Moving Weighted Least-Squares method. For 
functionally graded materials, the density fields were generated analytically. Fracture in bone is 
also investigated, with density fields determined from clinically available CT scan data. 
 
The proposed formulation is verified and validated by comparing numerical results with both 
analytical solutions and experimental results. Both the predicted fracture path and load–
displacement response show very good agreement with experiments. 
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Numerical modelling of the fracture of heterogeneous brittle materials is of interest for several indus-
tries, such as rock excavation and comminution applications. A numerical model of brittle materials
needs to be able to capture the unpredictable results, e.g. with regards to measured strength and fracture
pattern, as observed experimentally. In a previous work [1], the Bonded Discrete Element Method [2]
was combined with statistical methods in order to generate heterogeneous rock bodies. Grains of random
sizes and shapes, consisting of multiple bonded discrete elements, were generated in the body and the
micromechanical parameters of these grains were governed by the Weibull distribution [3]. In this work,
this modelling approach was used to evaluate the fracture behaviour of experiments commonly found
within the field of rock mechanics - the unconfined and confined axial compression test, Brazilian disc
test and the three point bend test. For each test, a large set of numerical samples were generated and
simulated. The fracture behaviour, e.g. initiation, propagation and coalescence of cracks, were investi-
gated for different levels of heterogeneity and grain cement strengths. The results show that a variety of
different fracture modes can be obtained with this modelling approach. Further, the results suggests that
the statistical methods employed in this work improves the versatility of the Bonded Discrete Element
Method for rock modelling.
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Recent developments in the field of computational modelling of fracture have opened up possibilities to
design structures against failure. A special case, called interfacial fracture, can occur in loaded heteroge-
neous structures where two or more materials are bonded together at comparatively weak interfaces. Due
to the presence of unstable crack growth along interfaces, the structural problem suffers from high non-
linearities and instabilities, leading to noisy and discontinuous responses. In such a case, local-gradient-
based optimization approaches are not feasible due to lack of analytical sensitivities and also due to the
presence of spurious local optima (minima). In this work, we use a stochastic optimization approach to
maximize the expected value of the mechanical work done by external loads under uncertainties in the
design parameters, distributed normally. To overcome the intractability of Monte-Carlo methods for the
estimation of the expected value of the expensive-to-evaluate response function, an approximate global
Voronoi-piecewise surrogate [1] is constructed using a few initial randomly generated samples. The sur-
rogate function is refined successively in each optimization iteration by adding samples in a small region
in the design space close to the current iterate. A local minimum of the expected value of the surrogate
then results in the next design point. For the stochastic optimization of cheap-to-evaluate surrogate func-
tion, a Newton-type algorithm is used. Promising results show that by taking a large sampling region
in the beginning of the optimization run and gradually decreasing it helps to overcome spurious local
minima and leads to a robust final design. We show the effectiveness of the proposed framework with
the help of optimization examples with up to 12 design degrees of freedom, where the shape parameters
of the heterogeneities are optimized for interfacial fracture resistance. Finally, we show that the perfor-
mance of the optimization algorithm can be significantly improved by reducing the dimensionality of the
stochastic variables while keeping the dimension of the design parameters the same.
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   In the manufacture of electronic devices and micro-electro-mechanical systems (MEMS), a 
wide variety of materials are jointed. For light-weight automobiles, CFRP materials are jointed 
with metallic materials. In these products, jointed interfacial corners are singular stress points 
from which fractures sometimes originate. 
   Evaluating the severity of singular stress fields is important for protecting these corners from 
fracture. In our previous studies, we proposed a definition of the stress intensity factors (SIFs) of 
two-dimensional (2D) jointed interfacial corners [1, 2]. We can use this SIFs formula to evaluate 
the singular stress field around a jointed interfacial corner with a smooth edge front in a three-
dimensional (3D) object.  
   However, fractures sometimes occur from sharp 3D jointed corners. In our previous paper, we 
proposed a numerical method for calculating the scalar parameters (SPs) that describe the singular 
stress fields around sharp 3D corners [3, 4]. The SPs are the coefficients in William's Eigenvalue 
expansion form that express the singular stress field around a sharp notch or crack. In this study, 
we propose a unified definition of SIFs at sharp 3D jointed corners between anisotropic dissimilar 
materials. These SPs can describe the singular stress field, but they are not adequate as the 
fracture mechanics parameters which evaluate the fracture from such a corner.  
  In this study, we propose a new definition of the SIFs of a sharp 3D corner. The definition is 
compatible with the SIFs of 2D corners, of interfacial cracks and of cracks in uniform material. 
Furthermore, the proposed SIFs can describe the singular stress along any directions around a 
sharp 3D jointed corner. 
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Numerical experiments are carried out for reinforced concrete in 3D meso-scale. The reinforced 
concrete model reflects the geometry of deformed bars and coarse aggregates in detail. The 
damage model based on fracture mechanics of concrete is applied to crack propagation analysis 
of concrete and the von-Mises plasticity model is applied to the elastic-plastic analysis of steel [1]. 
The numerical experiments are compared to actual experiments performed in a laboratory. These 
results show good agreements, implying that the numerical experiments proposed in this study are 
physically reasonable.  
 
The numerical experiment consists of a non-linear finite element analysis and 3D meso-scale 
reinforced concrete model. The finite element analysis with non-linear material models is first 
formulated. The modified von-Mises damage model based on fracture mechanics of concrete [2] 
and the standard von-Mises plasticity model are applied to the constitutive law of concrete and 
steel, respectively. The modelling of 3D meso-scale reinforced concrete is second explained. In 
particular, the detailed geometry of deformed bars and coarse aggregates is reflected in 3D. The 
3D complicated spatial arrangement of coarse aggregates is also reproduced in detail.  
 
We finally show numerical experiments of reinforced concrete beams with or without shear 
reinforcements to verify the availability of the proposed model. The numerical results are 
compared to experimental results performed in a laboratory. The comparison demonstrates that 
the numerical responses are in good agreement with those obtained experimentally. In addition, 
these results confirm that the failure modes simulated in the numerical experiments provide good 
fits to the experimental data.  
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It is essential to model the behavior of the interfaces between steel reinforcement and concrete in 
order to understand the stress transfer between these two components in reinforced concrete 
structures. The interface models commonly used include several parameters whose identification 
is based on pull-out tests, for which sensitivity to a number of parameters is not fully explained [1]. 
In this contribution, the steel-concrete interface is studied at the mesoscopic scale through the 
simulation of pull-out tests. The three dimensional numerical reinforced concrete samples are 
generated by applying the procedure described in [2], in which each sample is made up of concrete 
surrounding a ribbed or smooth bar embedded in the center of a cubic sample. The detailed 
geometry of the ribs of the steel bar is modelled with different possible shapes. Then, the finite 
element code Cast3M [3] is used to perform the pull-out numerical simulations on the generated 
samples, using Mazar’s damage approach [4] with regularization to describe cracking in concrete. 
The steel-concrete interface is modelled by combining a modified cohesive zone model (CZM) 
based on Tvergaard’s approach and a frictional model accounting for the frictional behavior in the 
damaged part of the interface. This is done by modifying the 2D approach described in [5] and 
generalized to 3D in [6], by replacing the Crisfield’s damage model by the more adapted 
Tvergaard’s model and modifying the corresponding stresses to account for its exponential 
behavior. The interface is divided into an undamaged part where the CZM model applies and a 
damaged part where the frictional model dominates. The total stress is then the addition of the two 
corresponding stresses, and is equivalent to the CZM stress when the interface is initially 
undamaged, and fully equivalent to frictional model’s stress when the joint element is finally fully 
damaged. The overall response is studied in terms of the damage near the steel bar, the applied 
force versus displacement curves, and free end displacements. The results of mean bond stress 
versus the free end displacement are compared to available experimental data. 
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Fracture phenomena of concrete have been investigated in various aspects, and many 
models have been developed to predict crack initiation and propagation under a variety of 
mechanical and/or environmental conditions. In particular, thermo-mechanical coupled 
problems have seen some standard formulations for thermally induced cracking in concrete, 
but as far as we know, not yet been formulated as a variational problem based on fracture 
mechanics. To this end, in this study, a novel variational formulation for thermally induced 
cracking in concrete is originally presented. Specifically, we formulate the variational 
problem for a continuum damage model based on fracture mechanics that is coupled with 
heat conduction and realize thermally induced cracking phenomena in concrete by 
implementing it in our finite element (FE) code.  

As the first step, we define a Helmholtz energy function and a damage “yield” function 
based on the isotropic damage model proposed by Kurumatani et al. [1] that is consistent 
with the conventional cohesive zone model. Next, in line with Canadija & Mösler [2], a 
functional of total energy rate and its optimization problem is formulated to obtain the 
equilibrium state of concrete. Finally, optimality conditions are established to derive the 
weak form and the load/unload conditions for damage evolution and heat conduction. After 
the suitable discretization for time and space within the FE framework, the resulting 
equations are properly implemented. The capability and merit of proposed formulation 
against the convetional formulation by presenting representative numerical examples to 
predict the thermal-induced cracking in concrete structures. 
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High performance concretes (HPCs) have attracted a great interest in the construction industry world-
wide because of its wide variety of applications. The dense microstructure of HPCs and additional
reinforcement of steel fibers gives high strength and superior durability, see [2]. These additional fibers
restrain the further growth of crack by transmitting the stresses from concrete matrix to fibers during
fracture which affects the deterioration characteristics of concrete in cyclic flexural tests, see [3]. On this
account, within DFG priority program 2020 (SPP 2020), strong research is focused on the experimental
and numerical analysis of failure of HPC under fatigue. In this contribution, a phenomenological mate-
rial model is developed combining the superposed models of transversal isotropic elasto-plasticity, see
[1] and a continuum phase-field model based on the variational formulation of fracture in elasto-plastic
material, cf. [4, 5, 6]. Two different data driven degradation functions for the modeling of unique behav-
ior of HPC in tension and compression are calibrated by simulating the typical uniaxial cyclic tests. The
numerical model is calibrated and validated by comparing the numerical results of three-point bending
beam test at low cycle for pure and reinforced HPCs to experimental data, see [7].
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As a novel building material, lightweight ceramsite aggregate concrete has been widely used in 
the construction of high-rise buildings, long-span bridges, and marine structures in harsh 
environments as the obvious advantages in its lightweight, good thermal properties, fire resistance, 
and seismic resistance as well as environmental friendliness. In this paper, a lattice model for 
mesoscale modelling of heterogeneous materials was proposed, and the mesoscopic damage 
mechanism of ceramsite concrete was studied. The mesoscopic multiphase lattice model was 
established by mapping the random aggregates model onto the random disordered grid, and the 
correctness of the model was verified by comparing it with the experiment. Based on the Mazars 
damage constitutive relation, the damage failure mechanism of ceramsite concrete was studied. 
The damage of ceramsite concrete first occurred in ceramsite as the ceramsite aggregate was the 
weakest composition in ceramsite concrete composite, which is different from the damage first 
appearing in the interface transition zone of ordinary concrete. Then, the damage evolution of 
ceramsite concrete could be expressed as: with the application of load, the damage appeared 
discretely in a number of ceramsite aggregates and involved into micro cracks in some aggregates. 
As the applied load continued to increase, the damage gradually developed to the ITZ and cement 
mortar area. When the applied load reached its peak, the damages began to fuse and initially 
developed into a macrocrack. With further loading, the macrocrack developed rapidly as the 
damage evolution intensified around the macrocrack while relieved in the other region. 
The proposed multi-phase mesoscopic lattice damage model can accurately calculate the whole 
deformation and failure process of concrete at a low cost, especially, the proposed model can 
effectively simulate the strain-softening and damage localization of concrete materials. 
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Abstract 

A time-domain method for modeling three-dimensional dynamic fracture using high-order 
elements [1] of the scaled boundary finite element method (SBFEM) is presented. The scaled 
boundary finite element method can simplify the modeling of cracks and extract the dynamic 
stress intensity factors directly from sigular stress field around the crack tip, which shows great 
potential for fracture analysis [2,3]. The spectral element approach [4] and hierarchical 
polynomial shape functions [5] are applied to generate the high-order shape functions of elements. 
The mass and stiffness matrix of high-oder elements are derived based on the high-order shape 
functions [6,7]. The three-dimensional equation of motion are established and solved by using the 
Newmark method. Linear ealstodynamic fracture mechanics is used to define the dynamic stress 
intensity factors (DSIFs) [8], which are directly extracted from the dynamic response at each time 
step. A benchmark problem is investigated to validate the accuracy of high-order elements. 
Numerical results demonstrate that both the p-refinement and h-refinement can improve the 
computational accuracy of the DSIFs. It is proven that higher rate of convergence is obtained 
using p-refinement instead of h-refinement. 
Key Words: Dynamic frature mechanics, Scaled boundary finite element method, Three-
dimensional dynamic stress intensity factors, High-order elements, p-refinement, h-refinement 
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This work develops a massively parallel solver for performing explicit damage analysis of 
structures in three dimensions. To eliminate the mesh sensitivity due to strain localisation, an 
integral-type non-local model is implemented. The problem domain is discretised using balanced 
octree meshes. The repeating cell patterns are exploited for the pre-computation of element matrices 
leading to lesser memory requirements. The scaled boundary finite element method (SBFEM) is 
employed, which directly handles octree cells as polyhedral elements and eliminates the hanging 
nodes issue. To efficiently perform the matrix operations associated with solving equilibrium 
equations, an element-by-element (EBE) approach is utilised. Here, the reduced number of unique 
octree patterns are exploited to perform group-wise matrix computations, which avoids a global 
matrix assembly, allows better cache utilisation, and aids associated memory-bandwidth limited 
computations, resulting in significant performance gains. The parallelisation is carried out using 
the mesh-partitioning strategy and implemented using the message-passing algorithm. The 
developed computational framework can efficiently simulate large scale damage problems with 
more than a hundred million unknowns and allows for massive scaling with several thousand cores 
in a distributed computing environment. 
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The contribution is concerned with a numerical element formulation for the nonlinear analysis of solid
in boundary representation. Its results in a polygonal element with an arbitrary number of sides. Straight
edges are possible as well as curved edges, which are described by e.g. Non-Uniform Rational B-Splines
(NURBS).

The presented element formulation is based on the scaling concept, which is adopted from the so-called
scaled boundary finite element method (SBFEM), see [2]. The SBFEM is a semi-analytical formula-
tion to analyze problems in linear elasticity. Within this method the basic idea is to scale the domain’s
boundary with respect to a scaling center in order to describe the interior domain. In contrast to SBFEM,
the proposed method uses a numerical approximation for the displacement response in scaling direc-
tion. This enables the analysis of geometrically and physicallly nonlinear problems in solid mechanics,
see [1]. The interpolation at the boundary in circumferential direction is independent of interpolation in
scaling direction. This allows the use of different basis functions for each direction, e.g. NURBS basis
functions in circumferential and Lagrange basis functions in radial direction.

The advantage of the presented element formulation is the flexibility in mesh generation. For example,
using Quadtree algorithms, a fast and reliable mesh generation can be achieved. Furthermore, in connec-
tion with trimming algorithms, the element formulation allows a precise representation of the geometry
even with coarse meshes. Some benchmark tests are presented to evaluate the accuracy of the proposed
numerical method against analytical solutions, and a comparison to standard element formulations is
given as well.
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In the scaled boundary finite element method [1], an element is constructed semi-analytically. The 
boundary is discretized and the solution inside the element is obtained analytically. Within this 
framework, the element can take any shape and it only needs to satisfy a scaling requirement (i.e. 
there exist a point from which the whole boundary is directly visible).  The scaled boundary finite 
element method provides a high degree of flexibility in terms of element shape and order. It has 
been shown to be highly complementary with the octree meshing algorithm. The combination is 
capable of significantly alleviating the mesh burden for not only the conventional CAD models but 
also digital images [2] and STL models [3]. The boundaries can be defined either explicitly by the 
elements or implicitly embedded within the elements [4]. It is found that the number of unique 
element patterns in an octree mesh is limited to a very small number and the operation of a matrix-
vector product can be performed efficiently according to the patterns of the polyhedron elements 
on a high-performance computing (HPC) facility. The potential of this approach is demonstrated 
by an explicit time integration scheme [5]. Based on the same technique, a preconditioned conjugate 
gradient solver is developed for HPC. The implicit time integration scheme can be performed like 
an explicit scheme, retaining the advantages of both schemes. The extension to consider material 
nonlinearity is also addressed. Numerical examples are presented to demonstrate the concept and 
potential of the proposed framework. 
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This paper provides a new numerical method for solving multi-scale heterogeneous viscoelastic 
problems which is presented by combining the extended multi-scale scaled boundary finite 
element method and the temporally piecewise adaptive algorithm. In the time domain, temporally 
piecewise adaptive algorithm is adopted and the recursive equations for solving multi-scale 
viscoelastic problems are derived. When the time step changes, the computation accuracy in time 
domain can be guaranteed by adaptive calculation. In the space domain, the extended multi-scale 
scaled boundary finite element method based on numerical base function is used to solve the 
recursive equation and decrease the solution scale. The stress singularity can be easily and 
effectively dealt with. Combined with quadtree technique, the meshing of scaled boundary finite 
element based on image recognition is realized. The proposed approach provides a flexibility to 
increase macro scale nodes without increasing new nodes inside the coarse element and changing 
the shape of the fine grids according to the position of the increase macro nodes. The solution 
accuracy can be improved by such an increase. Numerical examples show that the proposed 
method has stable accuracy and can effectively improve the computational efficiency. 
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The identification of structural internal defects is an important research content of structural 
health monitoring. At present, the structural safety inspection based on non-destructive testing 
mainly focuses on qualitative analysis, so it is difficult to identify the scale of defects 
quantitatively. In this paper, an inversion model is proposed by combing the scaled boundary 
finite element methods (SBFEM) [1-2] and deep learning [3-4]. The identification of crack-like 
defects can be performed in structures based on the feedback signal of Lamb wave propagation. 
By randomly generating defect information, i.e. position and size, the SBFEM can be used to 
simulate the signal propagation process of Lamb wave in structures with defects. The SBFEM 
only needs to discretize the structure boundary, which can minimize the re-meshing process and 
greatly improve the computational efficiency. When Lamb wave propagates in a cracked structure, 
the feedback signal of the observation point can reflect crack information. Based on this 
characteristic, enough training data reflecting the characteristics of the problem can be provided 
for the deep learning model. The proposed defect inversion model avoids the iterative process of 
minimizing the objective function of the traditional inverse problems [5], and greatly reduces the 
computational cost on the premise of ensuring accuracy. Numerical examples of plates with 
single and multiple cracks are analyzed. The results show that the defect identification model can 
accurately quantify the defects in the structure. It also has a good identification effect for shallow 
cracks. The model also shows robustness to the noisy signal model. 
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The task of frequency-dependent material parameter determination in the ultrasonic regime is established
as an inverse problem relying on measurement and simulation data. The latter is provided by a forward
model, which must be repeatedly evaluated; thus, a high-performance model is required. Especially in
the case of cylindrical samples, the (axisymmetric) scaled boundary finite element method (SBFEM)
provides a framework to derive such an efficient model. The number of degrees of freedom is reduced to
a minimum by discretizing only along the radial direction while permitting the computation of bounded
domains of arbitrary length [1].

The inverse problem is interpreted as an optimization problem w.r.t. the differences between measured
and simulated mechanical displacement responses. While global optimization allows finding a global
minimum, it requires an excessive number of model evaluations, and thus is not considered in this work.
In contrast, given adequate initial parameters, local optimization, specifically gradient descent, is fa-
vored because it promises fast convergence. However, an accurate computation of gradients requires
differentiation of the forward model with respect to the parameters that are to be determined.

In this contribution, we present the explicit differentiation of the SBFEM model via iterative application
of the chain rule. We discuss the challenges faced in the differentiation of the Hamiltonian eigenvalue
problem, which is an essential part of the SBFEM formalism [2]. Our method leads to a robust and
efficient computation of gradient information far superior to the application of finite difference quotients.
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The static and dynamic contact problems of general structures have been widely studied. 

However, regarding crack problems, due to the singularity of the stress at the crack tip and the 
complexity of the dynamic contact on the crack faces, only a few studies have considered the 
dynamic contact on the crack face. 

The scaled boundary finite element method is used to solve dynamic crack face contact 
problems. Ooi et al. [1] constructed bubble functions based on the displacement field that would 
be caused by polynomial body loads. The method is applied to the problem of crack side-face 
loads. The scaled boundary finite element (SBFE) shape function considering the side-face loads 
is used to derive the dynamic contact equation and the characteristic matrix related to the dynamic 
calculations [2]. 

The standard Newmark time integration algorithm is very successful in analyzing the 
conventional  dynamic responses of structures, but its application in the Lagrange multiplier 
method meets some difficulties in dealing with dynamic contact problems effectively [3]. 
Especially when time step t  is very small, the classical Lagrange multiplier method will give 
out the oscillatory field of contact forces. A modification of the classical Lagrange multiplier 
method is presented using a special time integration.Due to the introduced high-frequency 
dissipation in this time integration algorithm, this method can lead to the effective analysis of real 
response of elastic bodies with dynamic crack face contact constraints. The results show that this 
method has higher precision than the traditional Newmark time integration algorithm. 
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The current connotation of domain decomposition is to divide a global problem into several 

independent local problems to apply parallel computing. But in a broad sense, domain 

decomposition refers to a systematic way of introducing a partition, so that functions can be 

defined in each of its elements independently, thus generating a linear space of piecewise 

discontinuous functions. When working in these spaces, the problem to be solved is called the 

Boundary Value Problem with Prescribed Jumps (BVPJ) [2]. 

As a background, Dr. Herrera and his collaborators, based on an Algebraic Theory applied to 

Boundary Methods, which generalizes Green's formula to linear spaces of piecewise 

discontinuous functions, have developed two discretization methods [1]. The first one, called the 

Direct Method (or Poincaré-Steklov Method), arises from the weak formulation in terms of the 

data of the problem; while the second one, called Indirect Method (or Trefftz-Herrera Method), 

arises from the weak formulation in terms of the complementary data of the problem. The 

difference between them is the following. In the first one, local solutions of the homogeneous 

differential equation are developed in each element of the partition to construct specialized base 

functions called optimal base functions; while in the second one, local solutions of the 

homogeneous adjoin differential equation are developed in each element of the partition to 

construct specialized weight functions called optimal weight functions. In practice, the optimal 

functions are approximated with numerical methods; for example, Collocation Methods. 

In this work, a novel method is presented that articulates the aforementioned methods by means 

of a dual decomposition of operators, which simultaneously uses the optimal base functions and 

the optimal weight functions. The dual decomposition of operators is determined by what is 

called the sought information from the solution in the interior boundary, which could be either the 

average of the function, or the average of its normal derivatives. This method has been called the 

Finite Element Method with Optimal Functions (FEM-OF), since the optimal functions are 

approximated with the conventional Finite Element Method. In this way a general basis for a 

theory of finite element methods in spaces of piecewise discontinuous functions is established. In 

the general literature, methods that use different spaces for base functions and weight functions 

are called Petrov-Galerkin Methods. 

The FEM-OF method has a great generality because it can be applied either to linear differential 

equations or to systems of them. In this work, applications to the general second-order equation 

and linear elasticity equations are presented. FEM-OF has significant advantages over 

conventional FEM. Two of the main advantages are that FEM-OF reduces the number of degrees 

of freedom and that it exhibits superconvergence when applied to non-self-adjoint differential 

operators. Other advantages are that FEM-OF generates better structured matrices, it has a great 

flexibility to select the approximate polynomial spaces and, as already mentioned, that it can be 

applied without additional difficulties to BVPJ. In any case, FEM-OF has higher precision. 
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We develop Isogeometric on surface radiation condition (IGA-OSRC) method to solve acoustic scattering
problem. First, we demonstrate the possibility of reducing the spatial dimension by one and alleviation
of mesh burden using the proposed IGA-OSRC. Geometrical features were evaluated accurately even at
very course discretization levels. The Pade-type OSRC was optimized to increase the accuracy of the
proposed method especially at high frequency analyses. To avoid pollution error and enable dramatically
fast analyses at high frequencies, we separate the oscillatory part of the solution and solve for slowly
varying amplitude leading to development of phase-reduced IGA-OSRC (PR-IG-OSRC). We demon-
strate the performance of the PR-IGA-OSRC method for two- and three- dimensional acoustic scattering
problems and propose a coupling method to increase its accuracy for analyses of nonconvex scatter-
ers. Hence, the proposed method reduces the meshing burden, increases the accuracy, and dramatically
reduces the computational cost for the analyses of arbitrary shaped scatterers.
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Nowadays, short-fibre reinforced composites (SFRCs) have been established for a variety of applica-
tions. However, many matrix materials, such as concrete or polymers, exhibit rate-dependent inelastic
behaviour (“creep”). Since the microscopic behaviour of composites determines their macroscopic re-
sponse, it is crucial to consider the complex microstructure in detail. It is possible to use the finite element
method (FEM) to analyse SFRCs. Nevertheless, creating a conforming mesh for the fibres and matrix
with the FEM is usually time-consuming and might also require additional constraints. In contrast, the
scaled boundary finite element method (SBFEM) is ideally suited for a fast image-based discretization
of microstructures because because the spatial discretization can be directly constructed by utilising the
efficient quadtree-decomposition technique. Note that the SBFEM has already been successfully applied
to model the elastic behaviour of SFRCs in Ref. [1]. Furthermore, it has been extended to inelastic
behaviour for plasticity in Ref. [2] and rate-dependent inelasticity in Ref. [3].

The current contribution combines both approaches: First, a new non-linear constitutive model for basic
creep of concrete is introduced. The model is implemented into an SBFEM framework by performing
the stress update algorithm only at the scaling centre of the polytopal elements to increase the numerical
efficiency. Second, creep of short-fibre reinforced concrete is modelled, whereas the new constitutive
model is used for the concrete matrix. In contrast, a linear isotropic elasticity model is chosen for
the fibres. The contribution at hand makes use of image-based analysis to generate meshes based on
microstructural images. By means of various examples, the accuracy and efficiency of the proposed
approach are numerically demonstrated.
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Combined with the unified phase field theory and the concept of peridynamics, a novel nonlocal 
macro-micro-scale consistent damage model is proposed to simulate fracture process without 
prescribed initial crack and potential crack path. The model introduces the relative deformation of 
material point pair to describe the microscopic damage inside the structure, and then the macro-scale 
topologic damage is evaluated as the weighted averaging of micro-scale damage over bonds in the 
influence domain [1]. Since the size of the element in the damage area is small enough, it is assumed 
that the damage is evenly distributed in an element [2]. An energetic degradation function, which 
connects the energy-based damage and the macro-scale topologic damage, is introduced to consider 
the stiffness reduction caused by the damage, so that the topological damage can be conveniently 
embedded into the calculation of the global stiffness. Finally, the nonlocal macro-micro damage 
model is coupled into the framework of scaled boundary finite element with the scaling center as the 
material point. A quadtree mesh was used to refine the damage process area, and the advantage of 
scaled boundary finite element mesh allowing hanging nodes were fully utilized to obtain 
multilevel mesh effectively [3]. The model achieves efficient calculation from material point pair 
deformation to topological damage and reduces the computational workload and time effectively. 
Several numerical examples show that the proposed model can capture not only the crack pattern 
but also the load-deformation curves quantitatively, and model also has better computational 
accuracy and efficiency than the existing model. Results also indicate when the size of the element 
in the damage area is less than 1/5 of the radius of the influence domain, there is no mesh sensitivity 
in the calculated results. 
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In many engineering simulations, the divergence-free conditions of the approximation are perceived as
an essential characteristic of the numerical method. Such conditions are common in incompressible fluid
models and hard to impose using classical H1 approximations. H(div) approximations when combined
with De Rham compatible L2 approximations lead to pointwise divergence-free approximations.

The SBFEM method is known to yield convergent approximation spaces even when the geometry of the
domain induces singularities, such as crack tips and re-entrant corners. The difficulty of approximating
partial differential equations for such geometries is because the usual shape functions are based on poly-
nomial interpolation functions and these lead to suboptimal converge rates. In this context, the Scaled
Boundary Finite Element Method (SBFEM) emerged as an efficient and accurate strategy where only the
element’s skeleton is discretized, and the shape functions are defined using a semi-analytical approach
[1]. The SBFEM approximations are akin to the traditional H1 approximation and do not satisfy the
divergence-free condition by construction.

In this work, we propose to extend essential ideas of SBFEM to mixed finite element approximations.
The Hybridized-Mixed technique is applied to infinitesimal finite cells [2] in order to obtain the SBFEM
coefficient matrices. These matrices represent the known Riccati ODE, and its solution provides the
shape functions for locally conservative mixed finite elements. Thus, an SBFEM-H(div) function space
is constructed to approximate the flux, and a discontinuous SBFEM space is defined for the pressure.

The mathematical formulation proposed in this study was implemented in an object-oriented FE library.
Numerical tests of a Darcy flow in a 2D domain were performed and rates of convergence were computed.
We also considered domains including square-root singularities, depicting the capacity of the method for
simulating a flow in a fractured porous media. Optimal rates of convergence were observed, including
for the flux and high-order approximations, illustrating the accuracy of the proposed approach.
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We construct within the framework of the scaled boundary finite element method [1,2] new
variable-order shell elements that require only the shell midsurface to be discretized, contain no
rotational degree of freedom and adopt the full three-dimensional constitutive relationship. In the
formulation, a shell element is treated as a three-dimensional continuum undergoing small
deformations and its middle surface is represented via a quadrilateral spectral element. The entire
shell geometry is described through normal scaling of the middle surface and the displacement
field across the thickness is expressed approximately by interpolating the displacements on the
top, middle and bottom surfaces with quadratic Lagrange shape functions. The assumed natural
strain method is applied to eliminate transverse shear locking, membrane locking and curvature
thickness locking while the volumetric locking is alleviated by elevating the polynomial order.
Numerical examples demonstrate that the developed shell elements are superior in applicability,
accuracy and efficiency.
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The Scaled Boundary Finite Element Method (SBFEM) has emerged as a promising alternative to stan-
dard discretization approaches that attempts to fuse the advantageous characteristics of the Finite Element
Method and Boundary Element Method onto one computational framework. Similar to the BEM, only
the boundary of the domain is discretized hence reducing the dimensionality of the problem by one. The
method becomes attractive especially for the case of phase field fracture simulations where fine mesh
resolutions are typically required. Contrary to the BEM, no fundamental solution is required, and the
overall scheme relies solely on an ansatz, as in the standard FEM. The case of brittle fracture in isotropic
domains was very recently treated using SBFEM in [1].

In this work, we develop a framework for the simulation of fractures propagating in quasi-brittle anisotropic
domains using the 3-parameter cohesive phase field model for anisotropic media proposed in [2]. The
SBFEM is employed to discretize both the phase field and displacement based equilibrium equations of
the problem. A staggered solution strategy is employed, and the solution is performed over quad-tree
meshes that facilitate adaptive mesh refinement. The accuracy and efficiency of the method as compared
to the standard FEM is investigated through a set of benchmarks. Furthermore, the sensitivity of the
method vis-à-vis the mesh quality is examined. Our preliminary results demonstrate that the SBFEM
results in robust and well behaved and accurate solutions.
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Hydrodynamic bearings are employed because of their high load support and damping capacity, their
durability, and their compact design. However, in high-speed rotor systems, the nonlinear fluid-structure
interaction can cause self-excited vibrations leading to noise emission, wear, and a reduced energy effi-
ciency. Transient rotordynamic simulations offer a valuable tool for the prediction of this behavior but are
often time-consuming, since the computation of the bearing forces requires a solution of the Reynolds
equation in every time step. This equation is usually solved by means of look-up tables or numerical
methods, but in both cases, a tradeoff between accuracy and computational efficiency is necessary.

In a recent study [1], a semi-analytical solution of the Reynolds equation based on the Scaled Boundary
Finite Element Method (SBFEM) [2] has been developed with the objective of reducing the numerical
effort of rotordynamic simulations. This solution is now extended to consider cavitation, which is a phys-
ical effect often incorporated into numerical models for improving the accuracy of the simulation. When
the hydrodynamic pressure falls below a threshold, gas cavities occur inside the lubricant, changing the
fluid properties and affecting the pressure generation. This effect is described by cavitation models such
as the Elrod algorithm [3], which is used in this study. The corresponding SBFEM formulation of the
Reynolds equation is derived, and exemplary bearing simulations are performed. It is observed that the
numerical stability of the developed solution as well as the accuracy of the resulting bearing forces de-
pend substantially on the attitude angle of the shaft relative to the position of the oil supply groove. This is
due to a simplification necessary in the SBFEM model, namely that the boundary between the cavitation
zone and the pressure zone has to be parallel to the scaling direction (the analytically treated coordinate
direction). Possible strategies for overcoming this disadvantage are discussed in this contribution.
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Abstract The method by combining SBFEM and Quadtree mesh is developed for analyzing the 
interface crack problems of double material plate. The distributions of generalized stress intensity 
factors can be obtained around crack tip within 360 degrees. According to the distribution rules of 
the generalized stress intensity factors, the cracking criterion with considering the comprehensive 
effect of K is proposed. The influence of the size of the crack tip element on the singular order is 
discussed and the reasonable size of crack tip element for fracture analysis is proposed. Nonlinear 
cohesive interface elements with normal and shear traction-separation constitutive laws are 
considered in the cracking process. The effect of hydraulic fracturing on the concrete cracking 
and propagation at mesoscale is discussed. The methods combining SBFEM and Quadtree mesh 
are used for numerical analysis of concrete specimens at mesoscale with considering the 
interaction between the water pressure along crack surface and the crack propagation. The finite 
volume method is used to establish the coupling model of water pressure along crack surface and 
crack width. The water pressure distribution along crack surface is solved iteratively. The 
modelled crack paths and load-carrying capacities of concrete specimens are in excellent 
agreement with the experimental data. 
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Slope stability analysis is a challenging task when complex stratigraphies, complex geometries 
and spatially variably soil parameters are considered. Numerical methods, such as the finite 
element method are commonly used in slope stability analyses, however these methods require 
significant user input when meshing geometries consisting of heterogeneous and spatially 
variable materials. This paper presents a numerical technique combining the scaled boundary 
finite element method and image-based meshing for slope stability analysis. The inputs for the 
analyses require images detailing the strata and the spatial variation of the material properties 
within the strata. Quadtree decomposition was applied to simultaneously generate meshes and 
consider the spatial variation of material properties directly from the images through a mapping 
technique. The stability of slopes were analysed assuming an elasto-plastic Mohr-Coulomb 
constitutive model for the soil. The shear strength reduction technique is applied to evaluate the 
shear reduction factor iteratively to define the factor of safety of the stable slope. Coal slope at 
Yallourn open-pit mine,Victorial, Australia was used as a case study to demonstrate the 
application of the presented method. 
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This contribution presents the three-dimensional numerical modelling of randomly distributed short 
fiber-reinforced composites (SFRCs) with the scaled boundary finite element method (SBFEM)[1]. 
Automatic mesh generation of SFRCs in a discrete fashion is utilized to generate conforming 
meshes of the matrix and the fibers[2, 3]. To this end, three phase non-linear materials including 
matrix, fiber and interface are incorporated, which allows to simulate the progressive failure of 
SFRCs considering matrix cracking, fiber breakage and fiber/matrix debonding simultaneously. 
The analyses are performed on the platform ABAQUS through polyhedral user elements (UEL) 
derived by the SBFEM[4]. Damage constitutive law is employed to simulate the non-linear 
behaviour of matrix. The fiber and interface are represented by beam and spring elements with 
inelastic mechanical properties, respectively. The proposed model provides a relatively realistic 
simulation of randomly distributed SFRCs which considers complex microstructures with less 
demanding of computational resources and human efforts on meshing. The accuracy, robustness 
and efficiency of the proposed approach are demonstrated by means of serval numerical examples.  
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To solve wave propagation problems in soil or soil-structure domains using standard finite elements,
very large domains must be modeled to avoid reflections at the artificial boundaries or to increase the
accuracy of absorbing boundary conditions. Especially for three-dimensional problems, this procedure
can become very costly and inefficient.

An alternative approach is to use the scaled boundary finite element method (SBFEM) and to define an
unbounded subdomain, which is described by scaling the soil-structure interface towards infinity. Here,
the reaction forces at this interface are calculated by using the acceleration unit-impulse response method.
As a result, a convolution integral is present in the equations of motion of the bounded domain. In existing
publications, these are solved using implicit time-stepping schemes, such as Newmark’s method [1].

In this contribution, an explicit time integration scheme for acceleration unit-impulse response-based
models of unbounded soil-structure systems is proposed. The motivation is that various techniques for
increasing the efficiency of bounded domain models, such as mass lumping [2] or exploiting similarity
of structured meshes together with parallel computing [3], are tailored to explicit solvers. This can be
exploited especially in large three-dimensional models and reduce computation time. Both strategies,
implicit and explicit methods, are compared and discussed with respect to benefits and disadvantages in
the context of transient soil-structure interaction modeling.
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[1] Radmanović, B. and Katz, C. A high performance scaled boundary element method. Conf. Ser.:
Mater. Sci. Eng. 10 (2010) 012214.

[2] Gravenkamp, H., Song, C. and Zhang, J. On mass lumping and explicit dynamics in the scaled
boundary finite element method. Comput. Methods Appl. Mech. Engrg. 370 (2020) 113274.

[3] Zhang, J., Ankit, A., Gravenkamp, H., Eisenträger, S. and Song, C. A massively parallel explicit
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Particulate composites are widely used in the aerospace, automotive, and construction industry to im-
prove the mechanical performance of structural components. Additive manufacturing paved the way for
generating tailor made multi-material layouts of optimal properties; unfortunately, optimum additively
manufactured domains often involve tessellated geometries. This gives rise to complex and involved
damage patterns that need to be accurately estimated at the design phase. This necessitates the use of
numerical methods, e.g. the FEM to resolve damage patterns. However, when the domain comprises
arbitrarily shaped inclusions the efficiency of the solution procedure is hindered by the mesh refinement
restrictions imposed by the domain topology.

Polygonal element topologies have been shown to provide flexibility to overcome such issues.The Vir-
tual Element Method [1] emerged from Mimetic Finite Differences (MFDs) as an accurate and efficient
alternative to FEM, designed to address this issue. Shape functions are implicitly defined through care-
fully chosen degrees of freedom. State matrices are computed through projection maps without affecting
optimal error convergence rates. In this work, we explore the potential of the VEM to efficiently resolve
ductile fractures in particulate composites within a small strain setting. Driven by the work of [2] we
develop a ductile fracture phase field model within a VEM setting and combine it with a cohesive surface
approach to account for de-bonding at the matrix to inclusion interface. Further to the current state-of-
the-art, the case of J2 and Druger-Prager plasticity is examined, accounting for metal and ceramic matrix
composites, respectively.

Our preliminary results demonstrate that the VEM results in robust solutions that are more computa-
tionally efficient when compared to the standard FEM while achieving in resolving fractures in matrices
containing arbitrary shaped inclusions when compared to the standard Finite Element Method.
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The virtual element method (VEM) is an extension of the finite element method that permits 
arbitrary polygonal element geometry in two dimensions [1]. This mesh flexibility means that the 
VEM is well-suited to problems involving adaptive mesh refinement. However, the virtual 
element function spaces are defined such that quantities are only explicitly known on element 
edges. Thus, the well-known approaches to mesh adaptivity developed for finite elements cannot 
be directly applied to problems involving the VEM.  
 
A variety of approaches to adaptive mesh refinement procedures have been formulated and 
implemented for the VEM for the case of two-dimensional elastic problems. The approaches are 
motivated by seeking to improve the approximations of the displacement and/or strain fields. The 
performance of these approaches has been investigated in terms of accuracy vs computational 
cost compared to a traditional reference mesh refinement procedure.  
The performance was studied through a range of numerical benchmark problems, including the 
well-known L-shaped domain and punch problems. 
 
The the results demonstrate that each of the adaptive mesh refinement procedures consistently 
generates solutions of equivalent accuracy to the reference procedure while using significantly 
fewer degrees of freedom, and significantly less run time, representing a dramatic improvement in 
computational efficiency and improved convergence behaviour [2]. 
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Virtual element method (VEM) is a relatively new discretization paradigm which allows the numerical
solution of partial differential equations on general polytopal meshes. This geometric flexibility is very
useful in many solid and fluid mechanics applications, in particular when adaptive mesh refinement is
employed on moving or very complicated geometries. In this talk, we present recent advancements
in the understanding and practice of the adaptive virtual element method (AVEM) for the solution of
partial differential equations. In particular, we will discuss through extensive numerical experiments
both practical and theoretical issues, ranging from the strategy of refining a general polytopal to the
study of the convergence and computational complexity of the adaptive algorithm based on the iteration
of the classical paradigm:

ESTIMATE→ MARK→ REFINE→ SOLVE

where the module ESTIMATE computes a posteriori error estimators, MARK identifies the polytopal ele-
ments to be refined, REFINE performs the refinement of the marked elements and SOLVE finds the discrete
approximation on the adaptively refined mesh.
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In this contribution, the construction of first-order virtual elements for the shear deformable plate 
problem is presented and discussed. Transverse displacement and rotations are assumed as 
independent variables, in the framework of a standard displacement-based variational formulation. 
A piecewise linear approximation is adopted on the boundary of the polygonal element for both 
transverse displacement and rotations.  
 
Uncoupled polynomial approximations for the generalized strains, with different polynomial 
degrees for the bending and shear parts, are assumed for the construction of the consistent term of 
the stiffness matrix.  
 
With the aim of preventing shear locking in the thin-plate limit and keeping the construction of the 
element as simple as possible, an indirect enrichment of the approximation of the transverse 
displacement with respect to that of the rotations is introduced through a selective scheme for the 
stabilization term of the stiffness matrix [1].  
 
The performance of the method is tested through several numerical examples involving thin and 
thick plates and by using different polygonal meshes. As a result, the proposed first-order virtual 
elements allow to save degrees of freedom with respect to existing approaches [2,3] while keeping 
comparable results. 
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This study presents a computational framework for mixed-mode cohesive fracture simulation using 
the virtual element method (VEM). Because VEM is able to consistently handle arbitrary shped 
elements [1], VEM is one of the best candidates for the crack path representation in cohesive fracture 
simulation. To represent an arbitrary and curved crack path on polygonal discretization, the element 
splitting approach is employed [2,3]. For the accurate approximation of a crack-tip stress field and 
the crack propagation direction, the virtual grid-based stress recovery scheme (VGSR) [3,4] is 
utilized with the maximum strain energy release rate. To verify and validate the accuracy and 
robustness of the proposed computational framework, the mixed-mode fracture examples are 
illustrated. Numerical results demonstrate that VGSR-based crack growth criterion well captures 
an accurate crack path direction, even under the biaxial stress state. In addition, the computed crack 
patterns using the element splitting process show that smooth and curved cracks on polygonal 
elements, and good agreement with the experimental results. 
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In this presentation, we introduce an ongoing work about a virtual element method (VEM) for approx-
imating large deformations of plates with isometry constraints. We study both single layer plates and
bilayer plates in this project, and for latter we consider both Dirichlet boundary conditions and free
boundary conditions. The problem consists of minimizing a bending energy subject to a nonlinear and
nonconvex constraint. The energy is discretized using VEM and a discrete gradient flow is designed
for computing discrete minimizers. We first show Γ-convergence of the discrete energy to the continu-
ous one. Then we prove that the discrete gradient flow decreases the energy at each step and computes
discrete minimizers with control of the isometry constraint defect in L∞ norm. We also illustrate the
performance of our algorithm with several insightful simulations.

Contrary to previous finite element methods (FEM) for this type of problem, which use Kirchhoff ele-
ments [1], discontinuous Galerkin (DG) methods [2] and local discontinuous Galerkin (LDG) methods
[3], this VEM method can formally allow arbitrary order of discretization, and this is a main advantage
of the our method. A key ingredient in the analysis is an inverse inequality for L∞ norm of functions in
a virtual element space. Moreover, in the method for bilayer plates, we also propose a novel enhanced
virtual element space and interpolation operator, which turns out to be crucial in the treatment of the
nonlinear term appearing in the energy for bilayer plates.
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Boundary Variation Diminishing (BVD) schemes [1] have been recently developed as a high-
fidelity Godunov-type finite-volume method for compressible flows. In general, it is necessary to 
reduce numerical dissipation of the numerical schemes in order to resolve wide-range scales of 
flow structures. The numerical dissipation can be effectively reduced by the BVD principle [1] 
that diminishes the difference between the left- and right-value of a reconstructed physical 
quantity at the cell boundary. Following this principle, the BVD scheme was extended to combine 
the existing high-order scheme with the THINC (Tangent of Hyperbola for INterface Capturing) 
scheme [2] that is suitable for capturing the discontinuities. Such hybrid-type schemes can resolve 
both smooth and discontinuous solutions with high resolution. 
 
To explore further possibility of the BVD schemes, we investigate the effectiveness of β-variable 
THINC scheme [3], in which the steepness parameter β of the THINC function is changed locally. 
The algorithm to calculate the appropriate value of β for each cell is developed and the β-variable 
THINC scheme is embedded into the existing BVD formulation. The new BVD scheme can 
resolve the small vortices more clearly by adapting the value of β based on the local solution and 
simultaneously suppress the computational cost by reducing the number of candidate 
reconstruction functions. 
 
Furthermore, the BVD principle can be applied to the calculations of the compressible multi-
phase flows including moving interfaces as in cavitation and atomization. In such flows, the 
shape of the gas-liquid interface may change drastically. Therefore, it is more important than in 
the case of single-phase flows to suppress the numerical dissipation and capture the discontinuous 
solutions with high resolution. The effectiveness of the BVD scheme will be assessed by the 
benchmark tests relevant to actual problems (primary breakup of liquid jet inside rocket engine 
combustors, etc.). 
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Combustion has been applied as an energy source in various fields, but its detailed phenomena 
are still unknown due to the complex interaction of fluid dynamics and chemical reactions. 
Therefore, it is desirable to reproduce combustion phenomena by CFD simulation. However, the 
scale of a practical combustor is much larger than that of a flame and solving chemical reactions 
with an increasing number of strongly nonlinear equations to be solved dramatically increases the 
computational cost. For this reason, CFD simulations of combustion often solve chemical 
reactions in a greatly simplified manner, which does not lead to a detailed understanding of 
combustion phenomena. In addition, there is a recent need to reduce CO2 emissions. Therefore, 
there is a rapid demand for the development of combustors that can operate near the combustion 
limit to achieve higher efficiency and the use of biofuels and synthetic fuels, and it is becoming 
difficult to deal with this issue using conventional CFD simulations that cannot handle chemical 
reactions accurately. 
 
The main computational cost is due to the chemical reactions, for which implicit methods are 
generally applied due to their stiffness. As a result, the computational cost of generating the 
Jacobi matrix used in implicit methods is the square or cube of the number of chemical species. In 
the case of hydrocarbon fuels, the number of chemical species ranges from hundreds to 
thousands, making the computational cost impractical. Accordingly, Morii et al. have developed 
robust integration methods that do not require the Jacobi matrix [1, 2]. With the development of 
these methods, the computational cost is only proportional to the number of chemical species, and 
the computational cost has been significantly reduced. To further reduce computational cost, the 
developed methods have been incorporated into PeleC software [3], which incorporates AMReX, 
a library of adaptive mesh refinement methods. As a result, direct numerical simulations on an 
experimental scale are now possible and the results can be compared quantitatively with respect 
to knocking [4], which has been a problem in improving the efficiency of SI engines. However, in 
order to apply CFD simulation to the development of actual engines, further reduction of the 
computational cost is required. 
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Scale resolving simulations, such as Large Eddy Simulation (LES) and Direct Numerical Simulation
(DNS), require accurate, efficient, and stable discretizations of the Navier-Stokes equations. Recent
research has demonstrated that high-order spatial discretizations, such as the Flux Reconstruction (FR)
approach, are particularly appealing when coupled with explicit Runge-Kutta (RK) schemes on Graphical
Processing Units (GPUs). This has been shown to be an order of magnitude faster and, simultaneously, an
order of magnitude more accurate than industry standard Finite Volume (FV) methods [1]. However, one
disadvantage is that high-order schemes have increased numerical stiffness. This limits the maximum
allowable time step size, and prohibits their use beyond Reynolds numbers of approximately Re ≤ 106.

Paired Explicit RK (P-ERK) schemes have been proposed as a solution to this problem [2]. Families of
P-ERK schemes have an arbitrary number of stages, and each member of a family has a different number
of active stages. Members with more active stages require more unsteady residual calculations, yielding
larger stability limits. Members with fewer active stages require fewer unsteady residual calculations, but
have lower computational cost. All members from the same family can be paired seamlessly, allowing
schemes with more active stages to be used in stiff regions, wheras schemes with few active stages are
used in non-stiff regions. Previously, it has been demonstrated that P-ERK schemes yield 5-10x speedup
relative to classical explicit RK methods on Central Processing Units (CPUs).

In this work we will demonstrate the utility of P-ERK schemes combined with GPU acceleration in the
High-ORder Unstructured Solver (HORUS) developed at Concordia University. Using this approach
HORUS can obtain speedup factors in excess of 30-50x on a per-node basis when compared to classical
RK schemes on CPUs. This is observed over a range of different simulations including turbulent flow
over a sphere, tandem spheres, and a stalled airfoil. In this talk we will discuss implementation details
of P-ERK schemes on GPUs, partitioning, scaling, and show results for a range of different practical
LES/DNS simulations. Finally, recommendations will be made for the use of P-ERK schemes combined
with high-order methods for high Reynolds number flows.
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High-order methods have become a promising approach for the analysis and optimization of problems
involving complex fluid flows. In particular, the flux reconstruction (FR) method of Huynh [2] has
been shown to be an attractive choice amongst a variety of existing schemes [3]. The FR approach is
able to recover existing high-order discretizations and define new methods via the choice of correction
functions [2, 4].

Often, high-order methods are used in conjunction with explicit time-stepping due to their simplicity.
However, for stiff problems, the maximum allowable time-step size can be prohibitively small. On
the other hand, implicit time-stepping is also prohibitively expensive due to a large number of degrees
of freedom in the resulting systems of equations. These scale as p2d where d denotes the number of
dimensions.

In this work, we propose a new implicit flux reconstruction framework for convection-diffusion prob-
lems. These methods apply the hybridizable high-order discontinuous Galerkin approach of Cockburn
et al. [1] to the family of FR schemes. This hybridization allows for a reduction of the scaling of the
implicit system size to that of an effective lower dimension. This is possible by introducing unknowns
on the skeleton of the grid as well as an additional global conservation statement. Hence, the problem
can be rewritten in terms of this trace unknown using static condensation.

We will show how hybridized FR methods can significantly reduce the computational cost of convection-
diffusion implicit problems, particularly for higher-order discretizations. Furthermore, we present a new
elementwise postprocessing scheme in which we use FR correction functions to improve flux conver-
gence and thus obtain solutions that are more accurate and have better convergence rates. These findings
are supported by verification and validation studies on a series of numerical examples.
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This research aims to find a baseline grid configuration that provides cost-efficient and accurate solu-
tions for high-order implicit large-eddy simulation (ILES). To achieve this, the optimal grid resolution
for high-order ILES is estimated using the Kriging meta-model. Based on the Kriging optimization,
approximated relational expressions between the solution approximation order and the optimal grid con-
figuration, named the grid-Pk relations, are proposed in order to provide a guideline of a proper grid
resolution for ILES using high-order methods.

A fully developed turbulent channel flow at Reτ = 180 is employed as a model problem to elicit the
optimal grid resolution. Every computation is conducted using a high-order accurate solver based on the
modal Discontinuous Galerkin method [1]. Turbulent statistics are collected from the turbulent channel
flow simulation on a series of grid configurations (i.e., minimum wall-normal grid spacing, stretch ratio,
and spanwise grid spacing). An objective function is defined as the L2 error of the streamwise mean
velocity, and a cost constraint is imposed to avoid a trivial conclusion. Through the optimization process
by the Kriging meta-model and genetic algorithm, a set of optimal grid resolutions for various solution
approximation orders (P2, P3, and P4) are obtained.

From the optimization results, the grid-Pk relations estimating the optimal grid resolution for high-order
ILES are proposed. Those are validated by turbulent channel flows at Reτ = 180, Reτ = 395, and Reτ =
550 and external transitional flows over an SD7003 airfoil at Re = 60,000. The ILES results of turbulent
channel flows are compared to DNS results, and the flow over the SD7003 airfoil is compared to other
high-fidelity computations. As a result, the computations of both internal and external flows match well
with the reference solutions so that support the validity of the proposed grid-Pk relation.
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Modern high performance liquid rocket engines (LREs) operate at very high combustion 
pressures over 10 MPa with propellant injection at cryogenic temperatures. Under such trans-
critical conditions, the real-gas effect of propellants must be considered to predict liquidlike dense 
fluid behaviour and nonideality of thermodynamic properties [1]. The large and abrupt change of 
thermodynamic properties across the contact discontinuity between cryogenic propellants and hot 
combustion gas make robust and accurate simulations difficult. In particular, the high-order 
schemes required for accurate large-eddy simulations (LES) are more likely to suffer from 
numerical instability.  
In this study, the high-order flux reconstruction (FR) method [2] is developed for liquid oxygen 
(LOX) and gaseous hydrogen (GH2) coaxial jet flames under supercritical pressures. The SRK 
equation of state is used to account for real-gas effect and the Chung’s transport coefficient model 
is employed for LOX. To overcome the numerical instability for the conservative FR formulation, 
the invariant region preserving (IRP) limiter [3] is extended for the real-gas mixture. First, two-
dimensional LOX/GH2 inert turbulent mixing layer is computed for verifying the performance of 
the proposed scheme. Then, LES of the turbulent diffusion flame of single coaxial LOX/GH2 
injector is performed using the flamelet progress-variable (FPV) tabulated approach [4]. A high-
performance computing application of the full-scale engine combustor LES with more than 500 
injectors will be presented.  

REFERENCES 

[1] Matsuyama, S. Terashima, H. Koshi, M. and Umemura, A. Detailed modeling of 
supercritical jets and flames. In J. Bellan, editor, Progress in Astronautics and Aeronautics, 
volume 260, pages 569–628. AIAA, 2020. 

[2] Huynh, H.T. “A flux reconstruction approach to high-order schemes including discontinuous 
Galerkin methods,” in 18th AIAA Computational Fluid Dynamics Conference, AIAA 2007-
4079, 2007. 

[3] Jiang, Y. and Liu, H. Invariant-region preserving DG methods for multi-dimensional 
hyperbolic conservation law systems, with an application to compressible Euler equations. 
Journal of Computational Physics, 373:385 – 409, 2018. 

[4] Pierce, C.D. and Moin, P. Progress-variable approach for large-eddy simulation of non-
premixed turbulent combustion. J. Fluid Mech., 504:73 – 97, 2004. 

429



On the Use of Entropy Stable Flux Reconstruction for Large Eddy SimulationJulien Brillon, Alexander Cicchino and Siva Nadarajah

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

On the Use of Entropy Stable Flux Reconstruction for Large Eddy 
Simulation 

 
Julien Brillon 1*, Alexander Cicchino2 and Siva Nadarajah3 

1 McGill University, Montreal, QC, Canada, julien.brillon@mail.mcgill.ca 
2 McGill University, Montreal, QC, Canada, alexander.cicchino@mail.mcgill.ca 

3 McGill University, Montreal, QC, Canada, siva.nadarajah@mail.mcgill.ca 
 
Key Words: Entropy stable flux reconstruction, Large-eddy simulation 
 
 
High-order numerical methods, such as Discontinuous Galerkin (DG) and Flux Reconstruction 
(FR), i.e. FR-type methods, are particularly appealing for the Large Eddy Simulation (LES) of 
turbulent flows, as they show significant potential to improve simulation accuracy at comparable 
or reduced computational cost [1]. In LES, the unsteady turbulent motion is decomposed into a 
filtered (resolved) component, representing large-scale energy containing eddies, and a residual 
component by use of a low-pass filter. Due to the convenient spectral dissipation properties of 
FR-type methods, this filtering can be performed implicitly by the numerical dissipation of the 
spatial discretization scheme; this is referred to as implicit LES (ILES). Furthermore, in LES, the 
effect of the residual motions on the resolved scales is modelled by a sub-grid scale (SGS) model, 
representing a residual-stress tensor; which effectively dissipates turbulent kinetic energy (TKE) 
from the smallest resolved scales. In general, the truncation error of FR-type schemes resembles 
an additional numerical stress and amounts to an implicit SGS model, having similar influence as 
conventional SGS models; this is referred to as no-model ILES. However, despite the success of 
FR-type methods for the no-model ILES of turbulent flows at moderate Reynolds number flows, 
their application to industrially relevant simulations, consisting of higher Reynolds number flows 
or requiring coarser grids, has been limited ultimately due to the absence of nonlinear stability. It 
has recently been demonstrated that these limitations can be overcome with the use of energy 
stable DG schemes for ILES, possessing superior robustness and the ability to strongly increase 
fidelity on very coarse grids [2]. These promising results encourage the development of provably 
nonlinearly stable FR schemes for ILES, given the advantages of FR over DG such as larger 
explicit time stepping. Recently, the first critical step towards this has been taken with the newly 
proposed framework of generalized provably nonlinearly stable FR schemes in split form that 
enable both energy/entropy stability and conservation proofs, referred to as Entropy Stable Flux 
Reconstruction (ESFR) [3].  In this work, we present a novel ILES approach based on adaptive 
nonlinearly stable ESFR schemes (ESFR-ILES) that is well suited for shock-free turbulent flows 
by extending the original work on ESFR schemes to 3D systems of conservation laws. The use of 
the ESFR schemes for the ILES of shock-free turbulent flows is investigated and its performance 
with the use of various SGS models is demonstrated for both the viscous Taylor-Green Vortex 
(TGV) problem, and a decaying homogeneous isotropic turbulence (DHIT) test case. 
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Martian atmospheric conditions present various challenges when designing rotorcraft. Specifically, Mars
has a thin atmosphere with lower pressure and density compared to Earth, reducing the performance of
conventional airfoils. Additionally, the speed of sound on Mars is approximately 72% of that on Earth
which constrains rotor speeds in order to avoid high Mach numbers at rotor blade tips. These unique
conditions require Martian rotor blades to operate in a low-Reynolds-number (≈ 103 to 104) compressible
flow regime, for which conventional airfoils have not been designed.

Recent studeis have investigated the perfromacne of non-conventional airfoil designs, with sharp edges
and flat surfaces, under Martian atmospheric conditions [1] [2]. Further studies have explored optimiz-
ing such airfoils using Genetic Algorithms (GAs) [2]. These involve a high number of cost function
evaluations, and hence typically Reynolds-Averaged Navier Stokes (RANS) solvers are employed to
bound overall cost. However, RANS solvers have reduced predictive capability when the flow becomes
unsteady at moderate angles of attack, thus limiting the utility of the approach. Our work looks to over-
come this limitation by undertaking optimization using high-order Direct Numerical Simulations (DNS)
using PyFR (www.pyfr.org) [3].

In this talk, we will present results from GA based multi-objective optimizations of non-conventional
airfoils at various angles of attack under Martian atmospheric conditions. The findings can be used to
help design new rotorblades for next-generation Martian rotorcraft.
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PyFR is a high-order accurate Computational Fluid Dynamics (CFD) solver based on the Flux Recon-
struction approach of Huynh [1]. It is written in Python, and can target a range of hardware platforms via
an innovative Mako-based domain speciÞc language [2]. Over the past decade PyFR has matured into
an established part of the open source CFD ecosystem. It now has an active community of users around
the world, and is routinely applied to undertake high-Þdelity scale-resolving simulations across a range
of application areas, including at extreme scale. This talk will present results from some of the latest
simulations to be undertaken with PyFR, and provide insight into some of our latest technological devel-
opments, including cache blocking optimisations for the CPU backend, turbulence injection approaches,
and new shock capturing methods. Finally, we will outline our roadmap for future development of the
solver.

REFERENCES

[1] H. T. Huynh. A Flux Reconstruction Approach to High-Order Schemes Including Discontinuous
Galerkin Methods. AIAA Paper 2007-4079 (2007).

[2] F. D. Witherden, A. M. Farrington, P. E. Vincent. PyFR: An Open Source Framework for Solving
Advection-Diffusion Type Problems on Streaming Architectures using the Flux Reconstruction
Approach. Computer Physics Communications (2014) 185: 3028–3040.

432



Third-Order Paired Explicit Runge-Kutta schemes for Stiff Systems of EquationsSiavash Hedayati Nasab and Brian Vermeire

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Third-Order Paired Explicit Runge-Kutta Schemes for Stiff Systems of 
Equations 

 
Siavash Hedayati Nasab1* and Brian C. Vermeire2 

1 Concordia University, 1455 De Maisonneuve Blvd. W. Montreal, Quebec, Canada. H3G 1M8, 
siavash.hedayati@concordia.ca 

2 Concordia University, 1455 De Maisonneuve Blvd. W. Montreal, Quebec, Canada. H3G 1M8, 
brian.vermeire@concordia.ca 

 
 
Key Words: Runge-Kutta methods, Optimal time-stepping, Flux reconstructions 
 
 
  In this paper, we expand the family of Paired Explicit Runge-Kutta methods, referred to as P-ERK 
schemes, to third-order accuracy in time. The P-ERK approach is particularly appealing for the 
solution of locally stiff systems of Partial Differential Equations (PDEs) to reduce computational 
cost. Previously, it was shown that P-ERK family members with different numbers of derivative 
evaluations can be applied to different regions of the domain, based on local stiffness requirements, 
so the global time-step to be taken as large as possible [1]. However, the original family of P-ERK 
schemes is limited to second-order accuracy [1]. In this study, we introduce a new family of P-ERK 
methods with third-order accuracy, and optimize them specifically for high-order flux 
reconstruction [2] spatial discretizations [3]. We verify that these methods achieve their designed 
order of accuracy for an isentropic vortex case with arbitrary combinations of schemes. We then 
demonstrate that simulations with the third-order P-ERK family can achieve significant speedup 
factors compared with classical third-order Runge-Kutta methods. These speedup factors are 
obtained for laminar and turbulent flow over an SD7003 airfoil and a turbulent tandem spheres 
simulations. These results demonstrate the P-ERK schemes are a suitable approach for accelerating 
high-order accurate simulations of unsteady turbulent flows. 
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The approximation of systems of nonlinear hyperbolic conservation laws remains a 
challenge for the development of many high-resolution numerical schemes due to their lack of 
robustness in the vicinity of discontinuities. For these systems, discontinuities can, and often do, 
arise from initially-smooth data, and without proper treatment, can result in spurious oscillations 
that can degrade the quality of the solution or cause the scheme to fail altogether. Various nonlinear 
stabilization techniques have emerged among practitioners of high-order numerical schemes, and 
these techniques share a common goal of robustly resolving discontinuous features while 
recovering high-order accuracy in smooth regions. The addition of an artificial viscosity can be 
considered to be the most ubiquitous stabilization method for numerical schemes. This approach 
possesses several favorable properties in that it can robustly resolve discontinuities, is simple to 
implement and extend to unstructured grids, and has rigorous mathematical backing in the context 
of hyperbolic conservation laws. However, determining where and how much artificial dissipation 
to apply is an open problem, as the stability of the scheme can suffer if not enough dissipation is 
introduced in the vicinity of a shock, but solution accuracy in smooth regions can be severely 
degraded if unnecessary dissipation is applied.  
 

In this talk, we will describe a novel approach for estimating the artificial dissipation 
required for robustly resolving discontinuous features in hyperbolic conservation laws. The 
artificial viscosity term is calculated based on an estimation of the reversibility of the system, 
utilizing the fact that entropy production by shocks imposes a time-irreversibility condition on the 
solution. The proposed approach can be applied without any additional governing equations, is 
independent of the mesh and approximation order, does not require a priori knowledge of the 
hyperbolic system in question, and requires the use of only one tunable parameter. The primary 
novelty of this method is that the resulting artificial viscosity is unique for each component of the 
conservation law which can significantly improve the accuracy of the approximation of systems in 
which some components exhibit discontinuities while others do not without additional 
computational cost. The efficacy of this method will be shown through numerical simulations in 
the context of a high-order discontinuous spectral element method for hyperbolic conservation laws 
such as the Euler equations and ideal magnetohydrodynamics.  
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A wide range of multiphysics problems arising from different scientific fields are dominated by multi-
material interactions. When complex interface geometries are at stake, the applicability of established
boundary or interface mesh-conforming discretization may be strongly limited, especially for moving in-
terface problems. Past and current intense developments of geometrically unfitted methods have opened
the way to new simulations capabilities. Among this broad family of methods, the so-called eXtended
Discontinuous Galerkin (XDG) Method introduced in [1] and further developed in our previous work
[2, 3] is the focus of the present paper.

While highly increasing versatility, decoupling the finite element approximation space from the back-
ground mesh entails additional difficulties for the XDG method that will be addressed in this work:
(i) interface representation and motion, (ii) management of independent sets of degrees of freedom in
cut-cells, (iii) integration over implicitly defined domains, (iv) treatment of small cut-cells, (v) time-
integration on moving domains, (vi) interface coupling conditions enforcement.

The presentation will cover the aspects described above accompanied by illustrative test cases. Particular
emphasis will be placed on the novel proposed coupling strategy for complex multi-material problems,
such as viscous compressible gas-liquid flows.
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Structural membranes and shells are modelled by partial differential equations posed over curved 
two-dimensional surfaces in the three-dimensional space. Herein, these surfaces are embedded in 
a three-dimensional background mesh composed by higher-order elements and a fictitious domain 
method (FDM) is proposed for the approximation. Such a method may also be labelled Cut FEM 
or Trace FEM [3,4]. The governing equations of structural membranes featuring large 
displacements as well as linear Kirchhoff-Love and Reissner-Mindlin shells are formulated based 
on the Tangential Differential Calculus (TDC) [1-3]. The geometries of the structures are implied 
by the level-set method, prescribed at the nodes of the higher-order background mesh and 
interpolated in-between. 
 
In any FDM, the following three issues have to be addressed: (1) The numerical integration of the 
weak form in the (three-dimensional) background elements which are cut by the membrane or 
shell. Therefore, the zero-level sets of the level-set functions have to be identified and integration 
points defined. (2) The application of boundary conditions within the background elements which 
is done based on Nitsche's method here. (3) The stabilization with respect to shape functions with 
extremely small supports on the structure. When using FDMs for the approximation of PDEs on 
manifolds, a stabilization is also required to tackle linear dependencies of the three-dimensional 
shape functions of the background mesh when applied to the analysis of the (curved) two-
dimensional structures. Numerical results show the success of the proposed formulation. 
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Inverse problems in geophysics seeking to understand the current state of planet Earth use data from
multiple observables and involve a variety of physical principles. One of the key fields to determine is
the temperature, and it affects almost all the other physical quantities involved (e.g. densities, viscosities,
wave propagation velocities, among others).

Within inverse problems, the parameters determining the interface locations are usually to be determined.
Some of these interfaces are defined by isotherms. The inverse solver requires the solution of many
forward problems where the location of the interface change. Consequently, the isotherm position in the
computational domain changes. Setting Dirichlet conditions within the domain might lead to ill-posed
problems.

In this work, we will analyse the one, two and three-dimensional cases in a simple setup to understand
the issue and propose a well-posed problem statement and a numerical solution strategy.
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The finite cell method is an immersed boundary method which combines a fictitious domain method
with a (higher-order) finite element method [1]. Its basic idea is to replace the possibly complicated
physical domain by an embedding domain of a geometrically simple shape which can easily be meshed.
The variational formulation of the problem and its finite element discretization is defined on the em-
bedding domain. The geometry of the physical domain is incorporated via an indicator function, which
necessitates the implementation of an appropriate quadrature scheme.

The talk presents concepts of a posteriori error control for the finite cell method. The focus is on a
residual-based error control for the reliable estimation of the discretization error with respect to the
energy norm [2] and on the application of the dual weighted residual approach (DWR), which enables
the control of the error in terms of a user-defined quantity of interest [3, 4]. In particular, the use of
the DWR approach allows for the separation of the discretization error and the quadrature error. Both
concepts of error control can be used to steer adaptive schemes for local mesh refinements. In several
numerical experiments the performance of the error controls and the adaptive schemes is demonstrated.
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As it removes the computationally expensive operation of generating the body-fitted mesh, the 
enrichment technique has been widely employed to consider structural discontinuities within an 
element. The standard shape function is locally hybridized with an enrichment function, enabling 
either state variable (e.g., displacement) or its derivative fields to contain discontinuity within the 
function. Irregularities such as jump, kinks, and other non-smoothness of a displacement field or 
its gradients are approximated, and the accuracy of the solution increases accordingly. The 
remarkable success of the techniques is based on the robustness and generality of the method, which 
is underpinned by the fact that the enriched function retains partition of unity properties. However, 
the enrichment techniques typically introduce a challenge in domain integration since the Gauss 
quadrature, which assumes Gauss-Legendre polynomial as an integrand, cannot be used in the 
standard form. Such changes, furthermore, often incur a high computational cost that is in 
proportion to the number of enriched elements, which is tied to the accuracy of the solution. For 
instance, in the extended finite element method (XFEM) [1], one of the most widely used 
enrichment methods, the number of Gauss quadrature points increases rapidly in proportion to the 
number of enriched elements.  
This work introduces a novel method that calculates quadrature weights that adaptively change 
depending on discontinuity geometry. Inspired by a novel adaptive quadrature method presented 
recently [2], which reduces the computational load by fixing the number of integration points 
regardless of the discontinuity, we also combine the moment fitting method and the selective 
enrichment strategy. Additionally, we present a way to further accelerate computing the weights by 
leveraging the potential of the artificial neural network, a standard machine learning technique. 
Thanks to the nonlinear regression provided by the trained network [3], the computational overhead 
is minimized without sacrificing the accuracy of the solution: time-consuming operations- the 
calculation of the moments and the model's training-are done in the offline stage. Furthermore, we 
improve the solution accuracy without increasing the finite element grid by adjusting the moments 
by a detailed representation of the enrichment. We demonstrate the accuracy and efficiency of the 
proposed method by solving several numerical examples. 
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The development of tailor-made medical applications, such as personalised prosthetic implants benefits
from the accurate prediction of short and long term bone remodelling simulation. The present work
describes a numerical technique to reduce modelling errors through the derivation of patient-specific
biological factors and physiological actions affecting this processes.

In the literature, the simulation of bone remodelling usually involves coarse estimations in the imposed
physiological structural boundary conditions and the biological parameters included in the formulation
of the remodelling algorithms. These generic assumptions, which introduce a large amount of modelling
errors, are applied since the actual measurement of the modelling environment in each patient is not
readily available in a practical medical protocol. In the proposed an optimization algorithm searches for
the values of the sought patient-specific parameters. The optimization algorithm is driven by the error
minimization between the obtained bone architecture after one remodelling cycle and a reference one,
the CT scan image of the patient, assuming an homeostasis condition in the medical image. The bone
remodelling algorithm used was proposed by Doblaré and Garcı́a [1], while the tissue mechanical stim-
ulus is computed using a immersed boundary methodology, the Cartesian grid Finite Element Method,
since it is well suited for the generation of FE models directly from medical images [2].

A case study involving a pre-implantation human mandible CT scan image, suggests that the procedure
is able to efficiently generate simulation conditions which are closer to those physiological observed in
the medical image.
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TEO/2021/046), Ministerio de Economı́a, Industria y Competitividad (DPI2017-89816-R) and FEDER,
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Numerical methods are widely used for solving engineering problems. For complex geometries, the
finite cell method (FCM) - a combination of high-order finite elements with fictitious domain methods -
is a promising approach [1]. Due to it’s simple Cartesian grid, it is very efficient for modeling complex
geometries. For smooth problems, the convergence rate is even exponential and therefore, the FCM
performs very well. However, when dealing with heterogeneous microstructures coming from computer
tomography (CT) scanner, such as, for example, hybrid metal foams or cemented sand, we face two
challenges.

The first challenge is the non-smooth (staircase) geometry description given by the CT-scans. To increase
the accuracy of the FCM, the geometry of the problem has to be smoothed. Here, a smooth geometry
reconstruction based on a (cell-wise) least-squares fit is employed, which will be directly applied on
the grayscale values of the voxel models, obtained from the CT-scans. This leads to a smooth levelset
function, which then describes the geometry. This procedure has also the advantage, that it is directly
applied on the raw data of the CT-scans, i.e. a time-consuming segmentation process will be avoided.

The second challenge is related to the heterogeneous materials, where the problem is not smooth anymore
and thus, solving it becomes more challenging. Because of the different materials, weak discontinuities
will occur at the material interfaces. These discontinuities are kinks in the solution, i.e. displacements,
and jumps in the derivatives, i.e. stresses and strains. Since the FCM uses only smooth polynomials, it is
not possible to capture the discontinuous part of the solution accurately and therefore, the convergence
rate deteriorates. To overcome this issue, the FCM is extended by the local enrichment, which is based on
the hp-d method combined with a high-order partition of unity (PUM) approach [2]. With this approach,
the discontinuities in the heterogeneous materials can be captured very precisely.

In this contribution, the proposed approaches are explained and then, numerical examples are presented.

REFERENCES
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In recent years, Guided-Waves (GW) based assessment has evolved into a potent field of Structural
Health Monitoring (SHM). In this context, data driven methods are often found lacking. To boost perfor-
mance, model-based evaluations can be used; these rely on transient analysis of simulations of the struc-
ture, where damage is detected by incrementally updating a numerical model as to match the recorded
signal. In this task, the main challenge lies in providing an adequate Ansatz space for the simulation of
high frequency modes, whilst automatically discretizing potentially complex structures and damage con-
figurations. With the spectral cell method, voids in the domain can be represented independently from
the mesh, while the Gauss-Lobatto-Legendre nodal configuration delivers high order shape functions,
and enables the direct application of explicit solvers by virtue of the nodal quadrature method. This last
advantage, however, is contingent on the use of mass lumping procedures over intersected elements, due
to the customized quadrature rules used to resolve discontinuous integrands. For this, HRZ lumping can
be applied as in Ref. [1], while an alternative based on moment fitting was recently suggested by the
authors [2].

In this contribution, we aim at representing a more generalized set of features, such as cracks or inclu-
sions. This is achieved via partition of unity enrichment functions, and a new moment fitting approach
to lump the mass of enriched elements, resulting in a block-diagonal mass matrix. To render the mass
matrix fully diagonal, eigenvalue decomposition of the system of equations can then be performed. We
assess the stability of the method by considering a unit-size enriched element. Finally, its capabilities are
demonstrated on the illustrative 3D modeling example of a cracked plate.
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The Finite Cell Method (FCM), combining an unfitted discretization via Cartesian meshes and higher
order shape functions, is an accurate and efficient tool, especially when it comes to the simulation of
highly complex geometries [1]. The discontinuous integrals over cut elements are often computed using
an adaptive integration scheme based on an Octree-Decomposition (OTD), resulting in a set of disjoint
sub-cells over which the integral is computed individually. While the popularity of this approach is
justified due to its robustness and easy implementation, high accuracy requirements often lead to a serious
computational overhead due to the large number of generated integration points.

In our contribution, the Boolean FCM (B-FCM) approach proposed by Abedian and Düster [2] for porous
media is further extended. Thus, the aim of this contribution is twofold: (i) application of the B-FCM to
multi-material problems and (ii) combination with the local enrichment technique to accurately capture
the weak discontinuities in the displacement field over cut cells in elastic problems [3]. The proposed
B-FCM approach is based on the standard space-partitioning via OTD for integration purposes, however,
it relies on Boolean operations. These are realized by introducing unique Boolean labels for each sub-
cell. This serves two goals: (i) steering the OTD, such that a set of overlapping sub-cells is obtained in
which the integration points can be distributed much more efficiently and (ii) modifying the integrand by
Boolean operations over the individual sub-cells, such that the overlapping nature of the sub-cells is taken
into account. Thus, the integral value over the entire cut cell is not changed. Using the proposed B-FCM
approach, a significant reduction in the number of integration points by 70-80% can be obtained, which
leads to major time savings when dealing with multi-material problems both in 2D and 3D applications.
Furthermore, it should be noted that despite the impressive decrease of the number of integration points,
the accuracy of the numerical integration is not affected.
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The finite cell method (FCM) is a combination of an immersed boundary method and high-order shape
functions [1]. Since the geometry of the underlying problem is embedded into a simpler domain, it can
be discretized using a Cartesian grid. This makes it suitable for modeling complex geometries such as
structures generated from additive manufacturing or metal foam-like structures.

The Simulation of structures, including large deformations and finite strains, poses multiple challenges.
The severe distortion of the mesh may significantly affect the accuracy and robustness of the numerical
method and restrict it to smaller deformations than required. This problem is particularly present in
the FCM, where complex geometries are discretized with a non-conforming Cartesian grid introducing a
fictitious material with very low stiffness. In order to improve the FCM’s robustness, we propose a global
remeshing strategy to allow the nonlinear computation to proceed even for very large deformations where
the distortion of the cells becomes significant [2]. The main idea is to perform a computation up to a
specific deformation state where the distortion of the cells becomes critical. Afterwards, a new mesh is
introduced to be able to continue the analysis.

Also, fictitious domain methods such as the FCM suffer from ill-conditioning especially when broken
cells possess a very small volume fraction of the physical domain. One way to improve the conditioning
is to introduce a very soft material in the fictitious domain. However, this method can modify the solution
significantly because of the large stiffness added to the system. To this end, we apply and adapt a more
efficient stabilization technique proposed by Loehnert [3] to improve the condition number of the FCM
without affecting the solution significantly. In this approach, only the modes causing high condition
numbers are stabilized for each broken cell, based on the eigenvalues of the cell stiffness matrix. The
performance of the proposed methods will be illustrated using different numerical examples.
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We present an efficient and robust integration method to deal with volume representations (Vreps) in iso-
geometric analysis. In contrast to boundary representations (B-reps), the building blocks of V-reps are
B-spline or NURBS (Non-Uniform Rational B-Spline) trivariates that generally involve trimming. While
the related theories have been established in our precedent works [1, 2], here we focus on the correspond-
ing algorithms to generate quadrature meshes for trimmed trivariates, including: (1) decomposition of a
trimmed element into a collection of cells where the standard Gauss quadrature rule can be applied, and
(2) reparameterization of the involved trimming surface in each cell as a Bezier surface. In particular,
we adopt the marching-cubes cases [3] as the base cases and develop a corresponding decomposition for
each of them to minimize the number of the resulting cells. Such a cell can be a hexahedron, wedge,
pyramid, or a tetrahedron. On the other hand, trimmed elements that do not fit into one of the base cases
are reparameterized using a novel strategy based on the use of folded decompositions [4]. In the end, we
present several 3D examples to show the robustness of the proposed method.
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In this work, we analyse the links between ghost penalty stabilisation [1] and aggregation-based

discrete extension operators [2] for the numerical approximation of elliptic partial differential

equations on unfitted meshes. We explore the behavior of ghost penalty methods in the limit as

the penalty parameter goes to infinity, which returns a strong version of these methods [3]. We

observe that these methods suffer locking in that limit. On the contrary, aggregated finite element

spaces are locking-free because they can be expressed as an extension operator from well-posed

to ill-posed degrees of freedom. Next, we propose novel ghost penalty methods that penalise the

distance between the solution and its aggregation-based discrete extension. These methods are

locking-free and converge to aggregated finite element methods in the infinite penalty parameter

limit. We include an exhaustive set of numerical experiments in which we compare weak (ghost

penalty) and strong (aggregated finite elements) schemes in terms of error quantities, condition

numbers and sensitivity with respect to penalty coefficients on different geometries, intersection

locations and mesh topologies. We will also discuss novel discrete extension operators that  are

well-posed for high order methods. Instead of considering extrapolations of the interior basis, we

propose modified modal bases that do not involve high order extrapolation.
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The Shifted Boundary Method (SBM), introduced in [1], is an approximate domain method, falling in
the broader class of un unfitted/embedded/immersed methods. In the SBM, the location where boundary
conditions are applied is shifted from the true boundary to an approximate (surrogate) boundary, and, at
the same time, modified (shifted) boundary conditions are applied. Since its appearance, the method has
proven to be both flexible and robust in a variety of different applications, ranging from fluid-dynamics
to solid mechanics, from heat transfer to electrostatics (see, e.g., the references in [2, 3, 4]).

The comprehension of the mathematical foundations of the method has accompanied its practical ap-
plication in real-life situations. The analysis of the mathematical properties of the SBM highlights – in
particular – sufficient conditions on the geometry, the unfitted mesh and the shifted boundary operator
that guarantee the well-posedness of the SBM discrete variational formulation. This is accomplished
through the fulfillment of suitable coercivity or inf-sup conditions, which can be checked in practice as
they depend in an explicit way upon known quantities.

We will report our results in two different – somehow opposite – situations, namely the case of domains
with corners [2] in which the physical solution is expected to exhibit singularities, and the case of do-
mains with very smooth boundary, where the expected smoothness of the solution naturally suggests the
use of a high-order approximation of the boundary operator [4]. We will also discuss the treatment of
non-Dirichlet boundary conditions [3], as well as some open problems remaining in the analysis.
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Additive manufacturing (AM) in construction is a rapidly growing research field due to the increased
geometric freedom, process automation and design optimization that it offers. The individualized part
design promotes the construction of structural elements with exceptional physical properties. However,
the realization of such elements highly depends on understanding the geometrical multiscale nature of
the structures. As resolving the locally varying properties of AM components in a construction scale
analysis is impractical, conventional structural analysis tools are not readily equipped to handle AM
parts. A proper dimensional reduction process that can effectively deal with the geometric complexities
of AM components is needed to represent the parts on the construction scale analysis.

In this contribution we propose such dimensional reduction process and illustrate its effectiveness in
combination with a construction scale structural analysis. The dimensional reduction process can be
realized by the homogenization of thermal and mechanical properties of the parts. By virtue of be-
ing a fictitious domain method with high-order finite elements, the Finite Cell Method (FCM) [1] is
well-equipped to handle the individualized part geometries. Two cases with practical relevance are con-
sidered: a concrete wall element with internal cellular structures and a space frame with individualized
3D printed node topologies. In the case of the wall element, the thermal transmittance is chosen to rep-
resent the homogenized thermal behavior. The numerical results are validated by physical experiments.
The bending and axial stiffness are used to characterize the homogenized mechanical behavior of the
nodes. The numerical studies utilize massively parallel machines to solve large equation systems with
many millions of unknowns [2], demonstrating the scalability of the approach to handle larger parts and
complex constructions.
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Fictitious domain methods are of increasing interest since they do not require the generation of body-
conforming finite element meshes. Therefore, fictitious domain methods are suited for problems with
complex geometries. The finite cell method (FCM) is a combination of the fictitious domain approach
with high-order finite elements. Thanks to the use of Cartesian meshes, the pre-processing, i.e. mesh
generation is significantly simplified. Due to the fact that the applied meshes do not conform to the ge-
ometry of the problem, special care has to be taken with respect to the numerical integration of the weak
form, the local refinement of the approximation as well as the treatment of boundary conditions.

The presentation will focus on the numerical integration of cut finite elements and cells arising in ficti-
tious domain methods. First, a short overview of existing quadrature schemes will be given. Then, the
moment fitting approach will be discussed in more detail. We will present some recent advances related
to the moment fitting increasing its efficiency and robustness with respect to the computation of nonlinear
problems. Emphasis will be placed on the question of how non-negative weights influence the robustness
of the finite cell method. The investigations to be presented will range from the integration of polynomi-
als and arbitrary functions to the solution of problems of solid mechanics applying the finite cell method.
To this end, we will consider linear elastostatic problems as well as nonlinear solid mechanics problems
including hyperelasticity and elastoplasticity at finite strains.

REFERENCES

[1] Müller, B., Kummer, F. and Oberlack, M. Highly accurate surface and volume integration on im-
plicit domains by means of moment-fitting. Int. J. Num. Meth. Engng. (2013) 96: 512–528.
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The most common CAD software in engineering use Non-Uniform Rational B-Splines (NURBS) 
to define the geometry of the models. This form of representation has important advantages from 
a design point of view, but it is a major obstacle for most CAE software. Only the most advanced 
finite element codes such as NEFEM or IGA preserve the NURBS representation of the 
geometries, while most commercial codes use approximate models. 
 
Within the research line of the Cartesian grid Finite Element Method (cgFEM), we are interested 
in the numerical resolution of wave propagation problems. This type of simulation requires a 
faithful representation of the domain since small variations in the geometric model can lead to 
completely different solutions. The definition of geometry has consequences at many different 
stages of the analysis process (mesh-geometry intersection, operator evaluation, boundary 
condition imposition...) and it is necessary to have a wide range of tools for handling geometric 
issues. Although geometric modelling using NURBS is standard, to the author’s knowledge, there 
is no library that offers all the necessary functionalities for analysis purposes. 
 
In this work, we present the NURBSLAB toolbox. This MATLAB library contains all the 
functions we have developed for handling NURBS in the cgFEM context, and it is available to 
the scientific community under GNU license. We evidence the enhanced functionalities of our 
implementation in comparison with other available alternatives. We also show its application 
within the cgFEM framework and the use of some special features to improve the robustness of 
the analysis process. 
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This work is in the context of the safety-system development for the new generations of nuclear power
plants. We wish to model the turbulent flow inside an industrial passive-safety device, the in-vessel flow
limiter, based on the fluidic-diode principle [1]. Our goal is to design and optimize its shape. This shape
optimization would need a lot of computations, each one with a specific mesh relative to the evaluated
shape, followed by a statistical treatment.
In order to avoid the time consuming phase of re-meshing, we use the Fictitious Domain approach. Using
an in-house industrial software, we face the constraint to not being able to modify the physical-problem
governing equations in the code. Taking into account this fact, we choose the Penalized Direct Forcing
method, a merge of the Penalty and Direct-Forcing (DF) methods [2]. It consists in a penalized forcing
term, written in a DF formulation, added to the governing equations for taking into account the immersed
boundaries.
Considering industrial turbulent-flow problems computed by RANS approach and not-resolved boundary
layers, we need an appropriate immersed wall treatment. An immersed power-law-based wall model
is chosen because its ability to model the velocity profile inside the whole boundary layer [3]. This
is important due to the non-uniform distribution of the forced-node distances to the immersed wall.
Moreover, this wall model has the advantage to be explicit and to not rely on an iterative procedure for
the friction velocity determination. Therefore, coming from our previous directional linear interpolation
technique [2], we have implemented the power law approach into our PDF method.
Using a Finite-Element version of our PDF method, we validate this approach on analytical-test cases
and present our results concerning the in-vessel flow limiter industrial-test case.
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Geometrically unfitted methods, i.e. the numerical methods using the computational meshes that do not
fit the boundary of the domain, and/or the internal interfaces, have been widely used in the computational
mechanics for decades. Their classical variants (Immersed Boundary or Fictitious Domain methods) are
easy to implement but can suffer from poor accuracy. More recent approaches, like XFEM and CutFEM
enjoy the optimal accuracy at the price of a considerable sophistication wrt the implementation: they
introduce the integrals on the actual boundary and on the parts of the mesh cells cut by the boundary (the
cut cells) so that a non trivial numerical integration is required.

In this talk, we present an alternative unfitted method – φ-FEM, first introduced in [1, 2], then extended
to less academic problems in [3]. As in CutFEM/XFEM, we suppose that Ω is embedded into a sim-
ple background mesh and we introduce the active computational mesh Th, getting rid of the cells lying
entirely outside the physical domain. The general procedure is as follows: we extend the governing equa-
tions from Ω to Ωh (the domain of Th) and write down a formal variational formulation on Ωh without
taking into account the boundary conditions on ∂Ω; we then impose the boundary conditions on ∂Ω using
an appropriate ansatz or additional variables, explicitly involving the level set φ which provides the link
to the actual boundary; finally, we add an appropriate stabilization to guarantee coerciveness/stability on
the discrete level. This approach allows us to achieve the optimal accuracy using the usual FE spaces and
the usual numerical integration: all the integrals in φ-FEM can be computed by standard quadrature rules
on entire mesh cells and on entire facets. FE of any order can be straightforwardly used. The geometry
is naturally taken into account with the needed optimal accuracy: it suffices to approximate the levelset
by piecewise polynomials of sufficiently high degree.
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Numerical simulation of the density-driven flow in partially saturated aquifers is a challenging field of
great practical importance. Robustness of the numerical methods should allow computations on domains
whose geometry and hydrogeological structure approximate real-world geological formations (cf. e.g.
[1]). The mobile liquid phase (solution of salt in water with variable concentration) saturates only a part
of the domain. The flow of this phase is essentially influenced by dynamics of the interface between the
saturated and unsaturated subdomains (the s.c. phreatic surface), as well as by gradient of the density.

In our talk, we consider two approaches for modeling this setting: The Richards-like model imposes a
uniform system of PDEs in the whole domain [2]. In contrast to it, the phreatic surface can be considered
as a moving boundary of the saturated subdomain and represented by the level-set approach. On this
interface, the boundary conditions for the flow model are treated by the ghost-fluid method [3]. We
compare these the approaches to investigate their limitations and computational aspects.

In our implementation, the systems of the PDEs are discretized by a vertex-centered finite-volume
scheme. For the solution of the discretized systems linearized in the Newton’s method, we apply the
geometric multigrid method with ILU smoothing. The solvers is parallelized. We present results of the
numerical experiments.
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The complex geometries of practical problems bring about a great challenge to the preprocessing 
of the standard finite element method (FEM), wherein the mesh conforms to the physical domain. 
An unfitted FEM with the physical domain embedded in a relatively simple mesh is a promising 
substitute for the fitted FEM for such cases. However, the use of the unfitted FEM for poroelasticity 
problems with continuous interpolation is seldom reported. Hence, in this paper, we propose a 
symmetric weak formulation based on the modification of Nitsche's method for fully coupled two-
field poroelasticity. Furthermore, three stabilization terms based on the ghost penalty method are 
introduced to address the ill-conditioning caused by the extreme cut. The fluid pressure Laplacian 
method was employed to stabilize the pressure at the early stages in cases of small permeability 
and/or time step when P1P1 interpolations are employed. 
 
The overall performance of the proposed methodology was evaluated through detailed numerical 
experiments. The methodology demonstrated excellent accuracy. The introduction of three ghost 
penalty terms enormously reduced the condition number, and the resulting condition number is at 
the same level as or close level to that of the fitted FEM. More importantly, they do not lead to 
great consistency errors, and the optimal convergence rates are preserved. Both the conditioning 
numbers and accuracies are approximately independent of the cut ratio. Furthermore, neither the 
accuracy nor the conditioning is very sensitive to the ghost penalty parameters. 
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In many engineering processes, e.g., mechanized tunneling, the efficiency of drilling processes strongly
depends on the wear of the tools applied on the machine. In case of tunnel boring machines, cutting disks
as well as chisels are used as mining tools, which consist of a metallic body armored by metal matrix
layers. Those underlie the wear mechanisms abrasion and surface spalling. The latter is governed by sub-
critical crack propagation on the microscale under cyclic loads. Hence, the microstructure morphology
and the material properties of the constituents strongly influence the resistance against crack propagation
and thus against surface spalling.
In this contribution, a framework for the simulation of ductile crack propagation through metal matrix
composite microstructures is presented. Therein, the eigenerosion approach as presented in [1] and
its implementation for small strains in [2] are extended to an algorithmic scheme for finite strains and
ductile fracture. For the ductile constituents, the finite strain J2-plasticity formulation in [3] is applied. In
order to efficiently simulate microstructures based on voxel data, an algorithm combining the extended
Eigenerosion approach with the Finite Cell Method as introduced in [4]. As major part thereof, the mesh
is refined adaptively at the crack tip by transforming the subcells of those finite cells at least containing
one eroded subcell into single finite elements. The occurring hanging nodes are managed following [5].
In our approach, a special cell arrangement is constructed which minimizes the number of cells on the
one hand and on the other hand, maintains a suitable aspect ratio of the cells’ edge lengths. This aspect
ratio may be irrelevant just for the integration in the subcells, but as soon as the subcells are transformed
to separate elements at the crack tips the regularity of the elements becomes important. By evaluating
results of simulations at the microscale, is it is shown that failure of the material can be investigated
based on the proposed numerical scheme.
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Thin-film flows, observed in varied applications, are commonly seen in automobiles moving
through rain. The prediction of the behaviour of such films is an important aspect that needs con-
sideration during the design of vehicles with regard to their effect on exterior sensors, changes
in aerodynamic behaviour, seepage of water into parts of the vehicle, etc. The droplet-phase
model is a novel method that models the development and evolution of thin-films in the form
of droplets. It consists of moving droplets on a 2-D manifold and allows the use of computa-
tional resources more efficiently in comparison to fully 3-D Navier-Stokes solvers to capture
the same behaviour[1]. In the droplet-phase approach, the 2-D manifold contains droplets. The
film height at a given location, is a function of the location of droplets in its neighbourhood. The
momentum equation takes into consideration various forces that act on the droplet (hydrostatic
pressure, viscous forces, etc.), and solves for the velocity of the droplets. The derivatives are
estimated using weighting kernels and their derivatives, as in SPH. The advection of droplets at
the solved velocity results in the evolution of the height function. In this approach, therefore, the
evolution of the height function is captured through the movement of droplets that are treated
as discrete particles, as in DEM, although the approach considered in the present work does not
feature a contact model for droplet collisions. This facilitates the use of this approach for both
DEM simulations such as droplets in free-flight as well as for thin-film flows. In this work,
comparisons of the droplet-phase approach with shallow-water models are made for both 1-D
and 2-D test cases. The results show the reliability of the method and highlight the potential of
this method to solve problems with thin-films.
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Powder-based Additive Manufacturing (AM) technologies, such as Powder Bed Fusion (PBF) 
and Directed Energy Deposition (DED) technologies, enable high degrees of design freedom for 
optimal functional features and customized products at reasonable costs. One of the leading 
research efforts in AM technology focuses on the rigorous product quality control by reducing the 
material defects in the microstructure and enhancing the reliability and robustness of the 
manufacturing processes. An attractive method for addressing this challenge is numerical 
modelling and predictive simulations [1-3]. We present a Lagrangian meshfree simulation scheme 
for AM technologies of metals at the powder scale based on the Hot Optimal Transportation 
Meshfree (HOTM) method [4]. In the simulations, metallic powder particles are modelled 
explicitly as deformable bodies according to their size and shape distributions measured in 
experiments. The strongly coupled thermomechanical response of the material is simulated by a 
thermo-viscoplasticity model. The conservation of linear momentum and energy equations are 
solved simultaneously to predict the deformation, temperature and phase evolution of the 
particles. The computational framework is capable of predicting the granularity and fine-scale 
physics in the problem, such as powder particle thermodynamics, material phase evolution and 
fluid-structure interactions, which primarily affect the mechanical behaviour and heat transfer in 
the aggregation of discrete particles [5]. Furthermore, high-fidelity predictions of the defect 
formation in the microstructure of 3D printed metallic parts, including voids, micro-cracks, 
unmelted/partially melted second phase inclusions, can be achieved. The proposed approach is 
validated in the applications of Laser PBF-AM process and DED technologies of metals.  
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Predictive modelling of ductile fracture is of extreme interest to the engineering community as it pertains
to various applications, e.g., fracture propagation in metal alloys. Cracks propagating in solids are gov-
erned by complex phenomena such as crack initiation, multiple crack branching, or crack arrest. Mesh
distortion errors that are inevitable in large displacement FEA hinder the fidelity of such simulations
where the deformability of mesh affects the resulting contact forces and corresponding failure surfaces.

Material point methods have been shown to provide high fidelity solutions for domains undergoing large
displacements and/or large strains [1]. Rather than relying on the notion of a deforming mesh, material
point methods introduce a particle based approximation for the deformable body that move within a non-
deforming mesh. This introduces a considerable advantage as opposed to purely particle based methods
as the continuum approximation is preserved thus releasing the requirement for high particle densities.

To this point, material point implementations for brittle fracture have proven efficient in tackling quasi-
static crack propagation in terms of computational simplicity and robustness. The Phase Field Material
Point Method (PF-MPM) has been successfully introduced [2] for quasi-static brittle fracture problems.
In this, the phase field is resolved at material points and mapped onto grid nodes where the phase field
governing equations are solved.

In this work, the PF-MPM is originally extended to account for fractures propagating in ductile materials.
A NURBS based background grid is deployed to treat cell-crossing errors. Driven by the developments
in [3] the basis is properly extended at the boundaries to provide stable fracture patterns. The merits of
the proposed scheme are investigated through a set of benchmark cases.
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The Finite Element Method (FEM) is an established method for the simulation of powder 
metallurgy processes on a large scale. However, it cannot explicitly consider the particulate 
nature and the composite aspect of powders. An alternative simulation method is the Discrete 
Element Method (DEM) which considers each particle and its interactions with its neighbors. For 
large-scale problems, these are challenging simulations due to the high computational cost 
associated with representing a very large number of particles.  
 
In the present work, we present a DEM model that can simulate two important stages of the 
powder metallurgy process: compaction and sintering. We use the in-house developed code dp3D 
[1] dedicated to materials science. Spherical discrete elements in the code model porous 
agglomerates which indent each other during compaction and sintering.  
 
In the compaction process, uniaxial die compaction, using an upper and lower punch, has been 
implemented on a cylindrical geometry. The process kinematics are decomposed into a 
compression stage, unloading, and ejection of the pellet. Interactions between the particles and 
the die are considered elastoplastic, by implementing and adapting a large-density model [2]. A 
qualitative approach is followed in the sintering process, using the Bouvard Pan model [3, 4].  
 
The results are in good agreement with experimental data and FEM simulations, regarding stress-
strain curve, density gradient, elastic spring-back, and final geometry. The simulations show that 
the friction coefficient is the primary factor to induce a density gradient in the pellet. The pellet is 
more porous in its center when compared to the regions close to the punches. This density 
gradient induces a non-homogeneous sintering, which results in a final geometry that is no longer 
cylindrical. This so-called diabolo effect in the sintered pellet was previously simulated by FEM, 
but to the author’s best knowledge, it is the first time that it has been reproduced by DEM.  
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The objective of this study is to develop a force method for application in the multiphase flow 
by the one-by-one corresponding Particle-Cartesian cell model, which is previously proposed 
in [1]. 
Displacements and forces continue at the surfaces between phases, whereas strains discontinue. 
Meanwhile, the proposed force method is applicable for continuum mechanics and differs from 
the conventional method for the framework, and it is referred to as Continua-work in this study.  
In this study, two types of schemes are presented: the first is as follows, and second is built 
using the so-called separation parameter method. 
 
The state vector: {displacement, stresses}: {U,F} continues and the strains represented by 
{U} discontinue in general to satisfy the week solution of the virtual work according to the 
FEM conception. One of the proposed force methods uses incomplete three-fold third-order 
element, consisting of parameter vector: {U,F}k on the vertex node k. Therefore, the element 
function is represented by parameter vector: {U,F,F,⋯ }0 on the local origin. The strains 
are represented by {F/} of the transfer matrix, where  is kinetic viscosity. 
 
The transfer matrix, also known as the reduction matrix, can represent state vector {U,F}b on 
b by state vector {U,F}a on a, even though a rigid member (rigidity G = ∞) is included. This 
is because the forces are transferred, and they continue at the boundary. In beam theory, it exists 
as a strong solution; however, for continua, it exists only week solutions.  
 
The simultaneous equation is constructed by the virtual work principle. Cauchy-Riemann 
equations defined in two dimensions must be satisfied as necessary conditions for a robust 
scheme because the strain and stress represented by {U,F} have four components (freedom). 
In the same way in three dimensions, as constraint conditions, so-called conjugate variables 
concept has been proposed. 
 
Accordingly, the equilibrium equation represented by {U}k and{F}k for multiphase flow 
represented with different  has been obtained. In addition, another scheme is explained in the 
full paper. 
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Abstract 

Solid Phase Processing (SPP) is a high-strain process applied to materials during fabrication to 

produce high-performance alloys, semi-finished products, and engineered assemblies without the 

requirement to melt the constitutive materials. This emerging manufacturing platform delivers 

extraordinary performance in metal alloys, relative to identical materials produced by conventional 

manufacturing routes. Friction Stir Welding/Processing (FSW/FSP), Friction Stir Extrusion (FSE), 

and Shear Assisted Processing and Extrusion (ShAPE) are some of the advanced manufacturing 

techniques part of the SPP family. Simulation of such processes remains an ongoing challenge in 

computational mechanics and computational material science. There are difficulties associated not 

only with the formulation of physics-based models to accurately predict material behavior at the 

solid-state, but also with the computational methods required to treat extremely large material 

deformation. A physics-based material model accounting for the attributes from lower length-scale, 

such as grain size, dislocation density, dynamic recrystallization and recovery, to the bulk 

thermomechanical material behavior with varying strain rate and temperature history will be 

presented. This model was incorporated into a continuum-scale smoothed particle hydrodynamics 

(SPH) model to simulate FSP, FSE, and ShAPE tube extrusion of aluminum alloys. Due to its 

inherent meshfree and Lagrangian feature, SPH model is well-suited to modeling processes with 

severe deformation. Numerical results are validated with the experimental data, demonstrating a 

promising structure-properties linkage achieved by the model. The proposed physics based SPH 

model leads to an improved prediction and better understanding of the microstructural evolution 

and thermomechanical behavior of the material across SPP processes, enabling an accelerated and 

cost-effective development effort.  

461



Modelling of forming processes using the Particle Finite Element Method (PFEM)Josep Maria Carbonell, Hadi Bakhshan, Juan Manuel Rodriguez and Eugenio Oñate

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Modelling of forming processes using the Particle Finite Element 
Method (PFEM). 

 
Josep M. Carbonell *†1, Hadi Bakhshan†2, Juan M. Rodríguez‡3 and Eugenio Oñate†4 

 

 * MECAMAT group, Department of Engineering,  Faculty of Science and Technology.  

Universitat de Vic-Universitat Central de Catalunya (UVic-UCC) 
Carrer de la Laura 13, 08500 Vic, Spain. e-mail: 1cpuigbo@cimne.upc.edu 

 
‡ Department of Mechanical Engineering, EAFIT University,  

Medellin, Colombia, South America. e-mail: 3 jmrodrigup@eafit.edu.co 
 

† Centre Internacional de Mètodes Numèrics en Enginyeria (CIMNE) 
Universidad Politècnica de Catalunya (UPC) 
Campus Norte UPC, 08034 Barcelona, Spain 

e-mails: 2hbakhshan@cimne.upc.edu, 4onate@cimne.upc.edu 
 
Key Words: Forming processes, thermo-mechanical problems, Particle methods, PFEM 
 
In this work we present the latest advances in the Particles Finite Element Method (PFEM) for the 
numerical modeling of forming processes. In the recent past, very good results of the method have 
been shown in the simulation of 3D cutting problems. The method has very good capabilities for 
treating large deformations in massive volumetric parts. Now the method is applied and extended 
to other forming operations: forging, blanking, minting, machining, etc., for metals and other 
materials. 

One of the important aspects of these manufacturing techniques is the interaction with the molds 
and dies. Deformable contact interactions are needed to obtain a close correspondence between 
numerical and experimental results. The characterization of the thermomechanical interaction with 
the coatings of the tool plays an important role. Advances have been made in meshing techniques 
for treating three-dimensional parts and for the modeling deformable contact. 

The characterization of friction and wear of the forming tools can be modeled considering also the 
lubrication on the surfaces. The purpose is to obtain the characteristics of the final shape of the 
workpiece, the areas that experience large plastic deformations and the residual stresses that remain 
in the processed material. This information is very valuable for the optimal design of the 
manufacturing operation. 

To show the virtues of the method, several examples of forming operations are presented. The 
capabilities of the method are discussed, as well as the accuracy of the solutions. 

REFERENCES 

[1] J.M. Carbonell, J.M. Rodríguez and E. Oñate. “Modelling 3D cutting problems with the 
Particle Finite Element Method”, Computational Mechanics, 66, 603-624, (2020). 

[2] Rodriguez, J.M., Larsson, S., Carbonell, J.M. and Jonsén, P. “Implicit or explicit time 
integration schemes in the PFEM modeling of metal cutting processes”, Comp. Part. Mech. (2021). 
https://doi.org/10.1007/s40571-021-00439-5 

462



Multiscale, multiphysics modeling of wave propagation in anisotropic saturated porous mediaWeijian Liang and Jidong Zhao

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Multiscale, multiphysics modeling of wave propagation in anisotropic 
saturated porous media  

 
Weijian Liang1 and Jidong Zhao1* 

1 Hong Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong Kong, 
China 

* Corresponding author: jzhao@ust.hk 
 
Key Words: Multiscale modelling, hydro-mechanical coupling, wave propagation, saturated 
soil, anisotropy 
 
We present an innovative multiscale, multiphysics coupling approach to solve a class of dynamic 
problems in saturated granular media. The approach is formulated by coupling dual-phase material 
point method (MPM) with the discrete element method (DEM), where the MPM is used to solve 
macroscopic deformation and pore pressure of saturated porous media while the DEM is attached 
to each material point to derive the nonlinear mechanical response of the solid matrix of porous 
media. Based on the Terzaghi’s effective stress principle, the DEM receives deformation gradient 
from its attached material point to compute the effective stress quantities for the MPM and the pore 
fluid is considered by the continuum method MPM via the u-v-p formulation. A semi-implicit 
integration scheme is derived to circumvent the limitation on small-time steps imposed by 
incompressibility of interstitial fluid and the potential low permeability. The developed approach 
is further employed to model the wave propagation in saturated anisotropic granular sand. We 
demonstrate that multiscale simulation can capture a rich array of patterns of wave propagation and 
offer direct link and explanation of these phenomena with their underlying microstructural 
mechanisms.  
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Cooling processes are widely used in steel making processes. In some processes, plates are cooled 
using water flowed from pipes. Generally, cooling is performed in which water is dropped onto a 
steel plate by its own weight from a plurality of pipes.   
 
In the cooling process, there is a heat transfer coefficient as an index showing the cooling capacity. 
In the case of steel making process, boiling heat transfer is dominant. The heat transfer coefficient 
at boiling condition can be estimated by the surface temperature of the plate, the water density, and 
the collision pressure.  
 
However, a large amount of cooling water from a plurality of pipes stays on the plate as water pool. 
It is difficult to estimate the pressure that collides with the actual plate because it is cooled from 
above the water on the plate. Therefore, the collision pressure during cooling of the jet flow above 
the water pool was analyzed by the particle-based flow analysis, which is excellent in free surface 
analysis.  
 
The accuracy of the calculation was confirmed by comparing with the experimental results. As a 
result, the experiment and the calculation showed that the larger the amount of water in the pipe 
laminar the higher the collision pressure tended to be. Flow analysis using the particle method has 
made it possible to estimate the heat transfer coefficient under a complex free surface where water 
pool and jet flow interfere. 
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It has been a long discussion on the possibility to convert random Brownian motion to usefull work, also

known as thermal energy harvesting, for over a hundred years in various gedankenexperiments [1]. The

concept based on the Brownian ratchet deemed impossible [2]. Recently, an attempt to check the concept

of Brownian ratchet using macroscopic granular gas was undertaken, showing principial possibility to

convert random motion to usefull work [3]. Granular gas may perform work directly as Smoluchowski

ratchet, and even more effieiently, if bi-sided (elastic and inelastic) vains are used. The question still

remains, whether it is possible to build a microscopic system, converting thermal motion to work ? An

asymmetric sawtooth potential might do that yielding directed current, if the particles are periodically

heated and cooled [4]. We approach the problem of converting random motion to the directed one from

the other side. Instead of making asymmetric external conditions, like a ratchet or a potential, we make

particles asymmetric. If sides of a particle have a different restitution ratio, then it yields asymmetric

collision dynamics, thus favouring certain post-collision direction. We show the main idea based on a

simple collision model and present the results of DEM simulations of bi-elastic particles’ ensemble.
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Landslides are among the most dangerous geologic hazards there are. One example of a catastrophic
event was observed in 2016, when an earthquake magnitude M7.3 triggered a series of landslide disasters
in Kumamoto prefecture, Japan. Such event had serious consequences, one of the most remarkable
being the collapse of a 200 m long bridge called Aso bridge. Given its large-scale nature, it is of great
importance to develop numerical methods to study it. However, it is still to be seen a numerical method
capable of accurately predict and evaluate the post-failure behavior of a landslide in an unified simulation.
In this context, we propose a Smoothed Particle Hydrodynamics (SPH)-based multi-physics approach to
simulate the complete landslide phenomena.

For the stable solid part of the landslide, we propose a total Lagrangian SPH formulation for Solid
Mechanics problems [1] with finite strain elastoplastic stress update that can be easily adapted to any
plastic yield criteria. Then, ruptured particles according to a simple rupture criterion such as establishing
a threshold on the accumulative plastic strain are assigned to change its physical status to become a non-
Newtonian fluid. The ruptured particles are considered to be the flowing part of the landslide, which we
solve with a fully implicit Incompressible SPH (IISPH) method [2]. Finalizing the method, we arrange
the coupling mechanism as a fluid-structure interaction problem in a similar way as [1]. In addition, we
developed a solid-solid contact algorithm for SPH that include both the non-penetration condition and
friction forces to enable the inclusion of debris material into the landslide flow.

Numerical tests include simple verification and validation examples such as the triaxial compression test
with the modified Cam–Clay constitutive model. Finally, we show the robustness of the proposed method
with a simulation of the Aso landslide taking the earthquake loading into account.
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Particle-laden flows refer to a kind of two-phase fluid flow in which one of the phases is 
continuously connected and the other phase is made up of small immiscible particles. Two-phase 
flow modeling has a wide variety of scientific and engineering applications: dispersion of 
contamination in the atmosphere, fluidization in combustion processes, deposition of aerosols in 
aerosol drugs, spread of virus in the air, rain formation in clouds, sand and dust storms, 
protoplanetary disks, volcanic eruptions, geological sedimentation processes, pharmaceutical 
sprays, liquid-fueled combustion and solid rocket motors, are examples of engineering processes 
that involve particle-laden flows among many others. 
 
The equations governing interactions of particles with fluids in a particle-laden mixture have been 
known for many decades. However, their coupled dynamics often result in complex behavior 
such as preferential concentration and turbulence modulation. These are still ongoing topics of 
research. The starting point for a mathematical description of almost any type of fluid flow is the 
classical set of Navier–Stokes equations (N-S). To describe particle-laden flows, these equations 
must be modified for the effect of the particles.  
 
Typically, the fluid is treated in a Eulerian frame, while the particles are treated in a Lagrangian 
way. However, problem with the Lagrangian treatment of the particles is that once the number 
becomes large, it may require a prohibitive amount of computational power to track a sufficiently 
large sample of particles required for statistical convergence. In addition, if the particles are 
sufficiently light, they behave essentially like a second fluid. This is the main objective of this 
presentation. 
 
On the other hand, due to the interactions between turbulence structure and dispersed particles, 
turbulence characteristics of momentum and heat transport can be modified by the presence of 
particles. This last phenomenon is known as turbulence modulation and can lead to a significant 
increase or decrease in the parameters that regulate turbulence. 
 
The authors presented in Ref. [1] a multi-scale method called Pseudo-Direct Numerical 
Simulation (P-DNS) [2] to study the phenomenon of turbulence modulation in a particle-laden 
flows. However, in that article, the particles in both, the fine scale and the coarse scale, were 
treated in a discrete way moving in a Lagrangian reference frame within the fluid. In this 
presentation, the same P-DNS method will be used to simulate the presence of particles as a 
continuum function that moves within the fluid. The result is similar to a fluid mixing problem, 
with the exception that now the coefficients that regulate the convection of one fluid with respect 
to the other, are obtained from a direct numerical simulation obtained on a finer scale solved 
offline. In this way, the need to represent each of the particles that move in the fluid is avoided.  
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The Quasicontinuum (QC) Method [1] was developed for quasi-static atomistic simulations where the
arrangement of atoms is calculated to minimise the global potential energy of the system by using a re-
duced number of atoms. The method thereby reduces the number of degrees of freedom of the problem
which in turn reduces the computational cost of the simulation. In pursuit of a QC method for granular
systems, an implicit integration scheme for the Discrete Element Method (DEM) [2], based on the vari-
ational integrator approach [3] is developed [4]. This combines an integration scheme that is compatible
with the variational structure of the QC method with a fully dynamical description required for granular
systems.

This talk will extend our previous work by introducing the coarsening technique of the QC method to
the dynamics of granular systems. In accordance with the QC method, a series of representative particles
(or rep-particles) are chosen which become the degrees of freedom of the coarsened system and particle
momenta, mass and forces of regular particles are mapped to rep-particles. The density of rep-particles
can be low in regions where particles tend to experience little relative motion (such as the low inertial
regime) and gradually increased in regions where higher deformations are expected. Rep-particles can
be reallocated while the simulation runs and the gradual transition in rep-particle density avoids the need
for handshake or boundary regions.

An overview of the QC method will be presented along with comparisons to classical DEM simulations.
Our implementation of the QC method shows good statistical agreement with DEM simulations.
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Heat exchangers (HXs) have gained increasing attention due to the intensive demand of 
performance improving and energy saving for various equipment and machines. As a natural 
application, topology optimization has been involved in the structural design of HXs aiming at 
improving heat exchange performance (HXP) and meanwhile controlling pressure drop (PD). In 
this paper, a novel multiphysics based topology optimization framework is developed to 
maximize the HXP between two fluids with different temperatures for 2D cross-flow HXs, and 
concurrently minimize the PD between the fluid inlet and outlet. In particular, an isogeometric 
analysis (IGA) solver is developed to solve the coupled steady-state Navier-Stokes and heat 
convection-diffusion equations. Non-body-fitted control mesh is adopted instead of dynamically 
remeshing the design domain during the evolution of the two-fluid boundary interface. The 
method of moving morphable voids (MMVs) is employed to represent and track boundary 
interface between these two different fluids. In addition, various constraints are incorporated to 
guarantee proper manufacturability of the optimized structures with respect to practical 
manufacturing process such as additive manufacturing. To implement the iterative optimization 
process, the method of moving asymptotes (MMA) is employed. Numerical examples show that 
the HXP of the optimized structure is greatly improved compared with its corresponding initial 
design, and the PD between the fluid inlet and outlet is minimized concurrently. Moreover, 
smooth boundary interface between two fluids and improved manufacturability are also obtained 
for the optimized structures. 
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Prosthetic heart valves have been simulated for nearly a decade [1,2], but all state-of-the-art 
research codes have remained in-house. This work outlines an open-source framework that is 
capable of industrial-scale, physiologically accurate heart valve simulations. This framework 
utilizes the open-source finite element software FEniCS [3] and its isogeometric extension, tIGAr 
[4]. The novel contributions to the simulation framework, building on the work of Kamensky et al. 
[5], include adding an arbitrary Lagrangian–Eulerian reference frame to the fluid problem, 
implementing the solid problem for the artery walls, and the inclusion of accurate material models 
for the artery walls and valve leaflets. These contributions enable prosthetic heart valve simulations 
that perform comparably to other cutting-edge analysis programs. Additionally, because of 
FEniCS’s large user community, our framework is easier to learn, pre-process simulation inputs, 
and post-process results when compared to in-house codes. 
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In order to improve CAE accuracy and reduce the manpower needed to transition from CAD to 
CAE, the use of isogeometric analysis (IGA) is an efficient approach for automotive applications. 
To make crash simulation models based on IGA, we started using the outer and inner trimming 
functions. For the parts of the body in white, approximately 80% of all parts were made using the 
outer trimming function. Outer trimming function is very effective and fast to generate IGA 
models. However, it was not a suitable option for very complex parts and parts having big holes 
like outer panel around the doors. Therefore, for the remaining approximately 20% of all parts, 
inner trimming function was initially adopted. By using this function, outer panel model was 
completed. However, this inner trimming function resulted in some issues. The presence of some 
small elements in the model was hard to avoid, which limited the size of the time step. In addition, 
time-consuming reconstruction work for CAD surfaces was needed. More importantly, border 
lines between NURBS surfaces were weakly C0-continuous. Thus, once fracture occurs, the 
fracture tends to progress along the C0 boundary which suggests that the fracture patterns are 
affected by the discretization of the geometry. To resolve these issues of trimmed NURBS, we 
used splines with extraordinary points to represent the outer panel [1, 2]. By using splines with 
extraordinary points, the model for the outer panel was made very fast, there were no small 
elements in the model limiting the time-step size, and the geometry was at least C1-continuous 
everywhere. The axial crush, 3-point bending test, and simulations with hat section frame were 
performed to investigate the accuracy of splines with extraordinary points. It was found that 
splines with extraordinary points are more effective for obtaining results with high accuracy. 
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In this communication we review recent developments in isogeometric analysis in LS-DYNA. We outline
currently supported geometric representations, reveal novel analysis features, and demonstrate their use
through selected examples. We discuss the role and importance of hybrid models comprised of Lagrange
polynomial as well as spline-based discretizations as industrial deployment of the technology progresses
towards production grade.
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Isogeometric analysis (IGA) has attracted attention from academia and industry because of its 
high-fidelity results, ability to represent geometry exactly, and potential to streamline the 
engineering design-through-analysis process. However, one of the greatest challenges limiting the 
scope of IGA is the ability to rapidly convert CAD geometry into a set of splines suitable for 
engineering analysis¾particularly for a wide set of shapes of industrial relevance. 
 
In this presentation, we describe a new, mathematically rigorous, potentially automatable 
framework using Ricci flow and subsequent metric optimization [1] through which surface 
geometries can be rebuilt as sets of watertight, analysis-suitable, boundary-conforming semi-
structured NURBS patches. Reconstruction of models using this framework leads to geometries 
that are immediately suitable for both isogeometric analysis and any additional design operations.  
 
We demonstrate the utility of this method by rebuilding a trimmed CAD model of the US Army’s 
DEVCOM Generic Hull vehicle [2] as a set of watertight splines. We also reconstruct the chassis 
of a 1996 Dodge Neon [3] from a finite element model as a set of analysis-suitable splines.  
 
Finally, we perform crash analysis of the Dodge Neon vehicle using the reconstructed spline 
spaces. It is shown that the Bezier elements of the isogeometric splines can be much coarser than 
the quadrilateral and triangular elements of the original finite element model while still producing 
analysis results with much higher accuracy than those of the original model. (Here, accuracy is 
determined by comparing analysis results with those on refined finite element meshes.) 
Ultimately, this work both showcases a high-fidelity isogeometric model reconstruction paradigm 
and also affirms the merit of isogeometric analysis in automotive crash simulations. 
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While isogeometric shell analysis has many significant advantages in the design and simulation of com-
plex science and engineering problems involving thin structures, several key challenges remain in estab-
lishing isogeometric analysis (IGA) as a robust and reliable industry standard for computational analysis.
This work focuses on developing adaptable modeling and analysis approaches that enable the direct and
effective use of IGA for aerospace engineering applications. The capabilities of these developments are
demonstrated through the modeling, simulation, and analysis of aircraft structures.

For airframes that include numerous curved geometries that conform to the airfoil surfaces of the air-
craft, IGA provides a suitable alternative to traditional finite element approaches because of its capa-
bilities in modeling exact geometries. However, the complex designs of the airframe structures in an
aircraft’s wings, stabilizers, and fuselage require methods to connect multiple geometric components in
the aircraft model. This is accomplished through a patch coupling method that applies to many different
geometric configurations and problems through the use of dimensionally consistent penalty terms [1].
This coupling approach enables efficient analysis of the aircraft’s internal support structures. Material
modeling approaches are developed to identify different material property regions and subdivide the air-
frame structures for consistent analysis. In the future, the effective application of these approaches could
also facilitate developing direct inputs to improve the design of various aircraft components within an
analysis-driven computational design framework.

The presented simulation and modeling approaches for these aircraft applications highlight the adapt-
ability and design power of incorporating IGA as an analysis tool in the aerospace industry. These devel-
opments support further improvements in computational analysis-driven design approaches for a variety
of complex structures, including for aircraft applications, and offer an important step toward optimizing
the efficiency, performance, and cost of many types of structures.
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The Vlasov–Poisson equation is high-dimensional and develops strong turbulences. Therefore grid-based
methods rapidly become expensive and thus infeasible to use. Particle methods try to overcome these
problems by avoiding a phase-space grid and instead moving weighted particles along their respective
trajectories. While computationally less expensive, traditional particle methods produce noisy results
with low convergence rates and therefore need high resolutions and remapping strategies.
We present a particle method which avoids this noise by interpolating the correct function values at each
particle-position without resorting to a grid in phase-space. Furthermore using RKHS-theory we can
show that interpolation using an appropriate kernel leads to optimal convergence rates.
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Vortex particle methods are Lagrangian schemes for the vorticity formulation of the incompressible
Navier–Stokes equations. Because they make use of stream functions and are based on the analytical
solution of the advection equation, they possess many favourable properties: a complete absence of
numerical visocity, exactly divergence-free velocity fields, no CFL condition, no LBB condition, and
many more.

In this talk we extend our previous work [1] on splines for particle methods. This approach allowed us to
perform long-term accurate, high-order simulations without remeshing and could compete with a state-
of-the-art discontinuous Galerkin method. However, when flows develop steep gradients and particles
begin to cluster the method becomes inefficient due to its lack of adaptivity.

We then present a novel approach that instead interprets a given particle cloud as a set of point values and
constructs smooth interpolants on them. These interpolants make use of spline wavelets and are adaptive.
On the one hand, the method is a natural extension of our previous approach. On the other hand, there is
a close relationship with radial basis function interpolants. The resulting schemes have many beneficial
properties and preliminary results are promising.
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Discontinuous Galerkin (DG) methods are among the most widely used numerical discretization tech-
niques for solving partial differential equations. Their local conservation property, high order accuracy,
and favorable scalability in parallel make these schemes attractive for many applications in computational
fluid dynamics.

There are however, many shock-dominated problems, for which DG methods fail to produce approxi-
mations free of spurious oscillations, and might even crash. To overcome this shortcoming, we blend
a provably property-preserving low order method with the corresponding high order DG target scheme.
The proposed method extends the recently developed monolithic convex limiting procedures, designed
originally for continuous finite elements [3, 4] to the DG setting. This algebraic flux limiter is primarily
used to impose local (and global) bounds on numerical approximations [2] but extensions for incorpo-
rating entropy inequalities, as well as relaxation of the constraints in smooth regions are also possible.

In my talk, I will discuss the details of the approach, which include the sparsification of the low order
method, stabilization of the numerical flux, as well as the design of the monolithic limiter. Sequential
limiting for products of unknowns (originally proposed in [1]) and the preservation of global constraints,
such as nonnegativity of pressure will also be touched upon. The performance of the method is evaluated
for a variety of classical benchmarks for scalar conservation laws, as well as the systems of shallow water
and Euler equations.
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The talk focuses on a certain family of pressure-robust finite element methods based on the idea by
Alexander Linke to modify the test functions, see e.g. [1]. Pressure-robustness is a favorable property of
a numerical scheme if large irrotational forces appear in the momentum balance, e.g. through external
forces, the material derivative or coupling terms. In case of incompressibility the irrotational parts of the
forces should be fully balanced by the pressure. The velocity of a discrete scheme that is not pressure-
robust may show large errors if this pressure is relatively complicated and there even can be observed a
locking phenomenon with respect to the viscosity in the simplest incompressible Stokes setting.

The talk shortly recalls the ideas with some well-known finite elements and demonstrates in particular
how the Bernardi–Raugel finite element method can be modified into a pressure-robust scheme of lowest
order with the same number of degrees of freedom that heals the shortcomings mentioned above. Similar
ideas can be used to design a well-balanced scheme for the compressible Navier–Stokes equations that
also preserves mass and non-negativity of the density [2].

It is not straight-forward to preserve pressure-robustness (even for fully divergence-free schemes) in
convection stabilization and (guaranteed) a posteriori error control. The talk also presents some latest
progress on these issues that are mainly based on studying the underlying vorticity equation [3, 4].
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Multiphase flows are frequently encountered fluid phenomena in a large range of cutting edge
science and engineering problems, e.g. underwater explosion and cavitating flows. In terms of the
numerical modeling of compressible multi-phase flows, the mesh-based methods are normally
employed. Although SPH, as a meshless method, is inherently suited for the modeling of sharp
interface problems, which has already been proven successful in industrial incompressible flows
[1], the application in modelling strongly compressible multi-phase flows is still rare, mainly due
to its inability to maintain a stable and accurate solution at the phase interface.

In this work, we present a robust and accurate SPH formulation for the numerical modeling of
multi-phase flows with strong compressibility. An adaptive and extended Riemann solver is
developed to handle materials with general equations of state and large density ratio. Numerical
dissipation is applied adaptively considering the local smoothness of the flow field. The scale of
SPH particles is evolved dynamically according to the local flow features to increase the
efficiency of simulation. A second-order gradient estimator as well as the MUSCL-Hancock
scheme are utilized to go beyond 1st order of accuracy. The proposed method is implemented in
the code developed in [2]. Extensive numerical tests are carried out to validate the accuracy of the
proposed numerical method in the end. Significant improvement is observed comparing to
traditional SPH. The simulation results exhibit low dissipation while are able to maintain a
smoothed pressure field in the mean time.
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The phenomenon of droplets’ impinging on a solid surface is common in engineering applications. 
With the application of micro and nanotechnology in industrial processes, the impinging behavior 
of nanodroplets has aroused widespread interest. Graphene can be easily induced ripples and 
wrinkles in most cases due to its thermodynamic instability. In this paper, a series of wrinkled 
graphene models of sinusoidal morphologies are established, and molecular dynamics simulation 
is used to explore the dynamic process of nanodroplet impinging on the solid surface. The effects 
of nanodroplets with different droplet velocities, wrinkled graphene models of sinusoidal 
morphologies with various parameters, and different solid surface energy on the dynamic 
characteristics of nanodroplets are discussed and analyzed. 
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Collapsing gas or vapor bubbles may induce violent liquid jets that can create pores in 
membranes or tissue. These pores can be fundamental for transport processes of medicine or 
genes to target cells. Therefore, further investigation of the underlying physical mechanisms can 
improve the biomedical treatment of drug delivery and other medical applications.  
 
We apply the meshless smoothed particle hydrodynamics (SPH) method to simulate cavitation 
and bubble collapse processes near soft tissue. Using the total Lagrangian SPH (TLSPH) 
formulation enables us to simulate viscoelastic tissue-mimicking materials. TLSPH is an 
extension of the conventional SPH method, which is often proposed for simulation of tensile 
instability processes and, hence, for simulation of solid materials undergoing large deformations. 
We obtain the properties of the soft tissue materials from the basic hereditary integral formulation 
and the generalized Maxwell model for finite-strain viscoelasticity theory, allowing for a 
combination of viscoelasticity and hyper-elasticity. Given the complexity of soft tissue material 
properties, an efficient continuum damage model is considered to evaluate the damage degree of 
particles, together with the SPH method to capture the resulting discontinuous damage. This 
combination of methodologies allows for modelling of damage and failure behaviour of soft 
tissue surrounded by a liquid.  
 
This SPH solver will be tested for several cases of bubble collapses attached to or detached from 
the soft tissue. Compared to other coupling approaches using different methods, the selected SPH 
approach is able to capture fluid and solid responses straightforward and simultaneously, 
naturally satisfying the momentum conservation and saving computational resources. 
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1 University of Exeter, Exeter, UK, {k.agathos, t.dodwell}@exeter.ac.uk
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The eXtended/Generalised Finite Element Method (XFEM/GFEM) has significantly contributed towards
the increase of the level of automation and computational efficiency of crack propagation simulations.
The method substantially reduces, or even eliminates, the need for re-meshing by employing Partition of
Unity (PU) enrichment, which extends the Finite Element (FE) approximation space to include functions
encompassing known features of the solution. In fracture mechanics, features such as discontinuities
and singularities can be represented independently of the underlying mesh, offering significant com-
putational advantages. However, for large scale three-dimensional problems, the most computationally
demanding part of the process is the solution of the resulting linear system of equations, which is typi-
cally performed using iterative solvers, such as the Preconditioned Conjugate Gradient (PCG) method.
The XFEM/GFEM is known to produce ill-conditioned matrices, which can significantly slow down con-
vergence of such methods, while discontinuities can also negatively affect the performance of commonly
used preconditioners, rendering the overall solution process inefficient.

In the present work, a preconditioner based on adapted deflation [1] is employed to accelerate the solution
of linear systems resulting from the discretization of fracture mechanics problems with well-conditioned
extended/generalized FEs [2]. A novel approach is proposed for the construction of the deflation space,
where the space typically used for linear elasticity problems is enriched with additional vectors, account-
ing for the enrichment functions used, thus effectively removing low frequency components of the error.
To further improve performance, deflation is combined, in a multiplicative way, with a block-Jacobi
preconditioner, which removes high frequency components of the error as well as linear dependencies
introduced by enrichment. The resulting scheme is tested on a series of non-planar crack propagation
problems and compared to alternative linear solvers in terms of performance.
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The finite element method (FEM) is the standard procedure for modeling dynamic fracture but
requires finite element (FE) meshes fitting to cracks. The eXtended/Generalized finite element
method (X/GFEM) [4] elegantly decouples the description of cracks from the FE discretization
by enriching or enhancing the standard FEM space. Yet, X/GFEM suffers from issues that are
inherent to the formulation, including lack of stability, the need for non-standard procedures for
prescribing non-zero Dirichlet boundary conditions, and an intricate computer implementation.
As an alternative to X/GFEM, the Discontinuity-enriched Finite Element Method (DE-FEM) [1,
6, 3] was proposed recently to solve problems with both material interfaces and cracks with a
unified formulation. By collocating enriched nodes directly along discontinuities, DE-FEM also
decouples cracks from the background FE mesh while solving X/GFEM’s aforementioned issues.
Yet, DE-FEM has only been explored so far for stationary cracks under stationary loading. In
this presentation we demonstrate DE-FEM to simulate dynamic brittle fracture. We study
the method in combination with both Newmark’s constant average acceleration method and
Bathe’s method [2], and we use a fracture propagation criterion based on stress intensity factors
obtained by means of a dynamic interaction integral [5]. Results show DE-FEM is an alternative
to X/GFEM for solving dynamic brittle fracture problems.
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This presentation reports on a high-order multiscale Generalized Finite Element Method (GFEM) tai-
lored for the solution of structural dynamics and wave propagation problems exhibiting fine-scale and/or
localized solution features such as singularities and discontinuities [1]. The proposed method uses an ex-
plicit time-marching scheme together with a block-diagonal lumped mass matrix applicable to arbitrary
patch approximation spaces and adopts shape functions computed numerically on the fly through the
solution of local initial/boundary value problems. Numerical results in for problems exhibiting singular-
ities in the spatial gradient show that the proposed GFEM can accurately capture relevant features of the
response using structural-scale meshes that are much coarser than those required by Direct Generalized
Finite Element Analyses (DGFEAs) of comparable accuracy. In addition, a detailed study of the critical
time step size of the method is presented and compared against the one for DGFEA discretizations that
provide similar levels of accuracy. It shows that the proposed method has considerably looser time step
size restrictions than available DGFEAs.
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In this work, a model of thermal ablation with application to multi-pulsed laser lithotripsy is presented.
The approach is based on the one-sided Stefan-Signorini model for thermal ablation and the CutFEM
discretization, described in Claus et al.[1]. The model relies on a level-set function to represent the
moving interface between the solid phase and a fictitious gas phase (representing the ablated material).
Consistent with a CutFEM approach, the interface geometry is allowed to be arbitrary with respect to
a background finite-element mesh. Nitsche’s method is adopted to impose the Signorini condition on
the moving interface. A bound constraint is also imposed to deal with the thermal shocks that can arise
during representative simulations of pulsed ablation with high-powered lasers. We report simulation
results based on experiments for pulsed laser ablation of BegoStone samples in dry conditions. The
model is calibrated against experimental measurements by adjusting the percentage of incoming laser
energy absorbed at the surface of the stone sample. Model-based simulation results are validated against
experimental observations for the crater depth, volume, and geometry as a function of laser pulse energy
and duration. Our results illustrate how the spreading of the laser beam from the fiber tip is necessary
to model in order to obtain a qualitative match with the experiments. In particular, the model-based
simulations indicate that ablation saturates after a finite set of pulses.
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Generalized finite elements based on plane-wave enrichments have been shown since the late 1990s to
significantly reduce the computational cost for the numerical approximation of wave propagation and
scattering problems in the frequency domain [2]. The enrichment of the approximation space allows
good approximation of highly oscillatory solutions even on coarse mesh grids whereas standard meth-
ods are limited by fine meshes and small time steps. Recently enriched methods have been extended
to time-dependent problems, using time-independent enrichment functions [2, 4, 5]. They reduce the
computational effort in space, provided tiny time steps are chosen. In this talk we discuss space-time
enriched methods for transient wave propagation on coarse space-time meshes [3]. We present a finite
element method based on discontinuous Galerkin approximation in time and continuous elements in
space, with plane-wave enrichments in space and time. Numerical experiments compare this approach
to standard (polynomial-based) Trefftz methods [1] and to enriched methods based on time-independent
enrichments [2]. For model problems in two-dimensions we demonstrate the significant reductions in the
required computational effort and the rapid convergence of the proposed method on a fixed space-time
mesh. We also discuss the influence of high condition numbers on the numerical solution, as well as the
straight-forward extension to elastodynamics.
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The time-dependent behaviour of quasi-brittle materials can have a significant effect on serviceability and
ultimate failure. E.g., in the case of concrete structures, the presence of cracking can evolve, propagate
and gradually widen over time, therefore significantly changing the stress state and expected structural
response. The development of models that can account for the discrete nature of cracking whilst pre-
dicting time-dependent behaviour can be of interest to many practical applications. The discrete strong
discontinuity approach (DSDA) has been validated as a reliable formulation for simulating the cracking
phenomenon by directly embedding the traction-separation constitutive relation within finite elements,
therefore enabling (or enriching) standard finite element models with the ability to capture cracks, where
material can separate without the need for remeshing. This work presents a generalisation of the DSDA
to account for the long-term behaviour of cracked quasi-brittle materials, more specifically creep and
shrinkage. To this end, a rate-type creep is first applied through a number of kelvin units; the interactive
behaviour of the resulting response from the Kelvin chain system, shrinkage, and discrete cracking is
developed to obtain a suitable constitutive model for the discrete crack simulations. Finally, the formu-
lation is deployed on a finite element code where the performance of the proposed model is assessed
through representative numerical examples.
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In this presentation, we propose an extended finite element method that can effectively analyze the edge
effect of the parallel plates capacitor.

The enrichment function, which plays an important role in this method, is defined as a simple function in
the virtual space using the conformal mapping. The gradient of the enrichment function is also defined
in the virtual space using the complex velocity potential. The enrichment function and its gradient are
mapped into the real space by inverse mapping and used for numerical integration.

It is also very difficult to perform this inverse mapping analytically. We have performed it numerically,
using the domain decomposition into triangles and the Newton-Raphson iterative scheme for complex
numbers.

The effectiveness of the proposed method is verified by numerical experiments. To quantitatively evalu-
ate the accuracy, we use the L2 error norm of the solution and its gradient. The proposed method shows
smaller error norms than the classical finite element method for equivalent resolution meshes.
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A multiphase flow solution method developed with the incompressible smoothed particle hydrodynam-
ics (SPH) method is outlined in this contribution. We will present a generalized particle shifting method
for multiphase flows that maintains particle regularity, prevents interface particle mixture, and only in-
troduces minimal perturbation to momentum conservation and system energy. The aforementioned gen-
eralized particle shifting method has been improved from the original method proposed in [1], and has
demonstrated better solution accuracy and higher efficiency compared to the original method and the
optimized particle shifting method [2], respectively. A color-function-based repulsive force will also be
introduced in the presentation, which regulates the magnitude of repulsive force by the color function and
effectively improves the interface smoothness especially for multiphase flows with high density ratios.

This solution approach employs consistent discretizations for the gradient and Laplacian operators,
which enhances the accuracy of the spatial differential operators. The surface tension model embraced
relies on the continuum surface stress (CSS) formulation. The solution methodology proposed is broadly
applicable and the solution robustness can be preserved with density ratios up to 1:1000, and viscosity
ratios up to 1:100. Numerical results for a series of benchmark problems will be presented to demonstrate
the accuracy of the proposed model by comparing simulation results against analytical solutions, results
from other numerical methods, and experimental data. The simulation of 3D bubble rising problems
raises challenges on computational efficiency [3]. The proposed model has been implemented on GPU,
which enables its capability to solve complex physics phenomena encountered in 3D bubble rising and
coalescence problems via simulations that include over one million SPH particles.
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The droplet flow in the air can be simplified to a free-surface flow when the gas velocity is not 
high. The Lagrangian particle method is suitable for such flows. Nevertheless, the accurate and 
stable implementation of surface tension at free surfaces is still challenging. Recently, Matsunaga 
et al. [1] demonstrated that surface tension can be considered as a boundary condition at free 
surfaces based on a moving surface mesh. However, the surface mesh made it complicated and 
difficult to extend the method to 3D and simulate topological changes of interfaces. The aim of 
this study is to develop an accurate and stable particle method in 3D for droplet dynamics via 
replacing the surface mesh by the detected free-surface particles.  
 
The surface tension is considered as a Dirichlet pressure boundary condition at free surfaces [1]. 
To enhance accuracy, the high-order schemes in our previous study [2] are employed instead of 
the conventional conservative schemes. When the free surface particles are directly used, there 
are two well-known challenging problems: (a) the instability due to the mistaken free-surface 
detection [1, 2] and (b) the fluctuation of the detected free-surface boundary. To solve the first 
problem, the mechanism how the mistaken free-surface detection triggers fast error growth (i.e., 
instability) is analyzed theoretically and numerically. It is found that the summation of the 
discretization-model coefficients is closely related with the instability. Thus, novel indices based 
on the discretization-model coefficients are proposed for free-surface detection to suppress the 
instability. For the second problem, a new surface-normal particle shifting (SNPS) technique is 
proposed to alleviate the fluctuation of the detected free-surface boundary. Specifically, a smooth 
free-surface boundary is reconstructed based on the curve fitting method. Then the free-surface 
particles are gradually shifted to the reconstructed boundary. Based on these techniques, the 
stability of high-order schemes can be greatly enhanced for droplet dynamics with free surfaces.  
 
Various numerical examples verified/validated the methods and demonstrated the improvements. 
The hydrostatic pressure and dam break problems demonstrated that the proposed indices 
detected fewer free-surface particles but produced better stability. The droplet deformation, 
coalescence, and breakup cases in 3D verified the method and demonstrated that the SNPS could 
greatly reduce the fluctuations and improve the accuracy. Briefly, it is well known that the high-
order schemes suffer from instability easily at free surfaces. The proposed techniques can 
effectively suppress the instability problem.  
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Solid boundaries are omnipresent in fluid simulations. Their accurate treatment remains an open 
and challenging topic for particle-based methods such as the Moving-Particle Semi-implicit 
(MPS). The main issue stems from the incompleteness of the kernel function near solid 
boundaries. The most common technique to handle this deficiency is using a set of ghost or 
fictitious particles, which help compensate for the kernel truncation. These particles can be pre-
determined or dynamically positioned during simulation. They also help in producing the 
boundary forces and assigning boundary conditions. Nevertheless, even for two-dimensional 
models, this process can quickly become a bottleneck for particle methods when the wall 
geometry is complex (e.g., terrain) or moving. 
 
The present study proposes a novel technique enabled by a Machine Learning (ML) approach that 
properly treats solid boundaries in fluid numerical simulation. Conventional ghost boundary 
particles are replaced with a fictitious polygon that encapsulates the behavior of all ghost 
particles. To achieve this with the help of an ML technique, a training data set for various 
boundary shapes are generated from simulations using the dynamic ghost particle method. The 
features of the rendered ghost particles are recorded, such as formation, solid-fluid interface, 
trimmed effective area, particles resolution, and particle number density. Symbolic states are 
specified and tagged manually. The label on each class describes how to mitigate kernel 
incompleteness according to its category. The saved data then serves to train a multiclass 
classification model. Once the ML model is trained, it estimates required boundary impact 
parameters (e.g., particle number density) on polygon represented boundaries (without ghost 
particles). The simulation results demonstrate the effectiveness of the new ML-accelerated 
technique in increasing the computational efficiency while maintaining the accuracy as equal to 
the standard ghost particle method, especially near sharp boundary edges.  
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Meshfree particle methods, such as the SPH and MPS methods, have been attracting a great deal 
of attention, particularly in the engineering field, due to their high versatility for complicated 
physical problems including free-surface flow. However, the accuracy of these conventional 
particle methods is in general much lower than that of the prevalent grid-based methods. On the 
other hand, the least squares moving particle semi-implicit (LSMPS) method proposed by Tami 
and Koshizuka [1] is featured by an arbitrary high order accuracy. Nevertheless, the LSMPS 
method tends to be numerically unstable in the presence of large free-surface deformations. For 
these reasons, an accurate simulation of free-surface flow has been remained as a great challenge 
for meshfree particle methods. 
 
Aiming at accurately and stably simulating a free-surface flow, we have developed two novel 
particle methods based on least squares. One of them is the moving surface mesh particle method 
[1], in which a moving surface mesh is incorporated to improve the treatment of free-surface 
boundary. The 2nd-order LSMPS scheme is adopted as the spatial discretization scheme. The 
numerical stability is effectively improved because of the use of the moving surface mesh. Highly 
accurate solutions have been obtained for surface tension dominant flows, such as droplet 
oscillation, dripping faucet, and continuous inkjet. However, the application of this method is 
limited to problems without complex topological changes such as the generation of splashes. 
 
Another new particle method we have developed is a stabilized LSMPS method which is aimed at 
the accurate simulation of complex free-surface flow. In order to improve the numerical stability 
in the vicinity of the free surface, calculation algorithms for handling free surfaces and splashes 
are overall modified, where the surface fitting technique is incorporated to accurately and 
robustly estimate the normal vector to the free surface. Furthermore, the LSMPS scheme is 
extended by incorporating additional techniques (namely, Tikhonov regularization, diffuse 
derivative constraint, and linear equality constraint) to stabilize the spatial discretization. The 
proposed method has been applied to several benchmark problems, and consequently, the high 
accuracy is demonstrated for problems with free-surface deformations of moderate to high 
complexity. 
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Continuum-based particle methods, such as moving particle semi-implicit (MPS), provide the oppor-
tunity to simulate the multiphase granular flows with more accuracy and flexibility than the Eulerian
mesh-based methods, and better computational efficiency than the discrete-based particle methods. Here
we investigate the capabilities and limitations of these continuum-based particle methods for the gravity-
driven and fluid-driven multiphase granular flows with different regimes (i.e. quasi-static, dense flow,
and kinetic regimes). The model of this study is based on a multi-resolution, weakly-compressible mov-
ing particle semi-implicit (WC-MPS) with various stability and accuracy enhancement techniques. It
used a generalized rheological model, using a regularized visco-inertial rheology that can describe the
granular behavior in all regimes of multiphase granular flow. The result of the model is evaluated for the
gravity-driven case of immersed granular collapse/slide, and the fluid-driven case of dam-break over an
erodible bed, in comparison to the experimental data and discrete element method (DEM) results.

The results demonstrate the ability of the models in dealing with the large deformations in granular flows.
A high sensitivity of results to the tensile instability (in high-shear regions) and unphysical fluctuations
is observed. The enhancement techniques prove to be effective in improving the failure and post-failure
behaviors of granular materials. The grain to particle size ratio is found to be a crucial factor in the
accuracy of granular simulations. The multi-resolution technique shows to be effective and essential to
keep the spatial resolution of the granular phase large enough for satisfying the continuum assumption,
without scarifying the resolution and accuracy of the model for the fluid phase.
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Particle methods can calculate free surface flows without explicit surface tracking, and 
surface tension is of importance in properly capturing the surface motion especially in small 
scale problems. However, the surface tension calculation in particle methods has intrinsic 
difficulty because the tension in particle methods often results in strange agglomeration, 
which is called tensile instability. This instability also emerges in negative pressure 
calculations. To overcome this difficulty, the potential force which is long-range attractive 
and short-range repulsive is applied in some surface tension models [1-3]. It is expected that 
such potential based surface tension models are also useful in calculating the negative 
pressure. In this study, the potential based surface tension model [3] are diverted for negative 
pressure calculations (Fig.1) and their performance is studied using moving particle 
hydrodynamics (MPH). The pressure is directly evaluated with the interaction force via the 
virial theorem standing on the physical consistency of the discrete formulation in the MPH 
method.  
 

 
Fig. 1 Capillary calculations with negative pressure  
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Defeaturing consists in simplifying geometrical models by removing the geometrical features that are not
relevant for simulation. For instance, in solid mechanics simulations, they can be holes or fillets away
from stress concentration regions. Simplifying the geometry of a computer aided design (CAD) model by
defeaturing enables more efficient simulations for engineering analysis problems: the resulting mesh is
simpler, the computation faster, and less memory storage is needed. However, the effects of defeaturing
on the accuracy of the analysis are often neglected: it is a time-consuming task that is often performed
manually and based on the expertise of engineers. Understanding well the effects of this process is an
important step to be able to adaptively integrate design and analysis for CAD/CAE.

In this talk, we will formalize the process of defeaturing by understanding its effect on the solution of
partial differential problems defined on the geometrical model of interest. More specifically, we have
developed an a posteriori estimator of the energy error between the solutions of the exact and the defea-
tured geometries, that allows us to control the error made by adding or removing geometrical features.
To this estimator, we have also integrated the numerical error due to the numerical approximation of the
problem at hand when using hierarchical B-spline based isogeometric analysis on trimmed geometries.

The dependence of the estimator upon the size of the features and of the mesh elements is explicit, and
the effectivity index is independent from the number of features considered. The estimator is proven to be
reliable, it can be computed very efficiently, and it is naturally parallelizable with respect to the number
of features. Finally, we propose a refinement strategy based on the estimator. It adaptively determines
the mesh elements to refine, and chooses the features that are needed in the geometrical model, in order
to achieve a certain precision.
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Easy to construct and optimally convergent generalisations of B-splines to unstructured meshes are es-
sential for the application of isogeometric analysis to domains with non-trivial topologies. Nonetheless,
especially for hexahedral meshes, the construction of smooth and optimally convergent isogeometric
analysis basis functions is still an open question. We introduce a simple partition of unity construction
that yields smooth blended B-splines, referred to as SB-splines, on unstructured quadrilateral and hex-
ahedral meshes [1]. To this end, we first define the mixed smoothness B-splines that are C0 continuous
in the unstructured regions of the mesh but have higher smoothness everywhere else. Subsequently, the
SB-splines are obtained by smoothly blending the mixed smoothness B-splines with Bernstein bases of
equal degree. One of the key novelties of our approach is that the required smooth weight functions
are assembled from the available smooth B-splines on the unstructured mesh. The SB-splines are glob-
ally smooth, non-negative, have no breakpoints within the elements and reduce to conventional B-splines
away from the unstructured regions of the mesh. Although we consider only quadratic mixed smoothness
B-splines, the construction carries over to arbitrary degrees. We demonstrate the excellent performance
and optimal convergence of SB-splines studying Poisson and biharmonic problems.
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T-splines were introduced in 2003 in computer-aided design as a new realization for B-splines on non-
uniform meshes with local mesh refinement, and they were soon applied in the context of Isogeometric
Analysis as ansatz functions for Galerkin schemes, however linear dependencies might occur in rare
cases. In 2012, it was shown that linear independence is guaranteed if T-junction extensions do not
intersect in different directions [1]. This criterion is called analysis-suitability and is equivalent to dual-
compatibility [2], which states the existence of a dual basis that is constructable via local knot vectors.
Analysis-suitability was generalized to bivariate T-splines of arbitrary polynomial degree [3], and, in an
abstract version, to multivariate T-splines of odd degree [4].

In this contribution, we give a dimension-independent definition of analysis-suitable T-splines of arbi-
trary degree, including even and mixed degrees. We generalize both approaches to analysis-suitability,
the abstract and the geometric one, and argue that both are sufficient for linear independence of the
corresponding T-splines.
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In recent years there is a considerable development of locally refinable spline spaces, due to their appli-
cation to create adaptive algorithms for modelling, approximation and analysis. In particular, in Isoge-
ometric Analysis (IgA), it was proved that using hierarchical splines leads to efficient methods for the
solution of PDEs with optimal convergence rates (see, e.g., [1] for an overview). Moreover, combining
IgA with C1 spline spaces defined on multi-patch domains is a natural way to handle high-order prob-
lems on complex geometries. Therefore, there is the need for such kind of spaces which at the same
time allow local refinement. Our approach combines recent techniques for the construction of C1 tensor-
product spaces (see, e.g., [3, 4]) with a new hierarchical framework (having relaxed assumptions with
respect to the standard one). In this way, and by employing the results available for the two-patch case
[2], we are able to obtain the desired locally refinable C1 continuous spline spaces defined on multi-patch
geometries.
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This paper introduces a modified version of Loop subdivision, called modified Loop subdivision surface
(MLSS), to achieve optimal convergence rates in isogeometric analysis. Two main ideas are introduced
to define MLSS. Motivated by the open knots for B-splines, we add a new layer of basis functions
for the boundary of control grid, which can be evaluated similarly as that for Loop subdivision basis
functions. This idea is used to solve the non-optimal convergence rates problem for extended Loop
subdivision even without extraordinary points (EPs). For the EPs, we define a new rule with a parameter
λ(0 < λ < 1), which is exactly the second maximum eigenvalue of the subdivision matrix. The MLSS
is defined by combining the two ideas, which is global C2-continuous except G1 and curvature bounded
around the EPs. The MLSS limit surface has comparable shape quality as Loop subdivision surface.
Besides that, the numerical experiments show that MLSS can achieve optimal convergence rates in the
Poisson problem both in the L2 and H1 norm.
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This paper presents the application of TCB-splines for representing and analyzing the Kirchhoff-
Love shell in the context of isogeometric analysis (IGA). The Kirchhoff-Love shell formulation 
requires globally C^1-continuous basis functions. The nonuniform rational B-spline (NURBS)-
based IGA has been extensively used for developing Kirchhoff-Love shell elements. However, 
shells of complex geometries inevitably need multiple patches, where stitching patches with high 
continuity is a challenge. On the other hand, due to their unstructured nature, TCB-splines can 
accommodate general polygonal domains and are flexible to model complex geometries with C^1 
continuity, which naturally fit in the Kirchhoff-Love shell formulation with complex geometries. 
We propose to use TCB-splines as basis functions for both geometric representation and solution 
approximation. We apply our method on shell benchmark problems, where optimal convergence 
rates are achieved. The applicability of the proposed approach to shell analysis is further 
exemplified by performing geometrically nonlinear Kirchhoff–Love shell simulations of an oil 
sump of a car and a pipe junction represented by a single patch of TCB-splines free of extraordinary 
points. 
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We present a novel stabilized isogeometric formulation for the Stokes problem, where the 
geometry of interest is obtained in the means of overlapping NURBS (non-uniform rational B-
spline) patches, i.e., one patch on top of another in an arbitrary but predefined hierarchical order. 
All the visible regions constitute the computational domain, whereas independent patches are 
coupled through visible interfaces using Nitsche’s formulation. Such a geometric representation 
necessarily involves trimming, which, however, may yield trimmed elements of extremely small 
measures (referred to as bad elements) and thus lead to the instability issue. Motivated by the 
minimal stabilization method that rigorously guarantees stability in problems using trimmed 
geometries [1, 2], in this work we generalize it to the Stokes problem on overlapping patches. 
Central to our method is the distinct treatment for pressure and velocity spaces, where 
stabilization for velocity is carried out for the flux terms on interfaces, whereas pressure is 
stabilized in all the bad elements. We provide a priori error estimates with a comprehensive 
theoretical study. Through a suite of numerical tests (particularly with two-dimensional Taylor-
Hood elements), we first show that optimal convergence rates are achieved, which consistently 
agree with our theoretical findings. Second, we show that the accuracy of pressure is significantly 
improved up to several orders using the proposed stabilization method, compared to the results 
without using stabilization. Finally, we also demonstrate the efficacy and efficiency of the 
proposed method in an advection-dominated problem, i.e., the Oseen problem. 
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2 Université de Lorraine, CNRS, Inria, LORIA, F-54000 Nancy, France, pierrefrederic.villard@loria.fr

3 Karolinska Institutet, SE-171 77 Stockholm, Sweden, nicola.cacciani@ki.se

Key Words: Radial basis function, partition of unity, anisotropic, unfitted, least squares

Computational modelling of thin structures is a challenging problem. If variations in the thin direction
can be neglected, shell elements can be used to simplify the problem and to reduce the computational
cost. However, if this is not the case, also the thin direction needs to be resolved. A uniform discretiza-
tion, e.g., through meshing, leeds to a high computational cost, since the extent of the structure along the
surface is large compared with the thickness. A global anisotropic discretization is difficult to construct
and to work with if the structure does not have a parametric representation.

Meshfree methods provide flexibility with respect to geometry, but have similar limitations with respect
to discretization of thin structures. In [1] an unfitted least-squares radial basis function partition of unity
method (RBF-PUM) was derived. The main benefits of unfitted least squares RBF-PUM are that it is
stable under node refinement, that node generation becomes trivial, and that it is computationally efficient
due to its local support and the reusability of local computations.

We have formulated an adapted version of unfitted least squares RBF-PUM that is suitable for thin
structures. An RBF-PUM discretization is based on local approximations in overlapping patches that are
then blended together to form a global solution. Typically patches are uniformly distributed and equally
sized cubes or spheres, but we instead use anisotropic patches in the form of cylinders that are aligned
with the structure, such that the heights of the cylinders are similar to the thickness of the structure.
Within each patch we can then control the local resolution of the thin direction by scaling the local
problem. We show eaxmples where the method is used both for geometry reconstruction [3] and for
linear elastic deformation [2].
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In this talk we will present numerical simulations of deformed 3D objects. The simulations are produced
by numerically solving the linear elasticity equations on complex shell geometries. We use the meshless
RBF based partition of unity (RBF-PUM) method in the least squares formulation [1] and this talk will
focus on applications of this method on various geometries.

The method is used to both reconstruct the geometries and numerically solve the governing PDEs. It is
mesh-free and it solves the PDE in its strong form, pointwise. Hence, it is particularly adept in solving
PDEs on complex geometries where mesh generation is non-trivial and the resulting mesh can be highly
anisotropic. It is also easy to implement, flexible and computationally efficient.

The continuum bodies simulated are linearly elastic. We specifically assume small strains, meaning the
constitutive relation between stress and deformation is linear. We compute the deformations by numer-
ically solving a system of linear PDEs arising from Cauchy’s equation of equilibrium in elastostatics.
The deformed geometries include the Stanford Bunny [2], a hollow 3D cube with complex webbing and
a 3D reconstructed model of the human diaphragm [3].

We will present realistic deformations and stresses, computed using the von Mises yield criterion. Finally,
we will show convergence studies for the least squares residual and a comparison with the Finite Element
Method (FEM) which proves that this method produces comparably accurate results. In conclusion, we
aim to showcase the versatility and robustness of this method, especially when solving PDEs on complex
3D geometries.
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Over the last few decades, meshfree or meshless methods have become a popular 
alternative to conventional mesh-based solution procedures, especially for fluid flow 
problems with time-dependent domains and rapidly changing free surfaces. They can be 
easily used in a Lagrangian framework, which enables them to easily model large 
deformations and displacements. However, these advantages naturally come with their 
own challenges. One of the biggest drawbacks of meshfree methods is the lack of discrete 
conservation.  
 
In this talk, we present an overview of different aspects of conservation issues in 
collocation-based meshfree methods. First, we discuss the lack of formal conservative 
properties inherent in the derivative approximation procedure across most, if not all, 
“purely” meshfree methods. Central to this is the lack of a discrete Gauss theorem, and 
the absence of a natural way to define fluxes. We show that obtaining formal 
conservation in this setting necessitates a global computation of discrete differential 
operators, which makes the solution procedure very slow and not feasible for Lagrangian 
frameworks. To avoid this, we introduce a method of approximate flux conservation in 
meshfree methods.  
 
While focusing on incompressible flow, we also present the issue of volume and mass 
conservation in Lagrangian meshfree frameworks. We then introduce a concept of 
representative masses in Lagrangian meshfree collocation methods that can reduce the 
impact of these issues. We further introduce a notion of mass transfer between 
collocation “particles” that ensures the notion of representative masses can also be used 
for complex flow problems with large deformations in the fluid domain. After a series of 
verification and validation test cases that highlight the impact of the introduced 
framework, we also present the application of the method to an industrial test case of 
automotive water crossing.   
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In this research, an advanced finite difference (FD) scheme is constructed for the numerical solution of
the partial differential equations (PDE) describing linear plane elasticity problems, which is based on
the radial basis function technique (RBF). The widely-used RBFs are classified into two main groups,
the infinitely- and the piecewise smooth RBFs [1]. The infinitely smooth RBFs depend on a shape
parameter, setting the gradient of the RBFs and thereby controlling the condition number of the local
RBF matrix, influencing the accuracy of the differentiation weights. However, the polyharmonic spline
(PHS) as piecewise smooth RBF is independent of a shape parameter and its application can lead to
higher convergence rates and more accurate results [1]. This is the reason why the PHS will be chosen
for the computation of the weights. Furthermore, the PHS as RBF will be augmented with p-degree
monomials for the sake of the achievement of faster convergence and increased accuracy.

An averaged residual-maxima based adaptive point-cloud refinement strategy will be presented and its
computational performance will be tested on the convergence behavior of two kinds of benchmark prob-
lems: (i) smooth and (ii) non-smooth boundary value problems (BVP) (such as the shock- and the sin-
gular problem) [2, 3]. Since for these non-smooth BVPs, the h-adaptivity improves significantly the
accuracy and the convergence rates, it would be worth extending the h-adaptive PHS-RBF FD method to
3D, time dependent and non-linear problems arising in solid mechanics.
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Physical properties with jumps appear in numerous applications in continuum mechanics such as mul-
tiphase flow, composite materials or phase change. Our goal is to describe phase change processes in a
monolithic model with a meshfree generalized finite difference method (GFDM). Phase change leads to
formation of interfaces at which physical properties such as thermal conductivity, density and viscosity
have jumps. Since these physical properties appear in diffusion operators, we pay special attention to the
formulation of the diffusion operator.

Meshfree GFDM have successfully been used in free surface flows with complex geometries. However,
difficulties arise with the diffusion operator, since the method has no efficient way to ensure conserva-
tion of physical properties at interfaces or diagonally dominant numerical operators. This issue can be
observed especially at interfaces where the diffusion coefficient has a jump, possibly of several orders of
magnitude. Typical solution procedures for anisotropic laplacians include domain decompositions. How-
ever, in phase change we cannot predict the position of the interface and more importantly the interface
can be smeared out accross a transition region.

To overcome the drawbacks of the current formulation, we present a numerical method that identifies
regions where the diffusion coefficient has large jumps. A hybrid approach is proposed that ensures
better algebraic properties for the linear system in these critical regions. This method is benchmarked
against several test cases with varying jump magnitudes and geometric complexities of the interfaces.
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There are essentially two different paradigmatic approaches for mapping complex physical 
processes: classical physical modelling with associated numerical simulation (model-based) and 
prognostic methods based on the analysis of large amounts of data (data-driven). In recent years, 
the efficient combination of both approaches has become a research topic in its own right. However, 
research is far from an interlocking, problem-adapted application of these principles. 
 
In the BMBF-project HYDAMO (Hybrid data-driven and model-based simulation of complex flow 
problems in the automotive industry), the interest is on the one hand in meshfree simulations of 
sand-like materials based on a model hierarchy with increasing complexity. The correct choice of 
parameters in the individual model stages is essential for the appropriate mapping of the processes. 
Furthermore, the development of an automated and efficiently calibrated prediction tool is 
necessary for industrial application. This is achieved by enhancements of the Generalized Finite 
Difference Method (GFDM) implemented in the MESHFREE software [1]. 
 
On the other hand, the project aims at reducing the high-dimensional parameters in a generic 
material model to their inherently nonlinear but low-dimensional structure by deep learning 
approaches and to identify them for the subsequent numerical simulation. As a step towards 
achieving this goal, data pairs generated from MESHFREE simulations (which solve the parametric 
partial differential equation (PDE) in a forward problem) are used to in turn apply deep learning 
methods for the parameter identification problem (inverse problem). Deep learning has recorded 
recent successes in solving parametric PDEs [2]. In this work, the method of interest here stems 
from the recent successes of deep learning, when combined with ideas from model reduction [3]. 
Here, stress over time constitutes the input, while the parameters of interest constitute the output. 
Both are reduced to some latent spaces by principal component analysis (PCA) and a neural 
network then maps these two latent spaces. 
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I will present recent results on algorithms for stencil selection for RBF-FD and polynomial type

meshless  finite  difference  methods.  The  goal  of  these  algorithms  is  to  generate  as  small  as
possible sets of influence of desired accuracy, in order to maximize sparsity of the system matrix.

The  results  are  obtained  in  part  jointly  with  Dang  Thi  Oanh,  Ngo  Manh  Tuong,  Mansour
Safarpoor.
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Despite the flexibility of the collocation RBF-FD method to describe complex geometries and the sim-
plicity of its implementation, the method has failed to gain significant traction in the solid mechanics
community. This is at least in part caused by the fact that the method in its simplest form fails to give sta-
ble solutions for problems including Neumann boundary conditions and different stabilization techniques
need to be used to include traction boundary conditions in the models.

However, recent research shows that problems with the stability can be overcome by oversampling the
governing equation and solving the problem in least-squares sense [1]. This also allowed for an unfitted
method to be developed, making it even simpler to describe complex geometries [2].

This contribution applies these new findings to the problem of hyperelastic solid mechanics models
found in biomechanics with the purpose of modeling the human diaphragm [3]. The solution procedure
is presented and the implementation is verified by comparison to FEM models. We perform a parametric
study of the free parameters that are introduced by the solution procedure and the different evaluation
paths that are made possible by the introduction of least squares solution to the governing equation.
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Flow and transport computations for explicit microstructures of stochastic porous media, here the knee
meniscus, are prohibitively time consuming. First, as the porous microstructure is geometrically com-
plex, each simulation is considerably time consuming. Second, the porous microstructure is intrinsically
stochastic as it varies from location to location and from specimen to specimen, requiring numerous
time-consuming experiments and flow computations to be performed. First, we address the continuum
biological hydrodynamics simulation in complex geometries, by presenting a novel integrated compu-
tational approach using the Discretisation-Corrected Particle Strength Exchange (DC PSE) [1] operator
discretisation in a strong-form collocation mesh-less solver, the solver is coupled with Brinkman penali-
sation [2] to add a layer of robustness when dealing with such stochastic complex geometries. Steady and
unsteady Navier-Stokes equations are solved using the solver. Then, we introduce a data driven frame-
work in which the porous microstructures are homogenised to enable simulations in which the explicit
microstructural representation is omitted, but the stochastic transport characteristics are preserved. Only
a few meniscuses need to be characterised and a few sub- scale microstructural simulations on statistical
volume elements are required to probabilistically identify the parameters of the random spatial fields of
the permeability coefficient. The probabilistic identification setting assumes that each spatial input field
is a realisation from a single, joint multi-dimensional probability density function. The probabilistic iden-
tification setting is based on Bayes’ theorem, which only requires a limited number of measurements.
Finally, we will use the identified probability density function to rapidly propagate the uncertainty with
the fast homogenised model.
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The evaporation of water can be easily observed in daily life. Unlike its occurrence, however, it is 
not straightforward to accurately resolve the problem and to predict the evaporation rate. 
Evaporation is a rather complex multiphysics mass-transferring process at the free surface between 
two phases — water and air, where a number of factors play roles [1]. Nevertheless, it is crucial to 
accurately estimate the evaporation rate at the given conditions in many industrial fields such as 
the prediction of local corrosion effects in automotive applications. Therefore, a robust numerical 
method is required to resolve evaporation phenomena. 
The Finite Pointset Method (FPM), a Generalized Finite Difference Method (GFDM) implemented 
in the software MESHFREE, is widely used in academic and industrial areas [2,3], especially in 
automotive water management applications. Its efficiency is based on the meshfree character that 
eliminates the often-time-consuming process of meshing and re-meshing in other methods. 
A mass transfer model is implemented in MESHFREE in order to simulate the free water surface 
evaporation phenomenon at the water-air interface. Thereby, it is assumed that the main driving 
force of the liquid mass transfer into vapour is diffusion driven by the vapour concentration gradient 
in the air phase close to the free water surface [4]. To resolve the vapour concentration gradient 
along the interface normal direction adequately, coupled two-phase simulations were executed. 
Hence, the simulation can also take into account the effects of forced convection and relative 
humidity in air phase, which are necessary to correctly predict the evaporation rate. 
The simulation results are validated based on a series of experiments that measure the water 
evaporation rate with a relatively simple geometry. In the experiments, controllable conditions that 
highly influence the evaporation rate including air temperature, relative humidity and air flow rate 
are varied. The measured evaporation rates are then compared with the results from multiphase 
MESHFREE simulation with the newly implemented evaporation model. 
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Due to global warming and climate change, a number of natural disasters have been occurring in 
various places (e.g., the 2011 Tohoku earthquake and tsunami and the 2017 Northern Kyushu 
floods), raising the demand for predictive simulation technology. To perform numerical 
simulations, material parameters need to be determined, however, they depend on empirical laws 
and hence, their application ranges remain vague.  
In this context, this work presents the application of Physics-Informed Neural Networks (PINNs) 
[1] to inverse problems of fluid flow. The characteristic of PINNs is that the network output is 
constrained to satisfy the informed physical laws, initial, or boundary conditions. This is achieved 
by forming the loss function as a linear combination of a supervised loss of data measurements 
and an unsupervised loss of governing equations by automatic differentiation [2] (Navier–Stokes 
equations in the presented study):  

ℒ = 𝑤𝑤dataℒdata + 𝑤𝑤PDEℒPDE （1）  

ℒdata =
1

𝑁𝑁data
∑ (𝐮𝐮𝑖𝑖 − �̂�𝐮𝑖𝑖)2 + (𝑝𝑝𝑖𝑖 − �̂�𝑝𝑖𝑖)2
𝑁𝑁data

𝑖𝑖
 （2）  

ℒPDE =
1

𝑁𝑁PDE
∑ (∇ ⋅ �̂�𝐮𝑖𝑖)2 + (𝐷𝐷�̂�𝐮𝑖𝑖𝐷𝐷𝐷𝐷 + 1

�̂�𝜌 ∇�̂�𝑝𝑖𝑖 − �̂�𝜈�̂�𝐮𝑖𝑖)
2𝑁𝑁PDE

𝑖𝑖
 （3）  

Here, 𝐮𝐮𝑖𝑖  and 𝑝𝑝𝑖𝑖  are training data for velocity vector and pressure, �̂�𝐮𝑖𝑖 = �̂�𝐮(𝐱𝐱𝑖𝑖, 𝐷𝐷𝑖𝑖)  and �̂�𝑝𝑖𝑖 =
�̂�𝑝(𝐱𝐱𝑖𝑖, 𝐷𝐷𝑖𝑖) are PINNs-predicted velocity and pressure, respectively. �̂�𝜌 and �̂�𝜈 are identified density 
and kinematic viscosity of the fluid. Original work of PINNs [1] has investigated its applicability 
to slightly corrupted training data (1% noise), however, the data should have stronger noise in 
real-world applications. This work specifically considers its performance for inverse problems 
when the data includes 20% noise [3]. It further studies an approach to correctly estimate the 
unknown parameters (�̂�𝜌 and �̂�𝜈) by varying the weights to each of the loss terms and discusses 
PINNs applicability to considerably noisy training data.  
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Isogeometric collocation methods combine the high smoothness of NURBS basis functions 
with the low computational cost of collocation methods, generating sparser stiffness and 
mass matrices than the ones generated by isogeometric Galerkin methods. Our previous 
work investigated the approximation of 2D acoustic wave problems with proper absorbing 
boundary conditions by Galerkin IGA methods in space and Newmark’s explicit schemes 
in time (IGA-Gal-New). In this talk, we extend our study to IGA collocation explicit and 
implicit approximations (IGA-Col-New). A detailed numerical study on both Cartesian and 
NURBS domains illustrate the stability and convergence properties of the two Isogeometric 
Newmark methods with respect to the IGA and Newmark discretization’s parameters. The 
experimental results show that the stability thresholds of the methods depend linearly on h 
and inversely on p, confirming that the proposed IGA-Col-New method retains the good 
convergence and stability properties of standard IGA-Gal-New and Spectral Element 
discretizations of acoustic problems.  
Moreover, a detailed comparison of convergence errors, CPU time, and matrix sparsity 
patterns show that IGA-Col-New often outperforms IGA-Gal-New, in particular in the case 
of maximal regularity k = p - 1 and for increasing NURBS degree p. Some numerical 
results on the spectral properties of the IGA-Col-New matrices are also mentioned. 
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In the simulation of real world problems using isogeometric analysis one challenge that often arises is
the treatment of geometries with nonconforming discretizations of patches. One way to deal with these
geometries is to make the patches conforming. This can be done manually or using suitable trivariate
CAD software. However, for complex geometries it is not always possible to ensure compatibility of all
trivariate patches at interfaces. In this case, a mortar method [1, 3] can be used to carry out simulation
on nonconforming patches.

We present a workflow for the simulation of problems on 3D geometries with nonconforming geom-
etry discretizations based on mortaring and IsogEometric Tearing and Interconnecting (IETI) method
implemented in IRIT [2] and GeoPDEs [4]. For this method, we only require a pairwise matching dis-
cretization on the 2D interface of two neighboring patches for the numerical quadrature.

Acknowledgement This work is supported by the Graduate School CE within the Centre for Computational Engi-
neering at Technische Universität Darmstadt, by the German Research Foundation via the project SCHO 1562/6-1,
and by the Defense Advanced Research Projects Agency (DARPA), under contract HR0011-17-2-0028. The views,
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views or policies of the Department of Defense or the U.S. Government.
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1 Max Planck Institute for Plasma Physics, Boltzmannstraße 2, 85748 Garching bei München
martin.campos-pinto@ipp.mpg.de

yaman.guclu@ipp.mpg.de
francesco.patrizi@ipp.mpg.de
stefan.possanner@ipp.mpg.de

sonnen@ipp.mpg.de

Key Words: toroidal domains, polar splines, conforming/non-conforming Finite Element methods

We present a discretization of the continuous de Rham complex by means of adequate spline spaces
sustaining the same cohomological structure, when the underlying physical domain is a toroidal solid.
Discretizations preserving such homological invariant of the physical model are commonly exploited
in electromagnetics to obtain numerical solutions satisfying important conservation laws at the discrete
level. Thereby one avoids spurious behaviors and, on the contrary, improves accuracy and stability.

The toroidal geometries are of particular interest, for example, in the context of magnetically confined
plasma simulations. The singularity of the parametrization of such physical domains demands the con-
struction of suitable restricted spline spaces, called polar spline spaces, ensuring an acceptable smooth-
ness to set up the discrete complex.

On the other hand, the polar structure of the basis functions is not compatible with parallel computing
when adopting MPI algorithms, at least near the singularity. Whereas the tensor structure would easily
accomplish the task. Therefore, in order to obtain a discretization capable to scale well with problems
of large dimensions, we further present a, so called, conforming/non-conforming (CONGA) variation
of the method. In this approach, the approximation is built in the ambient space of the tensor splines,
which easily allows a parallelization of the processes, and then projected on the polar spline subspace to
preserve the conformity of the discretization.
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The spread of simulation has changed the way how highly engineered products are designed. 
Finite element simulation made user friendly thru effective modeling software is the dominant 
technology for simulation. The introduction of optimization associated with finite element 
methods, especially generative design or topology optimization has transformed simulation into a 
design tool and moved simulation way up into the concept phase of design processes. 

However, in many industries designer and analyst are separate functions. Management always 
wants designers to do analysis and simulation too. Skill levels are just different, and tools are not 
available to cater to a community that does not have the skill to make necessary assumptions that 
are needed to model complex events and systems with traditional means. Many attempts to 
create a simplified user experience to entice designers to adopt more simulation in their daily 
work did not change that. To a certain extend topology optimization packaged in an easy-to-learn 
user experience provided some part-level simulation capabilities to answer designer’s simulation 
needs. 

We will introduce a software solution that addresses the limitations above. This technology is 
completely meshless and works directly on CAD geometry. It can deal with assemblies and 
complex part connections in an easy way. Simplifications common in traditional mesh-based 
finite element methods (rigid elements for connections, thermal loads for bolt pretension, etc.) 
that require expert knowledge are not necessary. The software deals with the physics directly. 
Even the complicated task of figuring out boundary conditions for a part analysis becomes easy 
as complete assemblies can be dealt with. 

We will discuss how this technology is going to change simulation processes. We will review the 
entire process chain of designing complex products, including the role of generative design, and 
how it interacts with design-related simulation. 
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The numerical integration on domains that are cut by an implicitly defined boundary curve or surface is
an important problem that arises when solving partial differential equations on trimmed computational
domains using isogeometric analysis or unfitted finite element methods. Since the assembly of the system
matrices can be a bottleneck for the overall computation, efficient methods for the numerical integration
are needed. At the same time, in order to guarantee optimal convergence orders, the method for numerical
integration needs to achieve an approximation order that is equivalent to the approximation order of the
employed discrete space.

In this talk, we present a method for the numerical integration on trimmed computational domains that is
based on a local error correction approach. In each cut integration cell, we first find a linear approxima-
tion to the trimming boundary. Then, we increase the approximation order by adding correction terms
based on a Taylor expansion. The computational complexity of the resulting method is equivalent to the
complexity of a standard element-wise Gaussian quadrature on a non-trimmed domain.

In [1] and [2], we showed that the first order correction term results in a a fourth-order convergence
rate in each cut integration cell and is therefore suited for isogeometric analysis with quadratic splines
on both bivariate and trivariate domains. We generalized the method to obtain arbitrary approximation
orders for numerical integration on trimmed planar domains in [3]. The method can therefore be used
for high-order isogeometric analysis and for high-order unfitted finite element methods.
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A new structure-preserving numerical method will be presented which exhibits high order convergence
and, contrarily to other high order geometric methods [1], does not rely on the geometric realization
of any dual mesh. We use B-spline based de Rham complexes [2] to construct two exact sequences of
discrete differential forms: the primal sequence {Xk

h} starts from the space of tensor-product splines of
degree p and at least C1 continuity. The other spaces of the primal sequence are built by suitable tensor-
product of splines of mixed degree p and p−1. Similarly, the dual sequence {X̃ k

h} starts from the space
of tensor-product splines of degree p−1, which in the parametric domain coincides with the last space
of the primal sequence. The construction of the other spaces of the sequence follows an in the primal
one, by using splines of mixed degrees p−1 and p−2.

The differential operators (gradient, curl and divergence) are comprised in the exterior derivative oper-
ator. Due to the high continuity of splines, the exterior derivative is well defined both for the primal
and the dual sequence. Moreover, assuming vanishing boundary conditions on the primal sequence, the
discrete spaces Xk

h and X̃3−k
h have equal dimension.

The method is completed with two sets of discrete Hodge–star operators, that relate the spaces of the
two sequences, mapping the space of primal forms Xk

h into the space of dual forms X̃3−k
h , and vice versa,

for k = 0,1,2,3. The discrete Hodge–star operators encapsulate all the metric-dependent properties,
including material properties. We will show a particular choice of the discrete Hodge–star operators
inspired by [3] and how to compute them through the fast inversion of Kronecker product matrices.
Finally, we will apply the method to the solution of Maxwell equations, and show that the method
exhibits high order convergence and energy conservation.
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Splines are piecewise polynomial functions that are glued together with a given smoothness. When using
them in a numerical method, the availability of proper error estimates is of utmost importance. Classical
error estimates for spline approximation are expressed in terms of (a) a certain power of the maximal grid
spacing, (b) an appropriate derivative of the function to be approximated, and (c) a “constant” which is
independent of the previous quantities but usually depends on the degree and smoothness of the spline.

An explicit expression of the constant in (c) is not always available in the literature, because it is a
minor issue in most standard approximation analysis. There they are mainly interested in the approxi-
mation power of a spline space of fixed degree. However, one of the most interesting features in the field
of Isogeometric Analysis is k-refinement, which denotes degree elevation with increasing interelement
smoothness. The above mentioned error estimates are not sufficient to explain the benefits of approxi-
mation under k-refinement so long as it is not well understood how the constant in (c) behaves.

In this talk we extend the results of [1] by providing a priori error estimates with explicit constants for
both the L2-projection and Ritz-type projections onto spline spaces of arbitrary smoothness defined on
arbitrary grids [2]. The presented error estimates indicate that smoother spline spaces exhibit better
approximation per degree of freedom, even for low regularity of the function to be approximated. This
is in complete agreement with the numerical evidence found in the literature.

We further discuss the extension of these results to the case of tensor product spline approximation and
to isogeometric spline spaces generated by means of a mapped geometry, both in the single-patch and in
the multi-patch case.
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In our work, we are investigating the Maxwell Eigenproblem in accelerator cavities whose performance
is evaluated based on their eigenmodes. For cylindrical cavities, the eigenfrequencies and electromag-
netic field distributions are known analytically and a well-known nomenclature is defined for classifying
the modes. Due to the complex shape of real-world cavities, in practice the eigenmodes need to be deter-
mined using numerical simulations. Hence, also the classification of their eigenmodes is cumbersome.

Therefore, we investigate automatic mode recognition by deforming the cavity geometry to the cylin-
drical shape. To this end, an eigenvalue tracking technique is employed to ensure consistency of the
solution along the deformation of the cavity geometry, i.e. to match the eigenpairs. Since crossings
of the eigenvalues can occur along the deformation, sophisticated methods are necessary. Finally, the
numerical results are aligned with the analytic solutions.

Employing Isogeometric Analysis (IGA) for the spacial discretization of the cavity allows for an exact
representation of the geometry and smooth fields for subsequent particle tracking. Furthermore, describ-
ing the deformation of the geometry with IGA is straightforward and does not require remeshing along
the shape morphing. In our work, we apply algorithms, which employ derivatives with respect to an
introduced deformation parameter, to track the eigenvalues along the deformation. We formulate the
required derivatives of the system matrices as shape derivatives with respect to the IGA control points.
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Code generation for numerical partial differential equations (PDEs) lets users automatically compile ef-
ficient solver routines from mathematical problem descriptions. However, it typically assumes rigid code
structures that are only immediately applicable to certain numerical methods, such as the finite element
(FE) methods considered in the FEniCS [1] code generation system. Standard FE methods cannot be
applied directly to PDE systems on geometries from typical computer aided design (CAD) systems;
they also struggle with geometric complexity arising from nonlinear physical phenomena, e.g., extreme
deformations, contact, or fracture. Numerical schemes to couple non-matching parameterizations of
geometry or handle large deformations and topological changes cannot be directly implemented using
FEniCS’s standard code generation workflow. Thus, an active area of research is: How can advanced
code generation capabilities be productively applied in such methods? The present talk will review how
FEniCS has been extended to isogeometric analysis [2] and discuss a recent extension to shell analysis
of aerospace structures defined using multiple non-matching spline patches [3]. We will also discuss
advances in fluid–structure interaction (FSI) analysis using CAD-based descriptions of thin structures
immersed in unfitted meshes, building on preliminary work from [4]. This will enable rapid prototyping
of both constitutive and geometric modeling choices in the design and FSI analysis of prosthetic heart
valves. Lastly, we will cover ongoing work toward leveraging code generation within a general-purpose
framework for high-order immersed finite element and isogeometric methods. These various projects
illustrate different promising approaches to the central research question identified above.
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The authors have previously presented in [1] the development and benchmarking of an 
IsoGeometric Analysis Boundary Element Method (IGA-BEM) solver for the 3D flow 
around lifting wings with finite span, based on Morino’s formulation for the perturbation 
potential [2]. The solver employs the same analysis-suitable T-spline basis for the 
representation of both wing’s boundary surface and the unknown field quantities. The 3D 
character of the flow near the wing tip and the resulting flow velocity singularity at the 
intersection of the wing tip with the trailing edge entail the adoption of a local refinement 
process to improve the rate of convergence of the numerical solution of the problem. 
In this work, we are focusing on the study of the accuracy and efficacy of the original 
IGA-BEM solver using both NURBS and T-splines representations for the body 
geometries. Specifically, we are interested in: 
1) the efficacy and achievable accuracy of different global and local refinement 

strategies when evaluating the quantities of interest (pressure & lift). Our strategies 
include standard adaptive refinement schemes comparing successive refinement steps, 
and a simplified refinement approach which compares the values of the solution at 
neighboring collocation points and refines the corresponding knot intervals when 
differences are larger than a specified tolerance. 

2) The efficacy and accuracy that can be achieved by optimizing the methods of 
integration and the number of quadrature points used in the calculation of integrals 
involved in the assembly of the matrix of the employed collocation scheme. 

Results and comparisons employ both NURBS and T-Splines geometry representations. 
Acknowledgements 
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Without appropriate manufacturing processes, product innovations cannot be brought into our 
daily lives. As such, there is a constant need for innovative, flexible, and precise manufacturing 
processes. At the same time, the manufacturing process can act as a significant cost driver, in 
particular in the range of small lot sizes. These costs can be divided into two categories: One is 
the manufacturing step itself, which requires material and tailored machinery. The other category 
is the design of the manufacturing process, a preprocessing task that defines tool shapes, plans 
paths, etc.. This presentation is concerned with improving the design step of manufacturing both 
in terms of accuracy and efficiency. 
 
Already for several decades now, the design of manufacturing processes has profited from 
numerical simulation methods. These methods were, and are still, used in order to facilitate the 
iterative design process. Instead of having to test each preliminary design directly in the 
manufacturing process, it is much more cost- and time-efficient to run these tests in a simulation 
environment. Furthermore, in more recent years, inverse design methods have gained traction in 
the field. These methods design the manufacturing process based on the desired product outcome 
with little to no intervention by the design engineer. 
 
In particular the inverse methods profit immensely from CAD-compatiblity, allowing to tightly 
interlace these methods with the CAD/CAM process. Exemplified via the manufacturing 
processes of injection moulding [1] and metal cutting [2], we will demonstrate how CAD-based 
methods not only improve the integration into the overall design process, but also possess 
superior properties in terms of accuracy and efficiency. 
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Contemporary industrial design requires building computer aided engineering (CAE) models suitable
for simulation. This task is known to be a major bottleneck due to the excessive human intervention
required when processing the upstream computer aided design (CAD) model. In general, generating
meshes from a complex CAD model largely depends on the type of simulation, because of the numerous
multiscale features which may or may not be negligible for the physical problem of interest. Traditional
mesh generators produce small, often distorted, elements, when the mesh size desired by the problem
exceeds the dimension of the geometric features. Large research efforts have been made into methods of
de–featuring complex CAD models. However, fully automatised de–featuring has not yet been achieved.
Firstly, it is not always possible to know in advance the effect of the de–featuring before actually per-
forming simulations. Secondly, the de–featuring requirements differ from problem to problem, due to
their physical nature. Finally, de–featuring also relies on the desired approximation level.

The NURBS–enhanced finite element method (NEFEM) circumvents this problem, through a complete
separation of the geometric representation from solution approximation. The two concepts have been
tightly coupled in the large majority of available solvers through the isoparametric concept. Within
NEFEM, the geometric description uses the boundary representation (B–rep) information directly from
the CAD model in the parameter spaces, whereas polynomial functions are used to approximate the
solution in the physical space. This new paradigm avoids the need for de–featuring. In addition, the
method allows discretisation of the CAD model with a mesh size that respects the user specification and
is not restricted by the presence of small geometric features.

This work will present a new mesh generation technique, in which element faces may span across multi-
ple surfaces and retain the exact B–rep. The mesh generation process will be detailed, including the new
quality metrics that have been devised specifically for the NEFEM elements. Several examples will be
presented to demonstrate the potential of the proposed technique.
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The convergence of the standard Newton algorithm hinges on the smoothness of the target nonlinear
system. There is a wide class of modified Newton algorithms that address the case where the standard
method fails due to low regularity. In particular, we consider so-called smoothing Newton methods [4]
where non-differentiable functions are replaced by smooth approximate counterparts. The amount of
smoothing is proportional to a parameter that should decrease as the smoothed iterations progress.

We seek a criteria for the smoothing parameter using a posteriori error estimation. We consider PDEs
arising from the minimization of a non-smooth energy functional. Thus, we may use a so-called primal-
dual gap estimator. The estimator measures the error in a computed solution by invoking a dual maxi-
mization problem. In particular, the estimator provides a constant-free upper bound for the difference of
the energy of the true and computed solutions.

This strategy has been applied recently to non-smooth minimization problems in [1], where the primal
and dual problems are solved in a globally coupled manner and no smoothing is used. In this talk, we
instead present a patchwise-local and decoupled solution of the dual problem [2, 3] and use a smoothing
Newton method for solving the primal problem. We also compute estimators that target the smoothing,
linearization, and discretization components of the overall error in the smoothed problems. This leads to
an adaptive algorithm steering the mutual sizes of the components as in [3].
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Gradient elasticity formulations enable the modeling of size effects, which appear when the scale of ma-
terial heterogenities approaches the scale of the macroscopic mechanical fields. Furthermore, due to the
higher regularity of the solution, corresponding numerical simulations remain mesh-independent, since
they are free of geometry-induced nonphysical singularities, which appear in local models at e.g. sharp
corners or crack tips of the modeled specimen. Since gradient elasticity models incorporate second-
order deformation gradients, purely displacement-based finite elements require C1-continuity, for which
unstructured meshing and retaining compatibility with standard software are known challenges. Another
approach is to introduce displacement gradients as separate discretization variable. Corresponding mixed
FE-formulations require only to be C0-continuous and thus, standard interpolation with piecewise poly-
nomial functions is sufficient. However, due to the introduction of additional variables, the development
of corresponding numerical schemes which are cost efficient, stable and robust, is essential. Here, a
formulation is presented, in which similar to an approach proposed in [1] the internal elastic potential is
formulated exclusively in terms of the displacement gradient variable. A constraint term incorporating a
divergence-free Lagrange multiplier enforces the rotation part of the gradient variable to vanish, which is
a necessary condition for gradient fields. In a second constraint term the divergence-free condition is en-
forced. The corresponding discretization follows the approach of [2], which enables static condensation
of the first Lagrange multiplier and thus, keeping the number of degrees of freedom at a minimum, while
maintaining suitable mathematical solution spaces. Moreover, as shown in [2], the discrete Lagrange
multipliers corresponding to the second constraint are identified as an approximation of the displace-
ment solution. Thereby, displacement boundary conditions can be incorporated directly avoiding the
necessity of a pre- and postprocessing step (cf. [1]). In a displacement-driven numerical test on a domain
with hole and non-connected boundary convergence is shown. Other numerical tests further show ro-
bustness for varying nonlocal constitutive parameters and increased computational efficiency compared
to other mixed approaches (c.f. [1, 3]).
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This contribution addresses the issue of artificial instabilities in discrete solutions obtained by 
various non-linear finite element formulations (cf. [2]) occurring under homogeneous stress states 
in elasticity problems. While avoiding locking is crucial for accurately capturing physical 
instabilities, it is often observed that some locking-free formulations suffer from artificial, non-
physical instabilities, usually referred to as hourglassing (cf. [1], [3]).  

Analytical stability analyses of simple reference problems are presented and compared to the 
discrete solutions. This allows assessing precisely the performance of various finite element 
formulations for a broad range of input data, e.g. element aspect ratio and elastic constants. The 
sources of the hourglass phenomena triggered by compressive and tensile stress states are 
highlighted and, on this basis, a simple strategy to construct stable and locking-free finite element 
formulations is proposed. 
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Computation of minima of nonlinear integral functionals (e.g. strain energy) is typically done by using
a variation of Newton’s method or a gradient descent method on the Euler-Lagrange PDEs associated to
the functional. However, these procedures only guarantee finding an approximation to a local minimum,
but say nothing of whether the solution is a global minimum of the functional, which often is the goal.
Finding an algorithm that provably converges to a global minimum is a classical and fundamental chal-
lenge in many fields, including nonlinear elasticity, fluid mechanics, pattern formation and PDE analysis.
In this work, we leverage theoretical tools from the fields of sparse polynomial optimization (within al-
gebraic geometry) and finite element (FE) methods to present such an algorithm. The techniques include
exploiting properties of sparse sum-of-squares (SOS) relaxations and Gamma convergence to prove con-
vergence to a global minimum of a functional with a polynomial integrand as the mesh is refined and
the moment-SOS relaxation order is raised. We present numerical examples which result in excellent
approximations to the global minima of different nonlinear functionals, including the pattern-forming
Swift-Hohenberg free energy in two spatial dimensions, even when one uses sparse SOS relaxations
that are computationally cheaper, but lack convergence guarantees. Finally, we also outline how to ex-
tend these methods to PDE-constrained optimization problems and show some preliminary results in this
context.
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Shell structures have a rich set of features resulting from the interaction of the shell geometry and the
deterministic parameter, the thickness of the shell, which is often modelled as a dimensionless quantity.
In this talk the connection between the boundary layers (including the internal ones) and the smallest
eigenmodes is discussed.

For shells of revolution the asymptotics of the smallest eigenmodes have been analysed by various au-
thors and with the exception of some corner cases the overall behaviour is well understood [1],[2]. What
is new here is that the the asymptotic convergence rates for the eigenmodes are shown to be tied directly
to those of the corresponding internal boundary layers. Spatial resolution of the boundary layers in FEM
is known to give rise numerical locking or loss of optimal convergence rate – in this case eigenlocking.
Even in the case of eigenlocking, the individual modes converge at the predicted rate, but they appear
out-of-order due to error amplification manifested in constants.

The numerical experiments cover all major shell geometries and a practical range of dimensionless thick-
nesses.
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The enhanced assumed strain (EAS) method proposed by Simo et al. [5] is one the most successful
mixed finite element methods. Despite its success and numerous improvements there are still some open
issues. Two of which concern mesh-distortion sensitivity and hourglassing-instabilities.

MacNeal [2] has shown that the optimal element performance cannot be achieved with a symmetric stiff-
ness matrix. This lead to a Petrov-Galerkin approach termed unsymmetric finite element method which
effectively allows construction of mesh-distortion insensitive high order finite elements [4]. However,
unsymmetric low-order elements are often complex, require many internal degrees of freedom or a priori
knowledge of the material model [6, 1]. Recently, Pfefferkorn and Betsch [3] proposed a Petrov-Galerkin
approach based on the EAS method which overcomes these drawbacks and allows a simple construction
of high performance low-order elements.

The present contribution concerns the extension of this method to nonlinear hyperelastic and elasto-
plastic problems. Focus is put on an hourglassing free formulation which could be achieved by enhancing
the spatial displacement gradient instead of the usual enhancement of the deformation gradient.
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Since the pioneering works of Argyris in the parametrization of finite rotations, several alternatives to
formulate a genuine geometrically exact shell theory have been devised. In general, the only way to
tackle the problems resulting from such theories is the finite element method. However, conventional
displacement-based finite elements tend to deliver a poor performance as the slenderness of such struc-
tures increase. Assumed Natural Strain (ANS) and Enchanced Assumed Strain (EAS) techniques are
often used to alleviate the unbalance of the shape functions in reproducing certain limiting conditions.

In the present work the authors study the behaviour of the T6-3i triangular finite element [1, 2]. This
surprisingly simple element is advantageous from the implementation point of view, as its elemental
computations are extremely fast to perform. However, the fact that its rotation field is non-conforming
raises concerns on its ability to always converge to the exact solution. Moreover, although its displace-
ment field was designed to satisfy the Kirchhoff limit constraint (at least for linear analysis shear-locking
is absent), its membrane behaviour does not satisfy the limit constraints when the element is curved.

The aim of the authors is to assess the behaviour of the element under varying thickness values. Linear
versus nonlinear analysis are performed for both flat and curved geometries. It is shown that the type
of analysis (linear versus nonlinear) has a strong influence on the quality of the results. Unlike linear
analysis, in non-linear regime there is always a coupling between bending and membrane behaviour
(even in the case of flat elements).
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In recent years, there have been many developments in the field of 3d-shell models. Compared to 
standard shell models, 3d-shell models allow for thickness change [1]. When simulating with only 
one layer of elements across the thickness, it has proven important to include linear transverse 
normal strain into 3d-shell models to avoid a stiffening phenomenon, often referred to as Poisson 
thickness locking. This is done either using the EAS-method [2] or by a quadratic displacement 
field in thickness direction [3]. 
 
When simulating bending over small radii using certain 3d-shell finite elements in LS-DYNA, 
Fleischer [4] observed an additional stiffening effect, which remained unexplained so far. In case 
of large strain, the elements behave remarkably stiffer than a converged numerical reference 
solution, although measures to avoid Poisson thickness locking are included. 
 
This contribution focuses on the explanation of the stiffening effect described above. The 
stiffening effect turns out to be of higher order, which means that it is present only in case of 
large deformations in geometrically nonlinear simulations. Furthermore, a method to avoid the 
stiffening effect is derived and its feasibility is confirmed by numerical results. 
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Abstract

3D nonlinear  membrane  theory is  assumed  by 2nd Piola-Kirchhoff  stress  tensor  and Green-

Langrange  strain  tensor  or  by  Cauchy  stress  tensor  and  Euler-Almansi  strain  tensor.  The

governing  partial  differential  equation  for  3D  dynamic  in-plane  tensile  force  equilibrium

considers  second-order  spatial  derivatives  of  3D  displacement.  The  9-node-4-corner  finite

element with biquadratic interpolation functions on nodal undisplaced 3D coordinate in stress-

free state and on nodal 3D displacement is applied for spatial discretization within 3D nonlinear

membrane theory (static equilibrium; dynamic equilibrium) – that for 2D plane geometry and in-

plane 2D displacement includes and represents 2D nonlinear disc theory – . Geometric element

height-width  ratios  that  deviate  strongly  from  unit  value  one  induce  nonlinearly  increasing

element shear stiffness by linearly increasing element height-width ratio. The 2D plane case of

the 9-node-4-corder finite element with unit element height two units of length and parameter

varying width from 0.1 to 10 units of length is exposed to parameter varying static in-plane 2D

boundary shear  displacement  from small  strain  inducing  0.01  units  of  length  to  large  strain

inducing 10 units of length. Since element shear stiffnesses for assumptions of nonlinear strain

and linear strain differ from each other and for assumption of nonlinear strain shear stiffness

highly nonlinearly increases with increasing element height-width ratio furthermore two different

intermediate  degrees  of  partly  nonlinear  strain  are  considered  for  evaluation.  Comparison

between element shear stiffnesses by assumptions nonlinear, linear and two intermediate partly

nonlinear  strains  is  drawn  for  the  above  parameter  ranges.  Appropriate  approximation  of

nonlinear strain by linear strain and two intermediate partly nonlinear strains,  respectively,  is

concluded  for  high  element  height-width  ratios  to  keep  element  shear  stiffness  realistic,

representative and practical within 3D curved geometries for 3D membrane (static and dynamic)

computations  by  application  of  the  9-node-4-corner  finite  element.  Comparison  focuses  on

element  shear  stiffness  itself,  applied  increment  factor  within  equilibrium  iterations  until

convergence and number of equilibrium iterations until convergence. 

REFERENCES

[1] C. Corte 2014: 3D-Membrantheorie. Der Stahlbau 83 Heft 5, 343-358

[2] C. Corte 2014: 3D membrane theory. World congress on computational mechanics WCCM

XI 2014, Barcelona, 268-292

[3] C. Corte 2017: Membrane roof structures. Proceedings of the 8th International Conference 

on Structural Membranes 2017, Technische Universität München, 478-502

[4] C.  Corte  2021:  Fluid-structure  interaction  of  a  3D  finn  dinghy  sail  membrane  with  

surrounding viscous air flow. 10th International Conference on Structural Membranes 2021, 

Technische Universität München

533



Unconditionally stable dynamic analysis of multi-patch Kirchhoff-Love shells in large deforma-
tions
Domenico Magisano, Leonardo Leonetti and Giovanni Garcea

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Unconditionally stable dynamic analysis of multi-patch Kirchhoff-Love
shells in large deformations

Domenico Magisano1∗, Leonardo Leonetti1 and Giovanni Garcea1
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One-step implicit time integration methods such as Newmark’s schemes are only conditionally stable
when used in large deformation analyses [1]. Simo and Tarnow proposed a simple method that guaran-
tees unconditional stability by conserving the algorithmic energy in elastodynamics [2]. However, energy
conservation is lost for other structural models as the Kirchhoff-Love theory, more efficient in the terms
of spatial DOFs for thin shell problems, where the strain-displacement relationship is no longer quadratic.
This work presents a numerical framework for long term dynamic simulations of structures made of mul-
tiple thin shells undergoing large deformations. The C1-continuity requirement of the Kirchhoff-Love
theory is met in the interior of patches by cubic NURBS approximation functions, according to the iso-
geometric concept, with membrane locking avoided by patch-wise reduced integration [3]. A simple
penalty approach for coupling adjacent patches, applicable to either smooth or non-smooth interfaces
and either matching or non-matching discretizations is adopted to impose translational and rotational
continuity [4]. The time-stepping scheme of Simo and Tarnow is generalized to achieve energy conser-
vation for generally nonlinear strain measures and penalty coupling terms, like the nonlinear rotational
one for thin shells. The method is based on a particular integral mean of the internal forces over the step,
that includes Simo and Tarnow’s method as a reduced quadrature rule, and has unconditional stability.
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A significant part of recent research in mesh generation has been devoted to the generation of body-fitted
curvilinear meshes. Curved elements on the boundaries mitigate the error caused by the approximation
of curved geometries by straight-sided meshes. The natural extension of the use of curvilinear meshes is
high-order mesh adaptation. Here, we propose a methodology aimed at the generation and adaptation of
two dimensional curvilinear anisotropic meshes. The quadratic triangular elements follow the features
of a numerical solution computed e.g. with the finite element method, allowing a reduced number of
degrees of freedom for a comparable interpolation error. The metric tensor field used to generate the
elements is defined based on an interpolation error estimate, using recovered derivatives of order up to
three of the numerical solution. A quasi-unit straight-sided mesh is first generated by spawning points in
the computational domain in such a way that two neighbouring points lie within the range of [1/

√
2,
√

2]
when computing distances with respect to the metric field, then by connecting them using a standard
anisotropic mesh generator. Straight-sided edges are then curved by moving the mid-edge nodes to ap-
proximate the geodesic between the edges’s extremities while ensuring the validity of the elements at all
time. Topological operations such as curvilinear edge swaps and curvilinear small polygon reconnec-
tion (CSPR) are finally applied to the curved triangulation to further increase mesh quality, yielding a
quasi-unit curved mesh with only valid elements. For a comparable complexity, adapted meshes exhibit
a reduced interpolation error compared to straight-sided anisotropic meshes. Numerical applications,
such as tracer advection and Von Kármán streets, are presented to illustrate the method.
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We present a framework for adaptive optimization of high-order curved meshes. The optimization pro-
cess is driven by information that is provided by the simulation in which the optimized mesh is being
used [1]. We make the important choice to require only discrete description of the simulation feature
to which to adapt to, e.g., the feature can be described as a finite element function on the mesh. This
is a critical step for the practical applicability of the algorithms we propose and distinguishes us from
approaches that require analytical information.

The discrete problem is formulated as a variational minimization of a chosen mesh-quality metric, uti-
lizing a finite element extension to the Target-Matrix Optimization Paradigm [2]. The method primarily
relies on node movement (r-adaptivity), but also has the capability to perform h-adaptivity steps when
this can produce to the desired local mesh size [3]. We will also discuss our latest capabilities for surface
fitting and tangential relaxation, which are enforced weakly by adding penalty terms in the objective
[4]. These penalty terms connect the concept of mesh motion to the discrete finite element function that
defines the desired node position.
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One of the main challenges that structural models face, both from theoretical as well as from the numer-
ical standpoints, is their incorporation into continuum models. This is so because, while some problems
are purely structural, many relevant problems in engineering and mechanics cannot be adequately rep-
resented only with reduced dimension models but greatly benefit from incorporating them as part of the
physical model. For example, while a cable might be represented with enough accuracy using a string or
a bar model, its anchorage onto a bridge pillar might require a full three-dimensional model if a faithful
representation of the stresses is required. Connecting these two descriptions is far from trivial.

Among this kind of problems, maybe the most important class involves interactions between reduced
order models and continua. In particular, fluid/structure interactions between such bodies are notably
difficult and have only been partially resolved before. The interaction between a fluid and surfaces such
as the ones of flags, parachutes, sails are complex to model, but even more with cables and beams.

Based on our recent work [1], we will present a methodology for the formulation of solids with the
kinematics of geometrically exact rods and shells. By a variationally consistent procedure, the motion of
points in these bodies is dragged by a structural theory, while the interactions (surface and body forces)
are resolved at the continuum level, with full accuracy. The outcomes of this approach are slender
bodies (rod-like, shell-like), with very few degrees of freedom that can be used with standard contact and
interaction solvers, and combined with full 3D solids without add hoc interfaces.

Exploiting the ideas of the model projection and kinematic lifting, one obtains, if desired, exact rod
and shell models that use three-dimensional material constitutive laws. With this, and without any con-
stitutive projection, elastic and inelastic constitutive laws can be used in the context of reduced order
theories.
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For the computational analysis of slender structures, one-dimensional (1D) models are commonly 
used to reduce the computational cost of simulations. However, the coupling of three-dimensional 
(3D) continua with immersed 1D structures is not yet well investigated from the mathematical 
and computational standpoint, although it arises in applications of paramount importance such as 
biology, biomedical engineering, geoscience and the mechanics of reinforced materials. We 
leverage on a new framework to formulate and approximate coupled partial differential equations 
(PDEs) on manifolds with heterogeneous dimensionality [1,2,3]. On the basis of this theoretical 
knowledge, we study the mathematical formulation and develop numerical methods for fluid-
structure interaction (FSI) that combine a 1D representation of the slender structure with a 3D 
formulation of the flow. It is known that 3D-1D coupled problems can be interpreted as 3D 
problems with concentrated sources (Dirac deltas) located on lower dimensional manifolds of the 
domain [4]. The solutions of such problems are affected by low regularity, which in turn reduces 
the ability to construct convergent and efficient approximation methods. The new approach that 
we propose overcomes the previous issue because it has the fundamental advantage to enable the 
approximation of the problem using Galerkin projections on Hilbert spaces [1,2,3]. For this 
reason, we are able to perform a rigorous convergence analysis of approximation methods, such 
as the Finite Element Method (FEM), applied to these problems [1,2]. First, we address some 
general aspects of 3D-1D mixed dimensional PDEs, with particular attention to their coupling, 
achieved by means of Lagrange multipliers combined with a suitable projection operator form the 
3D solution space to the 1D space [3,5]. Second, we apply this approach to the case of the 
interaction between a beam and an incompressible fluid, described as a 3D-1D FSI problem. In 
this case, we compare different coupling strategies, putting into evidence the advantages of the 
proposed approach. 
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Fibrous soft tissue such as collagenous connective tissue or blood clot may be thought of as fiber 
network embedded in a homogeneous solid matrix, i.e., “ground substance” [1]. Models of these 
tissues are important to our understanding of their fundamental structure-function (or -dysfunction) 
relationship. In the past, various modelling approaches have been taken that spanned all the way 
from simplified continuum approaches up to a complete spatial modelling of the area-to-volume 
fiber-matrix interface [2]. Which begs the question: what is the exact trade-off between accurate 
description of the macroscale behaviour and model complexity? To answer this question, we 
developed models of the elastic, coupled bulk-fiber behaviour of fibrous soft tissues representing 
two distinct levels of model complexity. We compared their performance under three naturally 
occurring deformation modes, namely uniaxial extension, simple shear, and pure shear.  
 
First, we develop a low-fidelity model, with a continuum approach of the fibrous tissue as an 
incompressible, anisotropic, hyperelastic material. This approach accounts for the fibrous structure 
in the strain energy function through a continuous probability density function of the fiber 
orientation. At the deformed configuration, the contribution of the fibers is spatially integrated over 
a unit sphere domain, as in the work by H. Chieh and G. Ateshian [3]. Next, as our high-fidelity 
model, we consider an embedded discrete fiber network into a hyperelastic solid matrix. We model 
each fiber as a spatial Timoshenko beam. Next, we couple the translational degrees of freedom of 
the beam’s centerline to the displacements of the solid matrix through a Lagrange multiplier field, 
as proposed in the mortar-type finite element method by Steinbrecher et al. [2]. Specifically, we 
implement the segment-based integration of coupling elements of initially curved beam networks 
and conduct proper consistency and convergence tests by developing a user subroutine on the 
commercial code Abaqus/Standard. 
 
Using both approaches we will consider a representative volume element with one dispersed 
principle fiber bundle (single fiber family). We will investigate and report the ability of our high-
fidelity model (embedded fiber network) to accurately capture the (de-) coupled behaviour of the 
fiber network and the solid matrix. Furthermore, we will particularly focus on the trade-off between 
model complexity and computational cost with respect to practical, experimental aspects of soft 
tissues mechanical testing under large deformation. 
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Mixed-dimension 1D-3D methods allow to efficiently describe systems tubular networks 
embedded in porous media where fluid is exchanged between network and the porous bulk 
and dominates the fluid distribution in the porous medium. Two examples of such systems 
are fluid flow in microvasculature and embedding tissue [1], and water uptake of plant 
roots from soil [2]. Due to the nature of thin inclusion fluid pressure profiles in the porous 
bulk usually exhibit large gradients in the vicinity of the inclusion and pose difficulties for 
numerical schemes approximating pressure profiles and fluid flow. For example, 
particularly for dry soils local water pressure gradients can be become very large in the 
vicinity of roots due to the nonlinear relationships of water saturation, water pressure and 
soil permeability. Commonly used discretization lengths (for example 1cm) in root-soil 
interaction models do not allow to capture these gradients accurately. 
We present a numerical scheme targeted at resolving such issues. The numerical scheme 
combines smooth distribution functions in the vicinity of the network with interface 
reconstruction schemes based on local analytical solutions. We explore accuracy and 
limitations of the scheme in numerical test cases. We present the results of a recently 
published benchmark case and present the latest results regarding time-dependent problems 
of water uptake from soil or exchange of small molecules between microcirculation and 
embedding tissue. 
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Fractional Laplacian operator

We are interested in reliable simulations of biophysical processes in the brain, such as blood flow
and metabolic waste clearance. Modeling those processes results in interface-driven multiphysics

problems that  can  be  coupled across  dimensions.  The  coupling  is  imposed by  the  Lagrange
multiplier  that  enforces  constraints  on  the  interface  and  ensures  well-posedness  in  fractional

Sobolev  spaces  weighted  by  material  parameters.  However,  the  complexity  of  the  interface
coupling  often  deteriorates  the  performance  of  standard  methods  to  finding  the  numerical

solution.

Therefore,  we  derive preconditioners  and  solution  techniques  which  target  specifically  such
multiphysics  problems  by  exploiting  fractional  operators  at  the  interfaces  for  order  optimal

performance. Specifically, the robust preconditioners for the interface problems are represented as
a sum of fractional  Laplacians that  can include both negative and positive fractionalities.  To

handle  fractional operators numerically, we implement methods based on multilevel algorithms
and rational approximation. We show that the numerical methods are parameter-independent and

scalable with regards to  number of the degrees of freedom of the system. We demonstrate the
efficiency  of  our methods on several  numerical  examples of mixed-dimensional  problems on

realistic geometries, such as 3D-1D model of flow in vascularized brain tissue.
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Coupled multiphysics mixed-dimensional systems pose a special challenge for construction of solution
algorithms which should remain efficient accross a wide range of model parameters typically found in
the applications. It is known that if the coupling variable/Lagrange multiplier is explicit in the problem
formulation such algorithms often require fractional order operators on the interface. In this work we
consider formulations of the coupled Biot/Darcy-Stokes problems (solved for Biot displacement-total
pressure-fluid pressure/Darcy pressure and Stokes velocity-pressure) which are free of Lagrange multi-
pliers. We first show that sub-physics preconditioners are stable only in certain parameter regimes. Then,
using an abstract theoretical framework we construct mesh-independent and parameter-robust mono-
lithic preconditioners for both problems. A critical component enabling robustness are the appropriately
weighted operators in fractional Sobolev and metric spaces at the interface. Several numerical exam-
ples using finite element and finite volume methods will be presented demonstrating performance of the
proposed preconditioners.
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The FE-AFE Ceramic material model in the ALEGRA finite element code has traditionally been 
used to model inelastic strain and polarization changes of ferroelectric materials undergoing 
ferroelectric (FE) to antiferroelectric (AFE) phase transformations. However, this model has been 
shown to be insufficiently general under anisotropic (non-hydrostatic) stress loading. 
 
An extension to this model based on a different transformation strain mechanism at the crystal 
scale was proposed based on an analysis of crystallographic data. This model extension was 
implemented as a proof of concept in Python [1], and the resulting simulations show significant 
improvement in agreement with experimental data. 
 
In this talk, we will describe the FE-AFE Ceramic material model and show the limitations of the 
old approach, in which the transformation criterion and inelastic transformation strain for a 
domain depends on the orientation of the dipole vector. We will then describe the new approach, 
in which both dipole and crystal orientations are considered, and show that better agreement with 
experimental results is achieved with this new approach. 
 
SNL is managed and operated by NTESS under DOE NNSA contract DE-NA0003525. 
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Materials such as poly(vinylidene fluoride-co-trifluoroethylene), or P(VDF-TrFE), are known to 
exhibit piezoelectric and flexoelectric behaviors. While numerous studies have been performed to 
predict the conditions under which chemical reactions initiate (ignition threshold) as a result of 
thermal and mechanical dissipation mechanisms, there is a need to develop additional physical 
means for effecting the ignition process for precision control and multifunctionality. 
Electromechanical excitation, which takes advantage of the underlying piezoelectric and 
flexoelectric behaviors of materials, is a prominent candidate mechanism. We report for the first-
time a computational simulation framework that demonstrates that hotspot formation resulting from 
an internal dielectric breakdown is a previously under-explored mechanism for ignition. 

The material considered here is an electroactive composite film comprising a copolymer matrix of 
P(VDF-TrFE) and embedded aluminum nanoparticles (~9% in volume fraction) subject to impact 
loading. To simulate the impact from a free-fall weight with variable drop-heights, a boundary 
velocity corresponding to the drop-height is prescribed. In addition, an electric field (E-field) is 
generated throughout the matrix, owing to its electromechanical properties. Both poled and unpoled 
P(VDF-TrFE)/nAl films are examined to assess the effect of poling. While piezoelectricity exists 
only in the poled films, flexoelectricity is present in both poled and unpoled films. To quantify the 
statistical variations in the behavior out of inherent material heterogeneities, a SEMSS (statistically 
equivalent microstructure sample set) with five random samples is generated and used. 

Two successive analyses are performed. First, a fully-coupled mechanical-electrostatic analysis is 
carried out to establish the E-field induced by the piezoelectricity and flexoelectricity, leading up 
to the initiation of dielectric breakdown. Next, a coupled electrodynamic-thermal analysis is 
performed using the E-field obtained from the electrostatic simulation. Local temperature rise 
caused by resistive heating during the breakdown process and the local melting of the matrix are 
both accounted for, enabling us to accurately model the development of hotspots (i.e., critical 
regions characterized by localized high temperature) near the nAl particles. The hotspot field is 
used to establish the conditions for the onset of self-sustained chemical reactions in the film. The 
results show that piezoelectricity and flexoelectricity are essential mechanisms for charge 
accumulation that can ultimately lead to dielectric breakdown, hotspot development, and the 
initiation of exothermic reactions, with flexoelectricity having more significant contributions. 
Specifically, the poled films have ignition times ~10% shorter than those of the unpoled films. The 
findings are in good agreement with the accompanying experimental measurements. 

 
REFERENCES 

[1] Shin, J. H. and Zhou, M. (2021). Piezoelectric response of energetic composites under an 
electrostatic excitation. Journal of Applied Physics, 129(24), 245103 

[2] Poddar, S. and Ducharme, S. (2013). Measurement of the flexoelectric response in 
ferroelectric and relaxor polymer thin films. Applied Physics Letters, 103(20), 202901. 

544



Simulating Nonlinear Domain Reorientation and Phase Transformation Phenomena in a Mi-
cromechanical Ferroelectric Model
Wen Dong

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Simulating Nonlinear Domain Reorientation and Phase Transformation 
Phenomena in a Micromechanical Ferroelectric Model 

 
Wen Dong1 

1 Computational Materials and Data Science Department, Sandia National Laboratories, 
Albuquerque, NM 87185, USA, wdong@sandia.gov  

 
 
Key Words: Ferroelectrics, Phase Transformation, Domain Reorientation, Power Supply. 
 
 
Ferroelectric generators (FEG) are often employed in pulsed power applications to deliver 
a short high-voltage and high-current pulse within a compact low maintenance design.  
FEGs deliver power by subjecting a ferroelectric element to a powerful mechanical 
shockwave that releases electrical bound charge by triggering nonlinear phenomena such 
as domain reorientation and phase transformation and less significantly piezoelectric 
response.  Simulation challenges for FEGs arise from the difficulty in creating accurate 
nonlinear ferroelectric material models. Domain reorientation and phase transformations 
are difficult to model due to their anisotropic, nonlinear, and hysteretic behavior arising 
from irreversible changes in electric domain microstructure. 
 
This work presents a micromechanical model that has been developed to accurately capture 
both domain reorientation and phase transformation phenomena in ferroelectrics.  The 
micromechanical approach allows the approximation of the domain microstructure and 
nonlinear and an energy-based transition criteria is employed to govern changes in domain 
reorientation and phase transformation changes in the micromechanical framework. The 
ferroelectric micromechanical model is demonstrated for lead-zirconate-titanate (PZT) 
95/5, a common ferroelectric material used in FEGs.  PZT95/5 can be induced from 
ferroelectric to antiferroelectric phase through the application of compression due to a 
reduced unit volume in the antiferroelectric phase and in FEG applications display both 
domain reorientation and phase transformation behavior. 
 
 
Sandia National Laboratories is a multimission laboratory managed and operated by 
National Technology & Engineering Solutions of Sandia, LLC, a wholly owned subsidiary 
of Honeywell International Inc., for the U.S. Department of Energy’s National Nuclear 
Security Administration under contract DE-NA0003525. SAND2021-14317A 
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The eXtreme MESH deformation approach is a new method to follow sharp interfaces without 
remeshing and without changing the mesh topology [1]. Moreover, the interface may change 
topology (nucleation, coalescence, splitting). The key idea is to allow elements to reach zero 
measure. This permits interface relaying, annihilation and seeding in a time continuous manner. 
The presentation will target the Stefan phase-change model in which the solidification front carries 
a temperature gradient discontinuity.  
 
Traditional tracking approaches like the Arbitrary Lagrangian Eulerian (ALE) method are able to 
follow interfaces but cannot handle properly change of topologies of these interfaces. Other 
capturing approaches based on fixed meshes and enrichment strategies (as the extended/generalized 
finite element methods) may handle topological changes but at the cost of carrying extra degrees 
of freedom implying a special book-keeping and technical issues (as ensuring the time stability of 
the scheme with an evolving number of degrees of freedom). 
 
The X-MESH keeps a fixed number of unknowns and a classical finite element approximation. The 
mesh deforms while keeping its topology. The nodes located on the solidification/melting front are 
not always the same because the front is relayed by the nodes. Examples demonstrating the 
capability of the X-MESH to handle nucleation and front coalescence will be shown during the 
presentation. 
 
 
 
 

REFERENCES 

[1] N. Moës, J.-F. Remacle, J. Lambrechts, and B. Lé. The eXterme Mesh deformation approach (X-MESH) 
for the Stefan phase-change model. http://arxiv.org/abs/2111.04179 

546



Coupled simulation of vibration and sound radiation of violin in large spaceMasao Yokoyama, Amane Takei, Ryo Yoshidome and Genki Yagawa

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Coupled simulation of vibration and sound radiation of Stradivari in 
large space 

 
Masao Yokoyama1*, Amane Takei2, Ryo Yoshidome2 and Genki Yagawa3 

1 Meisei University, 2-1-1 Hodokubo Hino Tokyo 191-8506 Japan, masao.yokoyama@meisei-
u.c.jp (http://www.cello-maker.com/research/) 

2 University of Miyazaki, 1-1 Gakuen Kibanadai-nishi, Miyazaki 889-2192 Japan, 
takei@cc.miyazaki-u.ac.jp 

3 Toyo University and University of Tokyo, Kujirai, Kawagoe, Saitama 350-8585 Japan, 
yagawag@gmail.com 

 
Key Words: Violin, Time evolution, Vibration, Acoustics, Numerical simulation 
 
 
The vibration and the sound field around the body of an old violin made by Stradivari are studied 
in this paper, where the highly precice geometry of the violin is scanned using a micro-CT scanner.  
After the noise in the scanned data is eliminated using a CAD software for post-processing, the 
geometry data are saved in the simulation software[1]. 
Assuming the orthotropic properties of woods (spruce and maple), the major vibration modes of 
the violin[2], such as A0, center bout rotation, B1-, B1+, and the acoustic pressure level at the 
surface of the violin body are calculated using the finite element method.  
Next, using the sound pressure distribution at the surface of the instrument, the sound pressure 
spreading in a rectangular box simulating a concert hall is calculated with the open-source parallel 
acoustic analysis software: ADVENTURE Sound [3][4]. It is concluded that the sound pressure in 
the hall radiated from the violin is successfully simulated. 
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This paper presents a partitioned symmetric formulation of transient coupled thermoelastic problems.
The thermoelastic problem is multiphysics problem in which the wave (i.e. hyperbolic type) equation
and the diffusion (i.e. parabolic type) equation are coupled. The classical formulation of thermoelastic
problems is non-symmetric and has the paradox of infinite propagation speeds of thermal signals. As
a result, the direct approach of this whole system is uneconomical, and special kinds of algorithms are
required to solve the classical form. Based on this motivation, we introduce a partitioned symmetric
formulation of thermoelastic problems. To do this, we construct two separate variational formulations of
the uncoupled thermal conduction and uncoupled structural systems. These two uncoupled variational
expressions are augmented by the constraint of energy exchanges between the elastic body and the ther-
mal conduction body via the method of Lagrange multipliers. Finally, this paper suggests a solution
algorithm including implicit-implicit time integration strategies, and the present partitioned formula is
verified by one- and two-dimensional examples.
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This work proposes a new Fluid-Structure Interaction computational framework for the solution of dy-
namic coupled problems. The coupling between the solid and an ALE incompressible fluid is formulated
by means of the method of localized Lagrange multipliers (LLM) [1]. Instead of applying a direct cou-
pling between the fluid and structure meshes, which is the traditional approach, LLM introduces an
intermediate surface with its own degrees of freedom that is connected to the fluid and structure sides
using independent fields of localized Lagrange multipliers. This approach facilitates the connection of
non-matching meshes and allows us to derive explicit dynamic equations for the interface. The prin-
cipal advantage of these dynamic interface equations is the uncoupling of the structure and ALE fluid
problems, that now can be solved in parallel. Numerical experiments with the proposed methodology
are used to prove its efficiency and accuracy by running a series of classical dynamic FSI benchmark
problems.
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Many real-world applications involve porous-media multi-physics problems. Common applications are
hydraulic simulations, where the hydromechanical coupling of a liquid in a fracture under high pressure
and the resulting deformation of the surrounding porous medium is simulated, or the coupling of free and
porous-medium flow, as it appears in simulations of water over a riverbed. In these cases, the problem
can be split into two non-overlapping subdomains that are separated by a sharp interface. In each of these
subdomains, the physical behavior and thus also the mathematical models to represent this behavior differ
greatly. As a result, solving such a coupled problem using monolithic approaches leads to systems of
equations that are ill-conditioned.

We present partitioned schemes that solve the problems on the subdomains individually in an iterative
procedure. This allows us to reuse existing solvers for the resulting linear systems of equations while
avoiding the assembly of the ill-conditioned monolithic system. The coupling of the subdomains is
achieved by appropriate exchange of information over the sharp interface separating the subdomains and
incorporating this information in coupling conditions. The iterative procedure is stabilized and accel-
erated by suitable interface quasi-Newton methods. Our focus is on black-box coupling methods that
approximate the interface problem via information exchanged over the coupling interface. This black-
box approach simplifies the reuse of existing software packages that are tailored to solve the individual
subproblems. The couplings are carried out via the open-source coupling library preCICE [1] that has
many useful features such as data mapping, data communication, parallelization, etc. already imple-
mented. We study the behavior of different coupling schemes for hydromechanical coupled problems [3]
and coupled free and porous-medium flow problems [2] to identify suitable coupling configurations.
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Three-dimensional (3D) woven composites are being increasingly used in aerospace and 
automotive industries because of their better interlaminar fracture toughness, higher damage 
tolerance and improved mechanical stability [1]. To expedite their analysis and design efficiency, 
it is necessary to develop simple and accurate modeling tools capable of quickly evaluating their 
mechanical properties and progressive failure.  
 

In this paper, a generic multi-scale analytical model for predicting stress-strain response and 
progressive failure behavior of 3D woven composites is presented. Firstly, based on apt 
geometrical approximation and assumptions, the unit cell (UC) of composite is firstly identified 
and reconstructed into a refined lamina structure with multiple equivalent lamina elements 
(ELEs). Micro-mechanical model (Chamis model [2]) is applied to estimate the elastic and 
strength properties of each ELE. Secondly, two-way coupled stress-strain responses between the 
UC (macro-scale) and ELE (meso-scale) are established through a bottom-up homogenization 
procedure and top-down localization procedure. Finally, a progressive damage model, which 
consists of damage initiation criteria (Hahisn-Hou failure criterion) and a stiffness evolution 
strategy (equivalent displacement method [3]), is employed to predict damage initiation and 
progression of the ELE. 
 

The validated model is then used to evaluate the predictive capability of different unit cell 
model schemes and to investigate the effects of geometric parameters on stiffness and strength 
properties of 3D woven composites. The results indicate that the interior-surface integrated cell 
model scheme has the overall best performance in predicting mechanical properties of composites. 
In addition, an exponential model and a linear model are proposed to quantify the relationships 
between the number of weft layer and yarn density and mechanical properties, respectively. The 
present results demonstrate the analytical model can be a useful tool to provide an insight for the 
analysis and design of a range of 3D woven composites. 
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With the extraordinary mechanical properties, graphene is regarded as one of the most 
attractive reinforcements for composite materials. However, for the natural frequencies 
prediction of functionally graded graphene reinforced composite (FG-GRC) sandwich 
beams, the current high-order models confront obstacles because of the ignorance of 
compatible conditions for interlaminar stresses. In this work, a modified zigzag beam 
theory is proposed for free vibration analysis of FG-GRC sandwich structures, which take 
into consideration the compatible conditions of transverse shear stresses at the interfaces 
of adjacent layers. Meanwhile, to enhance the accuracy of dynamic analysis, the Reissner’s 
mixed variational theorem and preprocessing method of three-dimensional (3D) elasticity 
equations are adopted and implemented in the present method. The analytical solutions for 
such sandwich beams with simply supported conditions were provided by utilizing 
Hamilton's principle, and evaluated through comparing with 3D elasticity solutions as well 
as the results from existing high-order beam models. The numerical results demonstrate 
the precision of the proposed model in predicting natural frequencies of the sandwich 
beams. Subsequently, detailed investigation are carried out to explore the influences of the 
graphene volume fractions, distribution patterns, stacking sequences and other geometric 
parameters on the natural frequencies of FG-GRC sandwich beams. 
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The proper prediction of failure onset concerning load levels and spatial distributions is 
fundamental in the performance analysis of composites. A common approach is based on 
evaluating failure indexes obtained from combinations of stress components at any given point, 
and the resolution of the stress field affects the failure onset prediction. In composite structures, 
the complete 3D stress field – in-plane and transverse components – is necessary for many 
practical applications due to the anisotropic nature of the material. A typical example is the stress 
field around free edges where transverse shear and axial stress are dominating. However, proper 
numerical models to detect such fields tend to be cumbersome due to the necessity of using 
highly refined 3D meshes. An alternative approach is based on refined structural models to build 
1D or 2D finite elements and relax aspect ratio constraints [1,2]. 
The use of Neural Networks (NN) in structural problems is increasing [3] due to their flexibility 
and ability in dealing with nonlinearities. This paper proposes a novel use of NN in combination 
with Node Dependent Kinematics structural models in which each node of the finite element 
discretization can assume a different structural theory. NDK is useful to augment the resolution of 
the model locally. NN is trained using different distributions of nodes to predict failure indexes. 
The output is the optimal refinement of the model concerning the structural model's order and 
where to use it. The use of the trained NN is helpful to localize the most critical areas to be 
modelled and set the proper structural model to use. 
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Composite materials are composed of multiple materials and are used in various fields because 

they have better material properties than single materials. However, random dispersion of the 
apparent material properties is larger than the case of the homogeneous materials, and a large 
dispersion of several properties such as apparent strength sometimes causes severe problems. 
One of the reasons of this dispersion may be caused by random dispersion of a microscopic stress 

field in composites, but for example, even in case of a unidirectional fiber reinforced composite, it 
is difficult to predict the effect of random fiber location variation on microscopic stress state of the 
composite. A relationship between the arrangement of inclusions and stress state has been discussed 
in a few literature [1], but a general relationship in multi-inclusion problem seems to be unknown.  

 From this background, it is important to reveal influence of inclusions arrangement, in particular 
with considering randomness and uncertainty in the microscopic scale, on microscopic stress field 
and the apparent material strength. It is desirable to estimate the maximum stress and the location 
of its occurrence based on each fiber location, and the analyses with an image-analysis-based deep 
learning [2] or numerical information-based deep learning [3] were attempted.  These reports 
suggested applicability of the machine learning for the analysis, but it was not clear whether a 
microscopic stress field was well learned or not.  

From this fact, in this paper, applicability of the image-analysis-based machine learning to 
microscopic stress field estimation at each location in microstructure is investigated. Values of 
stresses at each location is learned, and accuracy and validity of the learning procedure are 
discussed with comparison of the previous learning results on maximum stresses and their 
occurrence location. 
 
Acknowlegment : This work was supported by JSPS KAKENHI Grant Number 20H02035. 
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In practice, composite structures may exhibit more than two length scales. The O(1) homogenization
method has been often employed in analyzing composite materials but had limited use for laminated
structures. Since the composite plates or beams are often modeled as plane or one-dimensional struc-
tural elements (beam elements, shell elements and so on), periodicity in the existing multiscale analysis
methods is mostly considered in the axial direction for beams and the in-plane directions for plates. This
difficulty should be overcome based on an appropriate composite laminated theories.

O(1) homogenization method and computational continua (C2) approach are employed to the multi-
scale analysis of composite beams and plates. Firstly, a two scale layerwise multiscale analysis method
(LMAM) is established based on the RLWT and O(1) homogenization method for the composite lami-
nated plates, considering the periodicity in in-plane and along the thickness direction simultanenously.
And then, the two-scale and three-scale C2 models of composite curved beams are developed; the four-
node isoparametric beam elements based on the TSDT is employed to discretize the coarse-scale prob-
lems of composite curved beams, and the nonlocal quadrature scheme is employed to replace the clas-
sical Gauss quadrature since the size of Computational Unit Cell (CUC) is comparable to the size of
the coarse-scale element. And then, a three-dimensional M2 method is developed to analyze the local
displacements and stresses in the woven composite laminate. The refined meshes in the every scale unit
cells are regarded as the super elements, and their contributions on the macroscopic stiffness are smeared
into the total stiffness matrix of macroscopic problem. The displacement continuity and internal force
equilibrium at the interface between two different scale CUCs are ensured by a continuity equation set.
At last, two-scale and three-scale C2 models are extended into the composite laminated plates and woven
plates based on the macroscopic TSDT and solid elements.
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Due to the intrinsic nature of aerospace engineering, structural weight has always been an aspect 
of utmost importance during the design stages of aircraft and spacecraft. Indeed, light alloys were 
preferred for the construction of such structures until the irruption of composite materials. 
Currently, composite materials might represent more than 50% of the structural components of 
aircraft thanks to its mechanical properties and improvements in manufacturing techniques. In the 
recent years, fabrication procedures have been oriented to the additive manufacturing strategies, 
such as automated fibre placement or fused deposition modelling, which lead to multi-layered 
structures. As mentioned before, weight optimisation is one of the key steps in structural design. 
However, nowadays procedures, such as polar [1] or lamination [2] parameters, are based on 
assumptions that may shrink the design space. In this work, a direct optimisation genetic 
algorithm (GA) [3] is proposed. The presented GA is able to deal with discrete- and continuous-
valued design variables, as well as including a multispecies capability, and new genetic operators. 
In this manner, several laminated structures can be considered at the same time in the 
optimisation loop in order to find the least-weight design that fulfils certain structural 
requirements. The latter are calculated by means of an in-house finite element code based on the 
well-known Carrera Unified Formulation (CUF) [4], in which high-order structural models can be 
obtained and used to analyse the mechanical performance of  multi-layered structures. 
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Advances in composite structures have permitted the conception of novel manufacturing 
techniques, such as Automated Fibre Placement (AFP) or Fused Deposition Modelling (FDM), 
that allow engineers to develop new families of laminated components. Indeed, thanks to these 
advances, variable angle tow (VAT) [1] laminates have increased their presence in aeronautic 
applications. Macro and mesoscale analyses of VAT structures has become available during the 
last decades, mainly focused on the buckling and post-buckling [2] behaviour. In the recent years, 
high-order finite elements, based on the Carrera Unified Formulation (CUF) [3] have been 
employed to analyse the free vibration [4] and stress prediction [5] of VAT plates and shells. 
Likewise, mesoscale failure onset [6] and buckling performance [7] affected by meso and 
microscale uncertainty defects has been addressed. However, due to the complexity inherent to 
the multiscale behaviour of composites, inner scales might have been disregarded when studying 
VAT composite components. In this manner, this work aims to analyse the microscale stresses 
that arise in the mentioned laminates subjected to uncertainty defects. For doing so, Mechanics of 
Structure Genome (MSG) is coupled with CUF [8] to provide: (i) homogenised material 
properties used in the macro/mesoscale analysis; (ii) retrieve the microscale stress state by 
providing the mesoscale strain state. Then, the latter can be utilised to calculate failure onset at 
the innermost scale of the structure. 
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Transverse cracks often are the first damage mechanisms starting in unidirectional plies of cross-ply
fiber-reinforced composite laminates under multiaxial loading. Transverse cracks propagate towards the
bounding plies and cause inter-ply delamination, which in turn reduces the structural integrity and under-
mines the mechanical performance. This work first integrates an efficient finite-element-based numeri-
cal framework with robust and accurate constitutive equations to study transverse behavior and multiple
cracking of cross-ply fiber-reinforced composite laminates. The considered constitutive equations in-
clude elastic, elastoplastic damage, and cohesive zone models to simulate fibers, matrix, and fiber/matrix
interfaces, respectively. The effect of fiber/matrix cohesive interface properties on the transverse crack
density and delamination is investigated.

The developed high-fidelity framework is then used to generate a database to train a machine learning al-
gorithm and predict the nonlinear stress distribution and failure pattern in microstructural representations
of such composite materials. An image-based deep learning framework is developed. The deep learning
framework contains two stacked fully-convolutional networks. A physics-informed loss function is also
designed and incorporated to improve the performance of the proposed framework further and facilitate
the validation process. It is shown that the proposed deep learning approach can predict the compos-
ites’ post-failure full-field stress distribution and failure pattern, two of the most complex phenomena to
simulate in computational solid mechanics, with an accuracy of 90%.
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Indoor air quality attracts rich attention to the resident health, especially after the epidemic wreaks 
havoc all over the world. The air pollutants, such as virus, pollen, spores and fragments of fungi 
usually suspend and move with the indoor air as the form of bioaerosol. The recirculation area is 
found in an indoor corner, restricting the air-exchange with fresh air and providing a stable and 
comfortable for bioaerosol accumulation and growth. This research presents a novel concept to 
reduce the local bioaerosol concentration at indoor corner, via the actuated inlet air from ventilation 
outlet, through a data-driven controller design method. The feasibility of the proposed method is 
firstly analysed by a theoretical gas-particle flow model, in which the trajectory of a chaotic vortex 
is controlled to modulate the recirculation area by a data-driven orthogonal design scheme. The 
simulation results prove that inlet flowrate designed by a proper control signal reduce the local 
bioaerosol concentration successfully. Subsequently, the gas-particle laminar corner flow model is 
simulated by a commercial computational fluid software. The recirculation area at the corner is 
determined mathematically by the minimum net mass flux principle via grid search. A neural-
network-based model predictive control is trained and designed to generate the control signal of 
inlet flow rate. The proposed control approach reduces 27.52% more bioaerosols than that without 
control interfere.  
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Paper is a material that is known for being sensitive to moisture changes, which renders its mechani-
cal behaviour hard to predict. We propose a hygro-mechanical model for paper sheets that captures the
transient behaviour during the paper’s interaction with water. The proposed model provides insight into
the interaction of mechanical dissipation phenomena in paper during liquid induced swelling. Such phe-
nomena are relevant in industrial applications, e.g. for understanding paper deformation due to printing
and packaging, as fluting and curl of paper depends on the generation of (dissipative) plastic strains [2].

The present work introduces a new model to the literature by employing a deformation-diffusion coupling
in the logarithmic strain [3] and fluid concentration space [1]. We motivate a fully coupled theory since
the diffusion of water within the paper network happens on a similar time scale as the mechanical relax-
ation phenomena. The switch to the logarithmic strain space is chosen as the incorporation of anisotropy
can be performed in a straightforward manner and various mechanical effects (e.g. visco-elasticity and
visco-plasticity) can be combined more easily. Besides, the absorbed water induces a large increase in
volume which requires the application of finite strain theory. The model is derived in a thermodynami-
cally consistent manner and its parameters are fitted to experiments available in the literature. The model
yields a good agreement of numerical results with paper curl experiments and provides further insights
into this complex multi-physics problem.
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High mechanical load (above physiological range) is related to spinal diseases such as intervertebral 
disc (IVD) degeneration and scoliosis, in which disc calcification has been observed.  However, it 
is unclear whether high mechanical load is directly related to disc calcification.  Thus, this study 
was aimed to investigate the effects of large mechanical load on the potential of IVD calcification 
inducement through anaylzing the intradiscal change of calcium (Ca2+) and phosphate (Pi) 
concentrations under mechanical overload using a modeling approach. 

A multiphysic mixture theory based finite element model of IVD was adopted [1] and 
extended to study the transport of Ca2+ and Pi in the negatively charged disc under three 
different levels of diurnal load, each consisting of an 8-hour rest at 100 N of compressive 
load and a 16-hour creep under compression at 500 N, 650 N, and 800 N, respectively.  The 
disc was assumed to be in the electroneutrality state, the total charge of all ions (Na+, Cl-, 
cF, Ca2+, Pi) is zero,where cF is the fixed charge density of the disc.  In the disc, Pi exists in 
two forms, either dihydrogen phosphate (H2PO4

-), or mono-hydrogen phosphate (HPO4
2-), 

the ratio of these two forms was determined by the Henderson-Hasselbalch equation.  At 
pH of 7.2 in the disc, the valence of Pi is -1.5.  The ultrafiltrable levels of Ca2+ (1.1 mM) 
and Pi (1.1 mM) in the serum were assigned as boundary conditions.   

Concentrations of Ca2+ (denoted as [Ca2+]) and Pi (denoted as [Pi]) in the IVD varied under 
diurnal mechanical load.  In the nucleus pulposus, [Ca2+] varied in the range of ~7-10 mM, 
[Pi] varied in the range of ~0.20-0.26 mM under normal diurnal load (100 N/500 N).  Under 
large load, [Ca2+] increased, but [Pi] decreased.  The production of [Ca2+] and [Pi] (denoted 
as Ca×Pi) was largest in the cartilaginous endplate (CEP) among all subregions of the IVD 
under all three loading conditions.  The value was less than 2.4 mM2 under normal diurnal 
load, but it was higher than 2.4 mM2 under high load(i.e., 100 N/800 N). 

Our simulated concentrations of Ca2+ and Pi were consistent with experimental data [2].  
Mechanical load has significant effects on the spatial-temporal distribution of [Ca2+], [Pi], 
and Ca×Pi.  Under high loads, our calculated value of Ca×Pi in the CEP reached the range 
(2.4-4.0 mM2) for spontaneous precipitation of hydroxyapatite[3].  Our results indicate that 
high mechanical load may increase the potential of IVD calcification.  
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ABSTRACT: Architected structural material is a class of materials integrating material 
properties and geometry, exhibiting new and highly customized behaviour that 
significantly filled up the empty spaces in Ashby plot as well as introduced new 
properties not available before. Based on published investigations and finding, the unique 
combination of structural design, enhancement and material constituent of these 
architected materials allow them to achieve extraordinary mechanical properties such as 
lower mass per unit volume, higher specific energy absorption per unit volume, high 
impact absorption, and more, compared with standard bulk materials. However, 
previously published work focused on investigating the effect of a single structural 
enhancement, such as hierarchy, graded, corrugated, etc, combined with cellular 
topologies, on the mechanical properties of the design. This work aims to develop a novel 
design principle, through both experimental and simulation investigation of the effect of 
combining of three or more structural enhancement into designs, and double optimisation 
with both conventional multi-objective algorithm and machine learning. 
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The contribution of this study is to propose a cohesive traction embedded constitutive law [1] 
combined with Tresca yield function and shear-induced damage variable for a mixture with flat and 
shear-lip fractures in ductile failure. The two types of the fractures are represented by cohesive 
traction- separation law and shear-induced damage, since it is well known that these mechanisms 
are different from each other. For the flat fracture, the material stiffness reduction and strain 
softening due to void nucleation, growth, and coalescence under high stress state are realized by 
the cohesive traction separation law that determines the process of stress releases along with ductile 
crack opening. To realize crack nucleation at arbitrary location and propagation in an arbitrary 
direction, the cohesive separation law is combined with the Hencky-type hyperelastic-plastic model 
by the introduction of apparent strain due to crack opening and local balance equations between 
cohesive tractions and principal stresses. On the other hand, for the shear-lip fracture, the shrink of 
yield surface caused from the evolutions of voids in a shear band is presented by the shear-induced 
damage variable that is incorporated into the Tresca yield function. Moreover, the evolution of 
shear-induced damage is determined by the damage loading function corresponding to the plastic 
energy release based on thermodynamics [2]. Simple numerical examples are presented to 
demonstrate that the proposed constitutive law enables us to predict differences between flat and 
shear-lip fractures according to the thickness of specimens. 
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An efficient and effective crystal plasticity model is proposed for porous HCP crystals subject to a 
variety of multiaxial loading conditions. These conditions include (i) uniaxial, biaxial, and triaxial, 
(ii) tension and compression, (iii) low and high triaxiality, and (iv) axisymmetric and non-
axisymmetric loadings. The framework is based on a combination of variational homogenization, 
phenomenological extensions, and assumptions motivated by observations from the high-fidelity 
micromechanical analysis. A novel penalty-free algorithm is employed to reach and maintain a 
specified stress state while performing representative volume element (RVE)-based crystal 
plasticity finite element (CPFE) analysis with porosity. The RVE studies demonstrate that the initial 
porosity, crystallographic orientation, and stress states have a significant effect on the homogenized 
mechanical responses of microscopically porous RVEs. The proposed porous crystal plasticity 
model is developed and calibrated using a database generated from the results of micromechanical 
RVE analysis. The calibrated porous model is reasonably effective in predicting the response of 
porous crystalline RVEs. 
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Near  and  +  Titanium alloys are widely used in aero-engine applications due to their 
excellent specific properties and thermal stability at moderately high temperatures. The 
microstructure of these alloys consists of equiaxed  grains having hexagonal closed packed 
structure and transformed colonies with alternate laths of  and body centred cubic structure 
phases. The specific properties of these alloys can be optimized for a given application by 
modifying the volume fraction and sizes of these microstructural features; though such alloy 
designing solely using experiments can be expensive. Lately, Crystal Plasticity Finite Element 
Method (CPFEM) based analyses are being widely used to compliment the materials design 
process. However, a major challenge of using CPFEM based analyses for these alloys are the 
disparate length scales of the laths, and the colonies and equiaxed grains, in the same 
Representative Volume Element (RVE). In order to address this challenge, homogenized models 
of lath microstructure based on Taylor and virtual single crystal assumptions have been developed 
in the literature. However, these models fail to capture the traction balance at the interface on the 
homogenized response and hence lead to inaccuracies [1]. 
In the present work, an improved homogenized model has been developed that allows the 
interface to relax by undergoing a periodic motion while satisfying traction balance. Size 
dependency has been introduced by assigning anisotropic Hall-Petch based strengthening of slip 
systems depending on the Burgers Orientation Relation (BOR) between the  and  phases [1]. 
The homogenized model has been implemented as a user material subroutine pluggable into 
ABAQUS. The accuracy of the model has been evaluated by comparing its responses with 
CPFEM simulations of a single alternating  and  lath unit subjected to periodic boundary 
conditions following asymptotic expansion based homogenization. The other two existing models 
have also been considered in the comparative study. Two shear and two extensional deformation 
histories for two different Euler angles have been considered in the study. The comparison of the 
volume-averaged stress-strain responses showed that the model developed in this work is 
consistently more accurate than the other models. The phase stresses and slip activity in the 
developed model were also observed to be much closer to the corresponding volume-averaged 
responses obtained from the CPFEM simulations of single lath unit. The study clearly shows that 
the homogenized model developed in this work can be applied to perform CPFEM analysis of 
RVEs of near  and  +  Titanium alloys to predict both the macroscopic and local responses 
accurately. The model can also be applied to other material systems having a lath microstructure.  
 

REFERENCES 

[1] Kazim, S. M., Prasad, K. and Chakraborty, P. Crystal plasticity-based homogenized models 
of transformed β colonies in titanium alloys. Multiscale and Multidisciplinary Modeling, 
Experiments and Design (2021) 1-16. 

565



Accelerated Multiscale Simulations of Heterogeneous Materials using Machine Learning with 
Knowledge Transfer
Leong Hien Poh and Zhongbo Yuan

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Accelerated Multiscale Simulations of Heterogeneous Materials using 
Machine Learning with Knowledge Transfer 

 
Leong Hien Poh*, Zhongbo Yuan 

* National University of Singapore, leonghien@nus.edu.sg 
 
Key Words: Computational Homogenization, Machine Learning 
 
 
Engineering composite materials are largely heterogeneous in composition at the (macro) structural 
scale. In many complex applications, a predictive analysis of the structural performance is required. 
The grand challenge is to achieve a model with minimal constitutive assumptions and parameter 
calibrations at the macro-scale, while simultaneously retaining a similar level of predictive 
capability as direct numerical simulation (DNS) with full microstructural details, at a fraction of 
the computational cost required by the latter. One popular approach to achieve these competing 
objectives is to adopt a so-called FE-NN framework. At the micro scale, sampling points are 
generated by applying a macro deformation field to a representative volume element (RVE), over 
a wide deformation range, and extracting the corresponding homogenized response of the RVE. 
These sampling points thus form the database for the training of a homogenized surrogate model 
via Neural Network (NN), to be incorporated into a standard FE framework for analyses at the 
macro-scale.  
 
The FE-NN framework has been shown to accelerate the structural analyses drastically, with 
predictions matching closely with DNS. One major limitation of the conventional FE-NN 
framework, however, is the huge database required for the training of surrogate model during the 
offline phase. In many applications, it was shown that the computational cost of setting up the 
surrogate model is comparing to a DNS, hence rendering it an impractical strategy for most 
applications. In this presentation, we focus on the computational cost during the offline phase of 
the FE-NN framework. Departing from the conventional approach, we first adopt a source model 
for the pre-training of surrogate model. The trained parameters are next downloaded for the training 
of the desired target model, to complete the offline training phase with knowledge transfer (KT). It 
is shown that the proposed KT-FE-NN framework reduces the computational cost greatly, 
compared to the conventional FE-NN approach. The predictive capability of the KT-FE-NN 
framework is demonstrated for several examples, benchmarked against DNS. 
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Abstract 

In my talk I will report on advances in developing a practical multiscale framework, including: 

 (i) A novel reduced order homogenization (ROH) approach based on nonuniform phase eigenstrain 
influence functions resulting in a response that is much closer to the first-order classical homogenization 
than existing ROH approach based on the uniform eigenstrain influence functions;  

(ii) A pseudo-nonlocal fully integrated linear hexahedral macroscopic finite element based on reduced 
integration for stress updates but full integration for element matrices (residual and its consistent 
tangent stiffness);    

(iii) A Bayesian Inference (BI) of the parameters of ROH where Neural-Network is first trained using the 
ROH, and then used as a surrogate model during the BI process; and 

(iv) A coupled thermo-chemo-mechanical ROH for predicting residual stresses in fiber-reinforced 
polymer composites. 
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Polycarbonate is attracting attention as an engineering plastic with excellent impact resistance. In 
many applications, polycarbonate is used in environments where the stresses and impacts above 
the yield point are applied, such as external walls. Therefore, it is expected to analyze the 
behavior of polycarbonate before and after yield stress at different strain rates. 
  
The yeilding is caused by the microvoids in the material[1]. However, It is difficult to trace the 
microvoids in the material at each strain by experiment. Molecular dynamics simulations at a 
large scale as in actual phenomenon take high analysis costs. Finite element simulations cannot 
represent the phenomenon of yielding due to microvoids. Therefore, the atom-continuum 
multiscale simulation is necessary to solve these problems in polycarbonate. 
  
Kubo et al. developed a model for the coarsening of polycarbonate[2]. Urata et al. applied atomic-
continuum multiscale simulations to amorphous solids[3]. Xu et al. measured stress-strain curves 
for polycarbonate at high strain rates (on the order of 103 s-1) [4]. However, atomic-continuum 
multiscale simulations have not been performed on polycarbonate, a polymeric amorphous solid. 
Also, the behavior of microvoids at higher strain rates (the order of 105 s-1~) is unclear. 
  
In this study, molecular dynamics simulations are used to investigate the effect of increasing 
microvoids on yield stress. By applying the results to finite element simulations, the yielding of 
polycarbonate on the continuum scale is clarified from the viewpoint of the molecular scale. 
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Although being powerful simulation tools, atomistic techniques such as molecular dynamics (MD) come
with severe restrictions: while only relatively small samples can be simulated, finite-temperature MD
suffers from unrealistically high loading rates due to the time step limts of explicit time integration.
Here, we discuss a finite-temperature quasicontinuum (QC) framework, which promises to overcome
the aforementioned limitations by (i) spatially coarse-graining the atomistic ensemble based on a fully-
nonlocal, energy-based QC approximation [1, 2] in an updated-Lagrangian setting, and (ii) using a sta-
tistical mechanics-based Gaussian Phase Packet (GPP) formulation for quasistatic finite-temperature cal-
culations [3]. We show that the GPP ansatz includes the maximum-entropy QC formulation as a special
case and captures local adiabatic heating due to atomic motion. Spatial coarse-graining limits full atom-
istic resolution to those regions of the simulation domain, where it is indeed warranted (e.g., in the
vicinity of defects), while efficiently coarsening away from those regions. We discuss the fundamental
concepts and the advantages and disadvantages of this simualtion framework, and we present a suite
of example results, including dislocation interactions, grain boundary and surface properties of metallic
materials as functions of temperature (comparing selected representative results to LAMMPS data for
validation). Combined with automatic adaptivity, our simulation framework makes for a powerful tool-
box for finite-temperature equilibrium and non-equilibrium simulations that overcome the length and
time scale limitations of MD.
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The progressive failure behaviour of large aerospace composite components is driven by 
damage phenomena that take place at the sub-millimetre length scale. The numerical 
analysis of these problems using full-scale high-fidelity modelling is often impractical, as 
the required computational resources increase exponentially with the structural size. 

This work proposes a multi-scale framework that utilises shear-deformable shell and high-
fidelity solid models at the structural and laminate length scales, respectively. The scale 
transition is handled using second-order computational homogenisation [1], where the 
mesoscopic damage events are described using the suite of progressive damage models 
developed at the Bristol Composites Institute (BCI) [2]. The downscaling constraints, 
consisting of a combination of surface and volume integrals, are derived based on a set of 
orthogonality conditions [3] with account for the cohesive interface elements at the fine 
scale. Due to the former consideration, both the curvature and transverse shear strains are 
accurately transferred from the shell to the solid models, showing no dependency on the 
RVE size for pristine (undamaged) laminates. During upscaling, the generalised shell 
constitutive laws are formulated in terms of the Taylor-bound and the fluctuation matrices 
[4], taking into account the stiffness contributions from the fine scale cohesive interface 
elements. 

The proposed concurrent framework is implemented in the commercial finite element 
software Abaqus, where the nested FE2 analysis is activated only for the shell material 
points in the critical regions. The framework performance is demonstrated through a series 
of comparative studies between full-scale and multi-scale models for flat and curved 
laminated composite panels. 
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Currently, available soundproofing materials are crucial for mitigating noise in the automotive, aeronauti-
cal and building industries. They have remarkable performance at the mid- and high-audible frequencies.
To obtain materials also applicable in the low-audible frequency range, it has recently been proposed in
[1] to embed small particles within the material structure. As demonstrated in [1], the foam-like structure
with a mass-spring effect creates bandgaps that can be tuned to target frequencies in the same fashion
as locally resonant acoustic metamaterials (LRAMs). Wave propagation modeling in poroelastic ma-
terials poses computational challenges because of fine-scale processes at the pore level, for instance,
air-solid drag forces, interacting with large-scale acoustic waves in the so-called subwavelength regime.
In general, combining this intrinsically multiscale problem with finite-size geometries at the application
(macroscopic) level becomes rapidly infeasible to solve due to limited computational resources. Mul-
tiscale reduced-order modeling arises as a promising approach mostly because it can preserve a high-
fidelity model when a representative basis is selected, opening the opportunity to efficiently perform
design optimization.

In this work, a transient computational homogenization framework is proposed for describing the dy-
namic macroscopic response of poroelastic materials with locally resonant components at the micro-
scopic level. Extending the approach proposed in [2], the model is capable of capturing emerging ex-
otic features such as bandgaps as well as the macroscopic Biot-like behavior of regular acoustic foams.
Component Mode Synthesis is applied to reduce the fluid-structure microscopic problem based on a
static-dynamic decomposition. Consequently, the formulation explicitly accounts for the contributions
of the internal dynamics to the macroscopic physical quantities. Numerical examples demonstrate the
efficiency and suitability of the proposed multiscale approach.
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Martensite/ferrite (M/F) interface damage largely controls dual-phase (DP) steel failure. Several M/F
interface models have been proposed in the literature, which however do not incorporate the relevant
microphysics. Indeed, it has been recently suggested that the martensite substructure boundary sliding
dominates the M/F interface damage and should be accounted for, placing a need of multi-scale frame-
works. Moreover, depending on the activation of sliding, two distinctive M/F interface damage modes
may occur: along the interface in case of inactive sliding; towards the ferrite matrix in case of active
sliding, and both can lead to interface separation at the mesoscale. The sliding-induced interface damage
mode nevertheless cannot be described with the existing multi-scale interface modelling frameworks.
Therefore, a homogenization framework targeted for the M/F interfaces is developed. At the mesoscale,
a DP steel mesostructure consisting of multiple martensite islands embedded in a ferrite matrix is mod-
elled, with the M/F interfaces placed in between. The kinematics over the mesoscopic M/F interfacial
zone entails a displacement discontinuity (and a deformation discontinuity) across the interface, which
is internally enhanced by the sliding-induced kinematics. At the microscale, a M/F interfacial zone
unit cell resolving the martensite substructure is considered. The martensite laths and inter-lath retained
asutenite (RA) films are described using the crystal plasticity model. The ferrite matrix is described using
a continuum damage model which incorporates the volumetric and deviatoric damage modes. Consistent
with the mesoscopic interface description, two effective internal displacement jumps associated to the
non-sliding- and sliding-induced interface damage modes, respectively, are defined from the correlated
microfluctuations. Furthermore, applying the Hill-Mandel condition leads to the generalized interface
tractions conjugated to these internal displacement jumps. Finally, an enhanced interface cohesive law
is formulated, which accounts for two distinctive M/F interface damage modes. Numerical examples
demonstrate the unit cell size-objectivity of the enhanced interface cohesive law obtained using the pro-
posed homogenization methodology, and its power on modelling the M/F interfaces efficiently.
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We propose an extension of Non-Uniform Transformation Field Analysis (NTFA) [1] to address mod-
eling of heterogeneous materials undergoing debonding. We denote the proposed method as Enhanced
Non-uniform Transformation Field Analysis (ENTFA). Departing from the NTFA-based homogenization
proposed in [2], we enhance it by introducing a consistent tangent matrix, and we formulate the enhanced
approach for both single and multi-scale analyses. In the multi-scale setting, we adopt a suitable repre-
sentative volume element of the micro-scale and model debonding with cohesive interfaces obeying the
interface law in [3]. As in [2], the interfaces are partitioned into sub-interfaces, and the inelastic relative
displacement field within each sub-interface is approximated by piecewise linear functions. This allows
the inelastic relative displacements to be represented using reduced inelastic variables, which are solved
for through a Newton-Raphson iterative approach based on the obtained consistent tangent matrix. This
not only facilitates the derivation of the homogenized stress-strain constitutive relation at the macro-
scale, but also allows to robustly trace complex snap-back phenomena in single-scale analyses by the
application of an arc-length control technique. Several numerical tests demonstrate that ENTFA leads to
a significant reduction of the computational time over reference non-linear finite element analyses, while
retaining a satisfactory accuracy.
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The presence of prestrain has a tremendous effect on the mechanical behavior of slender structures lead-
ing to complex equilibrium shapes showing spontaneous bending, symmetry breaking, and wrinkling.
We aim at predicting equilibrium shapes of microheterogeneous, prestrained, composite plates in the
case of bending driven shape shifting. To this end we introduce a new approach that blends analytic
and numerical methods. We start with a 3d nonlinear elasticity model for a periodic material that oc-
cupies a plate-like domain with small thickness. We consider a spatially periodic prestrain modelled
via a multiplicative decomposition of the deformation gradient. By simultaneous dimension reduction
and homogenization in the spirit of [1], we rigorously derive (in the Γ-limit of vanishing thickness and
period) an effective, nonlinear bending model for plates with an emergent spontaneous curvature term in
the plate model. The effective properties of the plate model (bending stiffness and spontaneous curva-
ture) are characterized corrector problems. The general theory of Γ-convergence implies that minimizers
of the effective plate model approximate minimizers of the original 3d problem, and thus, we study the
dependence of equilibrium configurations of the derived plate model on properties of the 3d-composite.
We do this exemplary for a parametrized sandwich plate with periodically distributed, prestrained fibres.
To assemble the 2d-model, we first evaluate the homogenized properties of the 2d model by solving
the corrector problems numerically (via standard Lagrange FEM). We then investigate the equilibrium
shapes predicted by the 2d model. In the spatially homogeneous case, the problem reduces to an alge-
braic, non-convex minimization problem that can be easily solved numerically. In the general case, we
appeal to a minimizing movement scheme to numerically approximate critical points of our plate model
(this is a delicate task due to the presence of non-convex isometry constraint).

Our study reveals a rather complex dependence of the equilibrium shape on the considered parameters.
E.g., the curvature and principal directions of the shape feature discontinuities in dependence of the
volume fraction of the fibres; symmetry break: shapes may bend in directions that are neither parallel
nor orthogonal to the fibre direction; size effects: strong dependence on the aspect ratio between the plate
thickness and composite’s period.
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Unidirectional carbon fiber reinforced thermo-plastics (called “UD-CFRTP”) not only possess 
anisotropic material responses, but also exhibit peculiar nonlinear material behavior depending on 
temperature and time [1]. The previous studies have suggested that such behavior could be 
characterized by performing numerical material tests (called “NMTs”) with six macroscopic 
deformation modes (three vertical directions x, y, z and three shear directions xy, yz, zx) using the finite 
element (FE) model of a unit cell based on the homogenization method [2]. However, this setting is 
questionable especially when we examine the inelastic material behavior of UD-CFRTP under off-axis 
loading.  
This study examines the anisotropic, nonlinear material behavior of UD-CFRTP under off-axis 
loading by conducting NMTs with more than six modes and proposes a method of identifying 
appropriate material properties of an assumed macroscopic anisotropic constitutive law. Specifically, 
seven macroscopic deformation modes (three vertical directions, three shear directions, and a 
deformation pattern in the off-axis direction of 45 degrees) are considered to prepare the virtual 
material responses to identify the macroscopic material properties by using an optimization method. 
To verify the identification accuracy, we compared the predicted macroscopic material responses with 
those obtained by the actual off-axis tensile test. In consequence, the extensive use of the NMTs 
technology with seven macroscopic deformation modes has enabled us to confirm that the material 
properties of the assumed macroscopic constitutive law for UD-CFRTP can properly be identified 
using the NMTs results with the off-axis macroscopic deformation mode in addition to the standard 
six ones in comparison with those using only six modes. It thus concluded that seven macroscopic 
deformation modes are indispensable for properly determine the nonlinear material behaviour for off-
axis UD-CFRTP. 
 

REFERENCES 
[1] Kawai, M., Masuko, Y., Kawase, Y., Negishi, R., Micromechanical analysis of the off-axis rate-

dependent inelastic behavior of unidirectional AS4/PEEK at high temperature, International 
Journal of Mechanical Sciences, (2001) 43, 9: 2069-2090. 

[2] Yamamoto, K., Hirayama, N. and Terada, K., Identification of Hill’s anisotropic parameters for 
reinforced plastics based on numerical material test results, Transaction of the Japan Society of 
Mechanical Engineers, (2016) 82, 840: 1-17. 

575



Extended General InterfacesSoheil Firooz, Paul Steinmann and Ali Javili

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Extended General Interfaces

Soheil Firooz1∗, Paul Steinmann1 and Ali Javili2

1 Institute of Applied Mechanics, Friedrich–Alexander Universität Erlangen-Nürnberg, Germany,
soheil.firooz@fau.de , paul.steinmann@fau.de

2 Department of Mechanical Engineering, Bilkent University, Ankara, Turkey, ajavili@bilkent.edu.tr

Key Words: Interphase, General interface, Interface elasticity, Cohesive interface, Interface position

Finite-thickness interphases between different constituents in heterogeneous materials are often replaced
by a zero-thickness interface model. Well-established interface models intuitively assume that the inter-
face layer is situated exactly in the middle of its associated interphase [1]. Furthermore, it is commonly
accepted that this assumption is necessary to guarantee the balance of angular momentum on the inter-
face. While the interface may coincide with the mid-layer of a uniform interphase, we argue that this
assumption fails to sufficiently capture the behavior of graded or inhomogeneous interphases. We rigor-
ously prove that the interface position does not necessarily have to coincide with the mid-layer in order
to satisfy the angular momentum balance. This presentation introduces a novel interface model called
extended general interface model which allows for arbitrary interface positions [2, 3]. The presented
extended general interface model is essentially based upon the weighted average operator instead of the
commonly classical average operator. Next, via incorporating this extended general interface model
into homogenization, we develop bounds and estimates for the overall moduli of fiber-reinforced and
particle-reinforced composites as functions of the interface position and properties. The significance of
the interface position is demonstrated via a series of examples where the interface position is identified
based on a full resolution interphase. Our presentation reveals several unfamiliar aspects of heteroge-
neous materials embedding interfaces and provides a deeper understanding of size-dependent behavior
of materials [4, 5].
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The electrification of aircraft requires significant improvements to be made in thermal management,
weight reduction, energy storage and electrical distribution. The use of multifunctional composites is es-
sential in these endeavours and provides an effective way to significantly reduce the mass of components
by using existing structural elements to perform additional functions. In fibre-reinforced composites,
the mechanical and physical properties are highly anisotropic – with superior tensile strength, stiffness,
thermal and electrical conductivities occurring in the fibre-direction rather than transverse and through-
thickness directions. By tailoring the combination of fibre, resin system and nano-reinforcement used;
these properties can be fundamentally optimised and significantly improved. However, the electrical
and thermal behaviours of composites are poorly understood, particularly for complex geometries with
different stacking sequences. The use of hierarchical, multi-physics modelling is essential to further this
understanding to optimise both the micro-structural and macroscopic design of fibre-reinforced compos-
ites in a time-frame unachievable through manufacture and experimentation alone.

To understand this behaviour more thoroughly, a multi-physics, finite-element (FE) model has been
produced to characterise the electrical and thermal conductivity of fibre-reinforced composites at the
micro-scale. The 3D fibre architecture and resulting contact between adjacent fibres are responsible for
the anisotropic conductivity. This fibre architecture has been reproduced using Bezier curves [1] to ap-
proximate fibre distributions from X-ray computed tomography data of 8552/IM7 composites [2]. A
controlled degree of fibre overlap has been allowed, to form connections between adjacent fibres. The
fibre architecture and its complementary matrix form a representative volume element (RVE). By apply-
ing periodic boundary conditions, an entire ply of material can be represented by a conductivity tensor
given from Monte Carlo simulations of the micro-structure. Through rotational transformations of this
tensor, a full laminate can be modelled using its stacking sequence. The model is capable of considering
a variety of material combinations and ply stacking sequences to predict their electrical and thermal be-
haviour in a geometrically complex component. The detailed prediction of a composite’s electrical and
thermal behaviour is essential in developing the next generation of multifunctional materials.
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The thermo-electro-mechanical coupling and the unique property to permanently alter their atomic-
level electric dipole moment (polarization) makes ferroelectric ceramics a promising active 
material for various engineering applications, e.g., in sensors, actuators, storage devices, energy 
converters, medical and communication industry. The complex coupling mechanism of 
ferroelectric materials requires multiscale modeling, reaching from the atomic level across the 
polycrystalline mesoscale to the macroscopic device level. 
 
Based on a novel finite-temperature phase-field framework [1,2], which accounts for the 
temperature dependence of the DFT-informed Landau potential as well as thermal fluctuations, we 
perform high-resolution simulations of the ferroelectric domain evolution in a micron-sized 
polycrystal with an atomic-unit-cell spatial resolution by exploiting the parallel efficiency of the 
FFT-based numerical implementation. Results indicate that the switching kinetics of the effective 
material can be traced back to the evolution of the underlying domain pattern formation. The 
collective motion of domain walls, their interaction with grain boundaries, and the nucleation of 
new domains at the microscale result in a dependence of the homogenized material response at the 
macroscale on the loading rate of the applied electric field. Increasing the electric field rate at 
constant magnitude leads to a decrease of the remnant polarization, which agrees with 
measurements. Moreover, we observe realistic laminate-like structures within grains and show the 
impact of electric field rates on the domain pattern formation, which provides a deeper 
understanding of the emerging ferroelectric microstructure as well as its connection to piezo- and 
dielectric properties. 
 
We present the development, realization, and validation of our finite-temperature phase-field 
framework and discuss its application to bulk polycrystalline (tetragonal) lead zirconate titanate 
and barium titanate to study the kinetics of ferroelectric ceramics, which demonstrates better 
predictions than competing models. 
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Dynamic metamaterials exhibit emergent coarse scale wave dispersion behavior due to interactions be-
tween propagating mechanical waves and fine scale micro-inertia mechanisms, based on either localized
resonance or Bragg scattering, or their combination. This opens new possibilities for advanced wave
manipulation applications, e.g. tunable waveguides, adaptive passive vibration control, superdamping,
acoustic diodes, cloaking and focusing, noise insulation and (vibro-acoustic) energy harvesting. The
development and design of such materials and devices made thereof, requires advanced modelling tech-
niques, capable, on one hand, to deal with complex geometries, boundary conditions and excitations,
and, on the other hand, computationally more efficient than direct numerical simulations.

This talk will present a multi-scale technique towards efficient analysis of initial boundary value problems
involving dynamic metamaterials of local resonance type in linear and non-linear regimes. The proposed
approach originates from the classical computational homogenization, well established for quasi-static
problems, an extension of which to transient problems has recently been developed. For linear prob-
lems, the static-dynamic decomposition can be used to derive the closed form homogenized equations
representing an enriched effective continuum, in which additional kinematic degrees of freedom emerge
to account for micro-inertia effects [1]. The application of this approach to metamaterials with negative
effective mass, negative refraction index and attenuation of flexural vibrations of metamaterial beams
and plates [2] will be illustrated. In non-linear case, fully coupled two-scale transient computational
homogenization is used to study the wave dispersion in finite size macroscopic structures [3], demon-
strating various phenomena emerging due to the presence of non-linearities, e.g. amplitude dependent
attenuation response, higher-order harmonics generation and energy exchange.
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Efficient multiscale simulation of finite deformations of soft composites and metamaterials re-
quires the homogenization of effective constitutive models from microstructural simulations. Such
effective material models must comply with continuum mechanical requirements, i.e., the laws
of thermodynamics, material frame indifference, material symmetry, growth conditions, and el-
lipticity. While analytical models may not be flexible enough to capture the highly nonlinear
behavior of soft microstructures such as beam lattices, data-driven models are more flexible, but
so far they do not consider all requirements [1]. In this work, we present a data-driven con-
stitutive modeling framework for the multiscale simulation of microstructured materials, which
conforms to the physical model requirements by construction [2]. The strain energy function is
formulated as an input-convex feed-forward neural network to fulfill the polyconvexity condition,
which implies ellipticity. Two approaches are introduced: A model based on a set of polyconvex,
anisotropic and objective invariants, and a highly flexible model that is formulated in terms of
the deformation gradient, its cofactor and determinant. When calibrated with the challenging
homogenization data of cubic beam lattices with instabilities, the invariant-based model shows
drawbacks for several deformation modes. The model based on the deformation gradient alone is
able to reproduce and predict the effective material behavior very well. Only a moderate amount
of physically motivated calibration data is used, which shows the excellent generalization capa-
bilities of these physics-guided data-driven constitutive models. Subsequently, the application
in sequential multiscale simulations [3] and the extension towards parametric [4], inelastic and
multi-physical materials are discussed.
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Powder materials are used in a wide range of applications including mechanical parts, 
pharmaceuticals and foodstuffs. The factors that affect the properties include not only the 
conditions related to the particles such as raw material, size distribution and surface treatment, but 
also the molding process such as granulation, filling, agitation, and milling. In particular, 
although compaction is an important process that determines the properties of the final product, 
there are few studies that have analysed numerically the material behavior in detail. 
 
Material behavior of powders have been analytically predicted mainly by the discrete element 
method (DEM) [1]. However, DEM represents the rigidity of materials by adjusting the 
interaction forces between particles, so it is not possible to observe the deformation of individual 
particles. In this study, we conduct multiscale analysis of the compaction process by means of 
numerical material testing based on homogenization method [2] using finite element method 
(FEM) to predict mechanical behavior of powder materials. In order to create a microstructure 
model used for the analysis, we developed a Monte Carlo based algorithm which was confirmed 
that the filling rate close to the theoretical upper limit could be achieved in a very short time. We 
prepared two models having the particle size following uniform and Gaussian distribution. A 
numerical material tests were performed by defining the material properties for each particle as 
Elasto-plastic characteristic and macroscopic boundary conditions corresponding to the molding 
process. From macroscopic material responses obtained by averaging the results in microstructure, 
it was confirmed that the response depends strongly on the size distribution of the particles, and it 
can also be curve-fitted well by the Drucker Prager material constitutive law.  
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The static recovery is one of the relaxation terms associated with Armstrong-Frederick type 
kinematic hardening model and contributes to representing the rate-dependent mechanical 
behaviors of thermoplastic resin under non-monotonically loading[1], e.g., stress relaxation, strain 
recovery, and cyclic viscoplasticity. The present study examines the effect of the static recovery 
on the macroscopic rate-dependent mechanical behaviors of fiber-reinforced thermoplastics, 
comprised of thermoplastic resin and fiber material, using a method of numerical material 
testing[2]. The pure elasticity is applied to the fiber material for the sake of simplicity. On the 
other hand, the constitutive model of thermoplastic resin is adopted that of Launay et al.[3]  
which is slightly modified by considering the static recovery. Numerical material testing is 
conducted on the unit cell for unidirectional-reinforced thermoplastics after the constitutive model 
of thermoplastic resin is implemented to user-defined subroutine UMAT in the commercial 
software of finite element analysis ABAQUS. We discuss the obtained omni-directional 
macroscopic rate-dependent mechanical behaviors of fiber-reinforced thermoplastics and provide 
the guideline toward the establishment of a macroscopic constitutive model to realize a decoupled 
multiscale analysis. 
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A very relevant but comparatively little-researched aspect of multiscale simulations and homogenization
is the generation of the microstructure geometry based on image data. While special cases like fiber
composites have well-defined micro-scale geometries, many engineering materials are random heteroge-
neous media. For these complex materials, the exact micro-geometry is stochastic and unknown. While
digitizing the full 3D geometry of a specimen through computed tomography or serial sectioning is often
technically impossible or prohibitively expensive, obtaining microscopy images of one or few cross-
sections can be much more feasible. In this contribution, differentiable microstructure characterization
and reconstruction (DMCR) [1, 2] is presented, an algorithm that (1) efficiently constructs plausible 3D
volume elements based on one or few 2D slices, (2) generates either one RVE or a set of SVE, and (3) can
smoothly interpolate between different microstructures.

Unlike comparably efficient reconstruction algorithms, DMCR uses generic high-dimensional microstruc-
ture descriptors such as spatial n-point correlations. The advantages and disadvantages in comparison to
faster and less general approaches in the literature are discussed as well as the range of applicability.

The novelty of this contribution is a rigorous validation of DMCR using real 3D data. For this, a single
slice is extracted from the 3D data to mimic the case that only a 2D microscopy image is available. The re-
construction from this slice is compared to the original 3D data regarding the microstructure morphology
and the homogenized properties. Using these two metrics, various parameters like the required number
of cross-sections and their resolution are discussed in depth. Overall, this validation demonstrates the
range of applicability of DMCR, allowing the homogenization community to assess its potential. This
creates a basis for a plethora of possible future works that harness both microstructure reconstruction and
numerical homogenization to advance scale-bridging simulations of complex materials.
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 We propose a novel surrogate model for homogenized material behavior with history dependency. 
In recent years, data science techniques were introduced into the field of computational mechanics, 
and some kinds of surrogate models and data-driven methods have been developed to replace the 
classical constitutive model. In most recent, the history-dependent material behaviors represented 
by elastoplasticity have been paid exclusive attention as the target problem to be reproduced by the 
data scientific methods [1, 2]. Also, the applications of such methods for multi-scale problems have 
been studied in the interest of reduction of computational costs [3]. However, to the best of our 
knowledge, there has not been any surrogate model which can reproduce the homogenized stress-
strain curves of composite materials with elastoplasticity including the unloading process. For that 
purpose, we developed a surrogate model which is capable to take the places of the macroscopic 
elastoplastic constitutive models within the infinitesimal strain theory. At first, to obtain the 
historical data of the macroscopic stress-strain relationships, we conduct numerical material tests 
on a representative volume element (RVE) by giving the various patterns of strain. Employing the 
macroscopic stress-strain history, we derive the histories of the macroscopic internal variables such 
as plastic strain and its accumulated quantity based on the computational homogenization theory. 
Arranging these historical data and performing some algebraic operations, we obtain a data set that 
represents the macroscopic constitutive relationship of the RVE. Using this data set, we construct 
a surrogate model by means of radial basis function interpolation with taking the step of the 
optimization of two hyperparameters. As the optimization method, we employ differential 
evolution, a well-known genetic algorithm. In the optimization process, we also perform cross-
validation which saves the number of training data and ensures robustness in terms of variation of 
the input data for the surrogate model. In the presentation, we will conduct a surrogate computation 
of the load / unload problem of an elastoplastic material to verify the applicability of the proposed 
method for practical use. 
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Due to advances in modern manufacturing, there is an increased need for accurate and efficient 
simulation capability for microarchitected cellular structures. We define a cellular structure as a 
large macrostructure composed of individual cells, where the cells fit together to define the 
macrostructure. The cells need not be identical, the macrostucture may consist of a combination of 
solid material cells, plate-like cells, and truss-like cells. There exists a variety of asymptotic 
methods for simulation of cellular structures that are derived by assuming a separation of scales 
(infinitely small unit cells), with the detailed geometry of a unit cell replaced with a solid material 
with effective or apparent material properties [1]. The classic homogenization method, which 
assumes a periodic structure and uniform strain to compute the effective materials properties of the 
cell, is the most popular of these asymptotic methods. These asymptotic methods are quite efficient, 
but these approximations may not be accurate enough for critical applications. Conversely, the 
proposed Reduced Order Model (ROM) approach does not introduce effective or apparent material 
properties, but instead models the displacement of the unit cell by higher order polynomials. The 
proposed ROM is of intermediate complexity, it is more efficient (and less accurate) than a fully 
resolved finite element simulation, but more accurate (less efficient) than homogenization. 
 
The proposed ROM begins with a highly resolved finite element mesh of a unit cell. A complete 
set of specially chosen high-order polynomial surface displacements is applied to the unit cell, and 
for each displacement the resulting force is stored. The resulting displacement-to-force map has 
units of stiffness, and after a change of variables this map can be used a drop-in replacement for a 
local high-order finite element stiffness matrix in a high-order finite element simulation of the 
macrostructure. The procedure is reminiscent of some FE2 methods [2][3], the key difference is 
that proposed ROM is based on high order polynomials. The overall approach is that a library of 
ROM’s for different cells can be computed just once (offline phase), and used over and over again 
for difference macrostructures (online phase). In this presentation it is shown the proposed ROM 
converges to the full finite element solution as the order of the ROM is increased. In addition, the 
displacement and stress within the unit cell can be recovered. 
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To date, the mechanics of interfaces of soft solids, e.g., polymeric gels, remain elusive. In particular, the
mechanical properties of the bulk gel can differ from its boundary due to the fundamental role of surface
tension and lower-dimensional energetics at length scales of nanometers to millimeters. From a theoret-
ical perspective, classical continuum mechanics is size-independent and lacks a physical length scale. A
characteristic length scale and size-dependent material response can be captured in continuum models
by accounting for the energetic competition between the bulk gel and its boundary. This energetic com-
petition, referred to as the elasto-capillary effect, plays a vital role in cavitation, soft composites, wetting
on soft substrates, adhesive failure, and pattern formations such as beading, creasing, and wrinkling.

A fundamental challenge in understanding the behaviors of soft materials at small scales is the emergent
instabilities due to complex elastocapillary stresses, e.g., the recently observed Plateau–Rayleigh (P–R)
instability at soft gels. In liquid P–R instabilities, the surface tension overwhelms cylindrical columns
and causes global undulations with a well-defined wavelength. However, the bulk elasticity will resist
the capillary forces, playing a limiting role in solid P–R instabilities. The competition between capillary
and bulk energies results in cylinders-on-a-string morphology in soft gels compared to spherical bead
formations in liquid columns. This contribution aims to quantify the solid-surface competition and assess
the highly nonlinear post-instability regime in soft solids at small scales.

The key focus of this presentation is to develop a computational framework modeling solid P–R insta-
bilities using a surface-enhanced isogeometric finite element technique. First, we will show that the
solid P-R instability is mainly a subcritical (discontinuous) bifurcation, which requires the development
of path-following methods for gels to track stable and unstable equilibrium paths. Next, equipped with
an arc-length-type nonlinear solution procedure, we study both the onset and the post-instability behav-
iors. We present numerical results illustrating the full evolution of P–R instability, observed in recent
experiments with millimeter-scale hydrogel filaments. Our findings show that the soft cylinders form
two distinct radii connected by a transition region with a finite width. Importantly, we show that the
cylinders-on-string formations in hydrogels are highly tunable by controlling the applied stretch, residual
stresses, and the characteristic length scale. The proposed methodology provides a robust computational
foundation to elucidate elastocapillary instabilities in soft hydrogel fibers.
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Global behaviour of wet granular flows is predominantly controlled by the exchange rates 
between particles and the carrier fluids at the microscopic levels. Therefore, accurate predictions 
of the macroscopic behaviour of the flow depend on the sub-models used to model the particle 
motions and their inner interactions. Among other parameters, the so-called “Coefficient of 
Restitution” (COR), defined as the ratio of the rebounding velocity to the impact velocity in a 
binary impact, is crucial as it directly impacts the nature of particle-particle interactions and the 
trajectory of particles in the flow, hence, the rates of mixing, and the energy dissipation in the 
system. While COR of dry impacts has been relatively well established, the problem of wet 
impacts and the effects of liquid bridging on the COR is still at the early stage of the 
investigations, see [1] and references therein. It appears that unlike a dry impact, which is 
essentially characterised by the impact force through mechanical properties of the particles and 
the impact velocity, a wet impact is far more complex, including cohesive [2], viscous and 
interfacial forces [3], and is currently an unknown function of the mechanical and surface 
properties of the particles, impact velocity, transport properties of the bridging liquid, intensity of 
the wetting, etc. [4].  

In this paper, for the first time, we present fully resolved unsteady and multidimensional 
numerical simulations for wet impacts, using a new in-house DNS code that employs hybrid 
Levelset-VOF [4] combined with ghost-cell moving immersed boundary method. This enables 
fixed equidistance cartesian grids which in turn maximises the computational accuracy and 
maintains the CPU times at the minimum level. based on based on the. A series of simulations 
based on the experiments of Gollwitzer et al. [5] is carried out to computationally reproduce the 
wet COR of spherical glass particles impinging a wet planar surface. Time evolutions of the wave 
formations and liquid bridging are presented. The contributions of viscous and interfacial forces 
are calculated by calculating the time history of viscous dissipation and interfacial surface 
energies as a function of the thickness of the wetting liquid, diameters of the sphere and the 
impact velocity. COR for each case is calculated and compared with experimental data. Results 
are collectively discussed and the role of wetting on the COR is theorised. 
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Abstract 

 
Phononic metamaterials provide unconventional and unusual approaches to control the 
sub-wavelength elastic waves. In particular, locally resonant metamaterials (LRMs) attract 
great attention due to their potential applications as vibration isolation, low-frequency noise 
insulators, wave filtering, seismic wave mitigation, etc. It exhibits spectral gaps in the 
frequency range of two orders of magnitude lower than ones resulting from Bragg’s 
scattering mechanism. Nevertheless, the formation of wide bandgaps in LRMs essentially 
requires the complex manipulation of multiple phases leading to difficulty in their 
fabrication. In order to overcome that problem, single-phase metamaterials with multiple 
bandgaps have been evolved in recent years. Although few attempts are made employing 
single-phase lattice structure to extract the wide bandgap; obtaining optimized 
configuration for the desired frequency bandgap through multiple parametric investigations 
is a challenging task. Therefore, the goal of the present study is to develop a numerical 
scheme for optimization of the single-phase lattice structure for desired frequency bandgap 
in the sonic range. 
 
In this work, we provide a computationally efficient modification of the structure with 
predefined symmetry for tailorable bandgap. In particular, a graph theory-based approach 
will be used to represent the minimalistic unit of the lattice structure. Further, Analyzing 
the desired symmetric operations, the unit cells will be generated. Subsequently, 
connectedness upon boolean operation (addition and subtraction of edges) within the lattice 
is efficiently obtained. In order to achieve the optimized configuration GA based algorithm 
is performed. We adopt the beam element-based simulation framework for the extraction 
of dispersion response. Moreover, a more accurate evaluation of dispersion is obtained 
through the finite element procedure with the solid element. Consequently, we will also 
illustrate the mechanism of bandgap formation by addressing the local resonances with the 
vibration mode shapes. Then, the experimental investigation will be performed to validate 
the numerically calculated bandgap for optimized configuration. The present scheme will 
provide a numerical framework for the generation of optimized periodic units of single-
phase metamaterials for the desired bandgap. 
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Different length-scales are fused together in additive manufacturing. For example a feature is called “in-
fill ratio,” where structure’s weight is reduced by replacing the bulk with a periodic lattice substructure.
A typical example is a grid or hexagonal infill, in this way, the weight but also the stiffness is reduced.
Such a porous structure is technically a structure with a substructure that is known as metamaterial. We
know that such metamaterials may be modeled by a generalized method. One possibility is strain gra-
dient theory. In addition to the classical stiffness parameters, substructure related parameters emerge.
Their determination is challenging.

The newly emerged parameters are substructure related. Hence, technically, by a given substructure, a
homogenization method allows us to determine them. Based on asymptotic homogenization [1] a new
formalism is applied in [2]. This procedure computes all effective material parameters in metamaterials
by using a representative volume element incorporating the substructure. The computational procedure
by means of finite element method (FEM) is developed with the aid of open-source packages. A brief
explanation of the formalism, verification of the procedure, and examples will be given in this talk.
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Grain growth phenomena are ubiquitously encountered in the engineering of polycrystalline 
materials. In particular, abnormal grain growth, through which a few grains undergo preferential 
growth, is of great technological importance because it plays a decisive role in the development of 
high-performance materials including textured materials and single crystals. As a promising model 
for analytically describing abnormal grain growth, the mean-field theory proposed by Humphreys 
[1] is well known. Assuming that the abnormal growth of a particular grain is induced by its size 
advantage and the nonuniformity in grain boundary properties (energy and mobility), the mean-
field theory enables the abnormal grain growth behaviors to be expressed as a function of only three 
parameters: the size ratio, boundary energy ratio, and mobility ratio between the particular grain 
and its surrounding matrix grains. However, the validity of this theory is not yet tested in detail, 
which is largely due to the difficulties in experiments for ideal model systems and the limited 
computational scales and accuracies employed in conventional simulation studies. 
Our previous studies (e.g., Ref. [2]) have developed a large-scale simulation method for grain 
growth phenomena based on the phase-field modelling and parallel graphics-processing unit 
computing. In this study, we apply the developed method to abnormal grain growth and elucidate 
the validity of the mean-field theory via systematic two-dimensional and three-dimensional 
simulations on greatly enlarged scales with several hundreds of thousands of grains. The multi-
phase-field model [3] is employed as the numerical model, enabling accurate treatment of 
polycrystalline grain boundary migration under the conditions of nonuniform grain boundary 
properties. A series of grain growth simulations are performed while varying the initial size ratio, 
boundary energy ratio, and mobility ratio of a particular grain and matrix grains. Detailed 
comparisons of the simulated results and theoretical predictions demonstrate that the abnormal 
grain growth behaviors (i.e., whether or not the abnormal growth occurs and the limiting size that 
can be reached by an abnormally growing grain) is well described by the mean-field theory. 
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Manufacturing materials by sintering for high-performance applications with tailored properties 
requires a deep understanding of the underlying microstructure evolution process. The Phase-Field 
method has been widely employed to model the microstructure evolution during the solid-state 
sintering process incorporating surface diffusion, grain boundary diffusion, and volume diffusion. 
An analysis of the well-known Phase-Field model in [1] is performed and shows that the free energy 
form employed in [1] may artificially introduce pores in solid grain boundaries where no pores 
exist initially, which is thermodynamically inconsistent. Additionally, the ratio of surface energy 
over grain boundary energy significantly affects this pore-generation artifact. Inspired by the work 
in [1, 2], a novel Phase-Field model is proposed to ensure thermodynamical consistency [3]. It is 
shown analytically and numerically that the artificial pore generation phenomenon is removed in 
the proposed model. 
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 The formability of aluminum alloys depends on their crystallographic textures. The textures 
are typically formed through static recrystallization that occurs during annealing. Hence, to produce 
aluminum alloys with superior formability, it is necessary to accurately predict static 
recrystallization and resultant texture formations. However, the mechanism of static 
recrystallization is still unclear and, therefore, intensive studies are widely undertaken to elucidate 
the recrystallization processes.  
 In experimentally observing static recrystallization, EBSD analysis is usually employed. 
However, it is difficult to reveal the whole picture of static recrystallization using EBSD analysis 
because it cannot observe the internal structures of metallic samples such as three-dimensional 
grain boundary configurations. Therefore, numerical simulation, which can analyse three- 
dimensional structures, is becoming common as a promising tool for the recrystallization study. In 
particular, the multi-phase-field (MPF) method is frequently used for simulating static 
recrystallization because the method allows for accurately reproducing polycrystalline 
microstructure evolutions. However, detailed data on the state variables and physical properties 
(e.g. stored energy) used in the MPF model is still not available due to the difficulty in their 
experimental measurement. On the other hand, data assimilation, which is a method for estimating 
unknown parameters in a numerical simulation by integrating observation data into the simulation, 
has attracted attentions as a means of improving simulation accuracy. It is expected that the 
accuracy of MPF recrystallization simulation can be improved by estimating the unknown 
parameter values via data assimilation. However, previous studies applying data assimilation to the 
MPF model [1,2] have focused only on simple curvature-driven grain growth, and the application 
to MPF recrystallization simulation is not yet attempted. 
 The purpose of this study is to estimate the state variables and physical properties such as 
stored energy by applying data assimilation to the MPF model of static recrystallization. 
Furthermore, we aim to elucidate the mechanism of static recrystallization by realizing highly 
accurate MPF recrystallization simulation. For this purpose, in-situ EBSD observation for static 
recrystallization of industrial pure aluminum was carried out to obtain observation data for data 
assimilation. We then estimated the state variables and physical properties included in the MPF 
recrystallization model by data assimilation using the in-situ observation results.  
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Accurately predicting the formation process of solidification microstructures is critical for high-
quality casting products. Recently, large-scale phase-field lattice Boltzmann simulations [1] and 
in-situ observations using time-resolved X-ray tomography [2] are performed to accurately 
elucidate the formation process of solidification microstructures. However, even such state-of-the-
art technologies have major shortcomings, such as the lack of data on alloy material properties for 
simulations, and spatiotemporal resolution in observations.  
 
Combining numerical simulations and experimental observations using data assimilation is a 
promising strategy for overcoming these drawbacks to enable highly accurate predictions of 
solidification microstructures. While data assimilation has been applied to elucidate some dendritic 
solidification processes, to the best of our knowledge, it has not yet been applied to dendritic 
solidification with melt convection. 
 
In this study, we develop a data assimilation system using the phase-field lattice Boltzmann method 
[3] for predicting dendritic solidification with melt convection for the first time. The validity of the 
developed data assimilation system is confirmed through twin experiments for dendrite growth with 
forced convection, natural convection, and sedimentation of a solid grain.  
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Numerical simulations and experimental observations have made significant contributions to 
understanding the details of dendrite growth in alloy solidification. With the increase in recent 
computer speed, data science that enables integration of numerical simulations and experimental 
observations is attracting attention as the most promising approach. It is expected to overcome such 
conventional problems as low spatiotemporal resolution and limited information from experimental 
observations, as well as a lack of known material properties for the numerical simulations. 
 
Yamanaka et al. [1, 2] first employed the data assimilation and phase-field method for the dendrite 
growth problem. Ohno et al. [3] proposed a method to infer interfacial properties of a pure alloy 
using data assimilation integrating molecular dynamics and phase-field simulations. In this study, 
we developed a data assimilation system combining three-dimensional (3D) simulations using the 
phase-field method [4] with time-resolved in situ 2D imaging using synchrotron radiation X-rays 
[5]. This was applied to dendrite growth during directional solidification of a binary alloy. 
Dendrites have a 3D structure, though the 2D imaging was conducted for a thin film sample. Thus, 
we performed an efficient 3D phase-field simulation using only the region immediately adjacent to 
the dendrite tip, as 3D simulations for the entire domain of the 2D imaging are challenging even 
now from the computational cost viewpoint. The developed data assimilation system was verified 
through numerical experiments, also referred to as twin experiments. Finally, we applied the 
data assimilation system to the 2D imaging of dendrite growth of an Fe-Si alloy. 

REFERENCES 

[1] K. Takahashi, A. Yamanaka, Quantitative three-dimensional phase-field modeling of dendritic 
solidification coupled with local ensemble transform Kalman filter, Computational Materials 
Science 190 (2021) 110296. 

[2] A. Yamanaka, K. Takahashi, Data assimilation for three-dimensional phase-field simulation 
of dendritic solidification using the local ensemble transform Kalman filter, Materials Today 
Communications 25 (2020) 101331. 

[3] M. Ohno, Y. Oka, S. Sakane, Y. Shibuta, T. Takaki, Bayesian inference of solid-liquid 
interfacial properties out of equilibrium, Physical Review E 101(5) (2020) 052121. 

[4] T. Takaki, S. Sakane, M. Ohno, Y. Shibuta, T. Aoki, Phase-field study on an array of tilted 
columnar dendrites during the directional solidification of a binary alloy, Computational 
Materials Science 203 (2022) 111143. 

[5] H. Yasuda, K. Morishita, N. Nakatsuka, T. Nishimura, M. Yoshiya, A. Sugiyama, K. Uesugi, 
A. Takeuchi, Dendrite fragmentation induced by massive-like δ–γ transformation in Fe–C 
alloys, Nature Communications 10(1) (2019) 3183. 

594



DMC-BO: Efficient Data Assimilation Method using Bayesian Optimization for Phase-field 
Simulation of Solid-state Sintering
Akimitsu Ishii, Akinori Yamanaka, Eisuke Miyoshi and Akiyasu Yamamoto

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

DMC-BO: Efficient Data Assimilation Method using Bayesian 
Optimization for Phase-field Simulation of Solid-state Sintering 

 
Akimitsu Ishii1*, Akinori Yamanaka1 Eisuke Miyoshi1 and Akiyasu Yamamoto1 

1 Tokyo University of Agriculture and Technology, 2-24-16, Naka-cho, Koganei, Tokyo, 184-
8588, Japan, a-yamana@cc.tuat.ac.jp 

 
Key Words: Phase-field method, Data assimilation, Bayesian optimization, Solid-state sintering 
 
 
Phase-field (PF) method is used for a powerful numerical simulation methodology to analyze 
microstructural evolutions during solid-state sintering. In order to quantitatively predict the 
microstructural evolutions by the PF simulations, accurate material parameters are required. 
However, many material parameters related to sintered materials, such as polycrystalline bulk 
superconducting materials, are unknown and immeasurable. On the other hand, cutting-edge 
experimental techniques (e.g., X-ray computed tomography) have realized the three-dimensional 
(3D) in-situ observation of microstructural evolution during the solid-state sintering [1, 2]. 
Therefore, recently, data assimilation (DA) has attracted attentions to estimate unknown material 
parameters from experimental data. DA has been developed for a computational technique that 
enables estimations of unobservable states and unknown material parameters by integrating time-
series experimental data with the numerical simulation results based on Bayesian inference. In the 
previous study [3], particle shape, grain boundary distribution, and multiple material parameters 
were simultaneously estimated by applying the ensemble-based four-dimensional variational 
(En4DVar) DA method to a 3D PF simulation of solid-state sintering. Although En4DVar can 
estimate states and material parameters with high accuracy, it has a great challenge in computational 
cost. In order to overcome this challenge, in this study, we have developed a new DA method 
named DMC-BO [4]. DMC-BO uses Bayesian optimization (BO) to minimize the cost function 
which represents a misfit between simulation results and experimental data. DMC-BO is easy to 
implement in various simulation models because DMC-BO does not require the complicated 
calculations for deriving adjoint model [5]. Moreover, using BO reduces the computational cost for 
the minimization of the cost function. In order to validate DMC-BO, we conducted numerical 
experiments called twin experiments. The results demonstrate that DMC-BO is capable of 
simultaneously estimating the states and material parameters at less than half of the computational 
cost for En4DVar. Furthermore, the accuracy of the estimsted material parameters are reasonable 
for predicting the evolutions of the particle shape and grain boundary with high accuracy. 
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Sintering is an important process for many technical applications, but a full understanding still eludes the
scientific community. Simulations are one key component of furthering this understanding by resolving
the process from the atomistic to the mesoscopic process scale. Within the mesoscopic scale, the phase-
field method has recently been used to simulate the sintering process by various authors. The employed
models can vary drastically, even though the same process should be simulated, with no clear consensus
on which model is the more correct one. In order to determine which models should be used and further
developed, molecular dynamics simulations are employed to establish qualitative rules of motion during
sintering. Following the determination of the rules, several published phase-field models and modified
versions of these are tested for their compliance with these rules. Based on these results a phase-field
model is developed for investigating the effects of sintering temperature and packing geometry in large-
scale three-dimensional phase-field simulations. These simulations will be used to explain the enhanced
densification observed in novel sintering techniques such as flash sintering.
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Sintered products are usually manufactured by filling powdered material into a mold, followed by 
the pressurization and heating of the material. Sintering is advantageous over casting in that 
complex-shaped products can be easily produced without melting the material. However, the 
products fabricated by sintering have lower strength than those fabricated by other working 
methods because the removal of pores is difficult. To address this issue and optimize the sintering 
process, systematic evaluations by a numerical simulation are indispensable. However, there are no 
well-established numerical methods to predict the microstructures formed during sintering with a 
high accuracy. 
 
The phase-field method is the most powerful and accurate method for predicting the material 
structures at a meso scale. Wang [1] first applied the phase-field method to the sintering phenomena, 
based on which many sintering phase-field simulations have been carried out [2, 3]. However, it is 
difficult to accurately introduce surface/grain boundary properties, such as energy and mobility, as 
well as their anisotropy, into the model [1]. In addition, we need to reconsider the tensional force 
acting between two neighboring grains, which causes the rigid body motion. 
 
In this study, we developed a sintering model based on the multi-phase-field model with a double-
obstacle potential [4, 5], which can most accurately introduce the anisotropy of surface/grain 
boundary properties. Further, we developed a parallel computing code using multiple graphics 
processing units to accelerate the three-dimensional sintering simulations with numerous particles. 
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An enhanced phase field model was developed for the numerical simulation of crystallization in semicrys-
talline polymers [1]. As with other models, it is based on coupling the heat equation with the Allen-Cahn
equation, which is derived from the Gibbs-Thomson solid-liquid interface equation. Starting from the
nucleation of spherulites, existing phase field models can simulate their evolution in a surrounding liq-
uid and separate the amorphous and crystalline phases. However, the predictions of the morphological
characteristics of the spherulites remain qualitative only. Moreover, the predicted spherulite evolution
as a function of crystallization temperature is not consistent with experimental results. In our work, ex-
isting phase field models were enhanced in order to obtain experimentally consistent results. We target
these characteristics to make them quantitative: spherulite growth, crystal morphology, and crystalline
rate in spherulite. We show the importance of modeling the dependence of the model’s parameters with
respect to crystallization temperature, because, if assumed constants, the predicted results are not con-
sistent with polymers physics. The model is numerically implemented using the finite difference method
so that 2D and 3D simulation results are presented and compared to experimental data, illustrating the
quantitative adequacy of the predictions with experimental evidence. Full-field micromechanical simu-
lations were conducted on the microstructures generated by the enhanced phase field model in order to
predict the effective mechanical properties [2]. A Fast Fourier Transform (FFT) method with periodic
boundary conditions is used. Care is taken to obtain representative volume elements (RVEs) by com-
puting the number of subcells in each spherulite and the number of spherulite nucleations in each RVE.
Numerical FFT predictions of elastic properties for a range of crystallinity ratios are validated against
experimental data and compared to simpler composite inclusion models. Finite element simulations of
thermal shrinkage are also shown. We are currently extending the material description to a more realistic
viscoelastic-viscoplastic model. The crystalline lamellae follow an orthotropic viscoplastic model based
on the activation of slip systems, while the amorphous phase is (nonlinear) viscoelastic. Some proper-
ties can be identified directly while others are calibrated from reverse engineering. The procedure and
its capabilities are illustrated for some polymers for which experimental data is available (e.g., stress-
strain curves at different strain rates). A micromechanical model is currently being developed in order to
predict the densification during a SLS (selected laser sintering) additive manufacturing process, and its
impact on the mechanical response. All the models have been implemented in a research version of the
Digimat software (from Hexagon Manufacturing Intelligence Division).
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To achieve wide applications of Mg-based alloys for structural components, extensive efforts 
have been made to increase the strength and formability of the alloys. It has been reported that an 
aging heat treatment of a pre-strained Mg-based alloy induces the solute segregation at 
dislocation, leading to the significant increase in the flow stress of the alloy (bake-hardening 
phenomenon) [1]. In this study, we performed phase-field simulations to obtain precise 
knowledge about the solute segregation behaviour and its effect on the pinning force of 
dislocation in Mg–Al–Ca–Zn system. 
 
Elastic field of an edge dislocation was considered, and the solute diffusion driven by the 
inhomogeneity of elastic and chemical potentials in Mg–0.7Al–0.3Ca–0.3Zn (at.%) alloy was 
calculated by solving the Cahn–Hilliard equation. The simulation conditions of aging temperature 
and aging time were changed in the ranges of T = 413–473 K and t = 0–104 s, respectively. The 
simulated solute distribution was used to estimate the pinning force of dislocation; the dislocation 
was artificially displaced along the slip plane with fixing the solute distribution, and the elastic 
energy was calculated as a function of the dislocation displacement. The maximum gradient of 
the elastic energy–displacement curve was assumed as the pinning force of dislocation [2]. 
 
Segregation of Al, Ca and Zn near the dislocation core was observed in the phase-field simulation. 
Ca first segregated at the opposite side of the extra half plane, and subsequently, Zn and Al 
segregated at the side of the extra half plane. These results are reasonable in terms of the 
difference in the diffusion coefficients of solute atoms and the reduction of elastic energy derived 
from the dislocation and solute atoms. The segregation amount increased with increasing aging 
temperature and aging time, resulting in the increase in the pinning force of dislocation. Our 
simulation results show that the condition of aging heat treatment in a previous study (443 K, 
1200 s) [1] is appropriate to achieve the bake-hardening effect derived from the solute 
segregation at dislocation. 
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Overall properties of polycrystalline materials depend on the properties of individual crystal 
grains, distribution of crystallographic orientations (texture), and the properties of grain 
boundaries (GB). In various alloys, solute segregation to GB often occurs, leading to GB fracture 
and/or changing GB migration rate. Some theoretical models including phase-field models have 
been developed for predicting GB segregation [1,2]. However, past studies have mainly focused 
on the solute segregation to stationary/moving GB in binary systems, and there are few studies on 
the solute segregation to moving GB in multicomponent systems despite its practical importance. 
 
In this study, the phase-field model for predicting solute segregation to moving GB in binary 
system developed by Cha et al. [2] was extended to the model for multicomponent systems. GB 
was treated as a distinguishable phase, and the Gibbs energy of liquid phase was substituted for 
the GB phase considering amorphous nature of GB. With a coordinate system that moves with 
GB, the movement of GB at a constant velocity was considered by adding a constant flux term to 
the diffusion equation of solute. Under this condition, one-dimensional steady-state profile of 
concentration and its drag effect on GB (solute-drag effect) was calculated. The Gibbs energy was 
directly extracted from existing CALPHAD databases using the Thermo-calc software [3]. 
 
As a case study, GB segregation and solute-drag effect in dilute magnesium alloys at 623 K were 
evaluated in Mg–Al–Zn, Mg–Zn–Ca and Mg–Al–Ca systems. The concentration profile around 
GB and the resultant solute-drag force were successfully obtained as a function of GB velocity. 
The simulation results show that the segregation behaviour in multicomponent systems is closely 
related not only to solute-solvent interaction but also to solute-solute interaction. 
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The mechanical properties of alloys largely depend on their microstructures that are formed through 
solidification and subsequent metallurgical phenomena. Because the solidified microstructures in 
alloys are typically determined by the dendritic growth of crystals, it is necessary to accurately 
understand the dendrite growth for predicting the microstructural evolutions. Although direct 
experimental observations of growing dendrites have been reported in previous studies[1], it is 
difficult to measure the states of solidification such as solute concentration and flow velocity in a 
liquid phase from the experiments. Therefore, numerical simulations of dendrite growth using the 
phase-field method have been widely performed. However, many parameters involved in the phase-
field models of alloy solidification are unknown. Our research group has proposed data assimilation 
methodologies to estimate the unknown parameters of the phase-field models from experimental 
data[2-6]. Specifically, the previous study[5] applied the local ensemble transform Kalman filter 
(LETKF), which is one of the most computationally effective methods for sequential data 
assimilation, to the phase-field simulations of alloy solidification. In this study, this LETKF-based 
phase-field model (LETKF-PF model) is coupled with the Navier-Stokes (NS) equation to account 
for the fluid flow in a liquid phase. Further, we perform numerical experiments to validate the 
estimation of the material parameters and the states including solute concentration and velocity 
fields in a Fe-C-Mn alloy. The numerical experiment results demonstrate that the present LETKF-
QPF-NS model can simultaneously estimate the solute concentration field, velocity field, solute 
diffusion coefficient, and interfacial energy from the morphological data of a growing dendrite. 

REFERENCES 

[1] Gibbs, J.W., Mohan, K.A., Gulsoy, E.B., Shahani, A.J., Xiao, X., Bouman, C.A., Graef, M.D. 
and Voorhees, P.W. The three-dimensional morphology of growing dendrites. Sci. Rep. (2015) 
5: 11825.  

[2] Sasaki, K., Yamanaka, A., Ito, S. and Nagao, H. Data assimilation for phase-field models 
based on ensemble Kalman filter. Comput. Mater. Sci. (2018) 141: 141-152.  

[3] Yamanaka, A., Maeda, Y. and Sasaki, K. Ensemble Kalman filter-based data assimilation for 
three-dimensional multi-phase-field model: Estimation of anisotropic grain boundary 
properties. Mater. Des. (2019) 165: 107577.  

[4] Yamanaka, A. and Takahashi, K. Mater. Data Assimilation for Three-dimensional Phase-field 
Simulation of Dendritic Solidification using the Local Ensemble Transform Kalman Filter. 
Mater. Today Commun. (2020) 25: 101331.  

[5] Takahashi, K. and Yamanaka, A. Quantitative three-dimensional phase-field modeling of 
dendritic solidification coupled with local ensemble transform Kalman filter. Comput. Mater. 
Sci. (2021) 190: 110296. 

[6] Miyoshi, E., Ohno, M., Shibuta, Y., Yamanaka, A. and Takaki, T. Novel estimation method 
for anisotropic grain boundary properties based on Bayesian data assimilation and phase-field 
simulation. Mater. Des. (2021) 210: 110089.  

601



Qualitative modeling of etch-pit formation (dissolution) on the K-feldspar surface through 
phase-field approach
Akash Kumar, Nishant Prajapati, Michael Späth, Daniel Schneider, Benjamin Busch, Christoph 
Hilgers and Britta Nestler

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Qualitative modeling of etch-pit formation (dissolution) on the K-feldspar
surface through phase-field approach

Akash Kumar1∗, Nishant Prajapati1, Michael Späth1, Daniel Schneider1,2, Benjamin
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Estimating the porosity and permeability of rocks is a necessary component of reservoir modeling.
Feldspar dissolution is a widespread phenomenon in clastic bedrock reservoirs located in petroleum-
bearing zones, affecting porosity, permeability, and thus reservoir quality [1]. We adopt a phase-field
model to the dissolution of K-feldspar (Orthoclase) in the present work [2]. This leads in the formation
and growth of etch pits, which vary in size and shape depending on the crystallographic orientation of the
feldspar grains. We begin by calibrating the anisotropic model parameters to account for anisotropy in
the surface energy and particle detachment kinetics at the feldspar-water interface. Calibration is accom-
plished by simulating the free growth of an etch pit in a single feldspar crystal and digitally replicating
the formation and relative rates of the pits’ different faces based on earlier experimental and numerical
findings [3]. Following that, the calibrated model is used to simulate etch pitting in a variety of dig-
ital multi-grain packs with varied proportions of quartz and feldspar grains, analogous to sandstones.
Furthermore, the digital grain packs are used to perform computational fluid dynamics analysis on the
progressively pitted quartz-feldspar sandstones to determine their permeabilities. The proposed model
is capable of recreating natural pit morphologies. The numerical data sets created are evaluated to de-
termine the effect of etch pitting on the permeability, porosity, and mineral composition of sandstones,
which is experimentally improbable or time consuming. Finally, we show the model’s capabilities using
novel post-processing and visualization techniques.
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A phase-field model is developed to describe the meso-failure process of lightweight concrete 
containing expanded clay ceramsite aggregates. The phase-field model is applied to the meso-
failure process of lightweight concrete by the ABAQUS subroutine user-defined element (UEL). 
The improved staggered iteration scheme with a one-pass procedure is used to alternately solve 
the coupling equations. In addition, the typical three-phase characteristics of lightweight concrete 
are incorporated into the phase-field model by generating mesostructures with mortar matrix, 
ceramsite aggregate, and interfacial transition zones through an automatic generation and 
placement program. The accuracy and effectiveness of the model in the cracking process of 
lightweight concrete meso-model are verified by the uniaxial tensile, three-point bending, and 
four-point bending common failures and mixed-mode failures of the meso-model of lightweight 
concrete are analyzed. The mesoscopic crack paths of the lightweight concrete calculated by the 
phase-field model are consistent with the transgranular fracture mode obtained by our test. At the 
same time, the crack appearance is similar to the results obtained by DIC, and the force-deflection 
curve is in good agreement with the experimental data in our test. The results show that the cracks 
of lightweight concrete specimens mainly occur in the ceramsite aggregates with weak strength, 
especially in the ceramsite aggregates with large particle sizes. The distribution of the ceramsite 
aggregates has a great influence on the peak load of the force-deflection curves, especially 
aggregates with large particle diameters. With the increase of the volume fraction of aggregate, 
the slope and peak load of the force-deflection curve decrease gradually, the bearing capacity of 
lightweight concrete specimens decreases, and the possibility of crack branching and coalescence 
decreases in the process of crack propagation. These examples show that the phase-field model 
can well capture the meso-failure process of lightweight concrete. 
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Silicon is an abundant material on earth and is the primary choice in manufacturing photovoltaic solar
cells. The fabrication of thin pristine Silicon solar cells involves several steps. As a result, defects like
dislocations, micro-cracks and voids are unavoidable, and they tend to grow in the presence of multiple
fields. Defects hinder the motion of charges. As a result, the charges will be accumulated around the
defects [1, 2], which leads to the release of energy through recombination effects. On the other hand, the
presence of defects alters the band gap in Silicon. Various authors studied the influence of mechanical
and thermal loads on the band gap of Silicon [3, 4, 5] and reported that the band gap either changes
or shifts from indirect to direct. The electrical conductivity improves when the bandgap decreases and
vice-versa.

In this study, a multi-scale, multi-field analysis is performed using the QMMM package of Large-scale
Atomic Molecular Massively Parallel Simulator (LAMMPS). The main objective is to study the perfor-
mance characteristics of Graphene deposited Silicon solar cells in the presence of cracks. Initial cracks
are created by deleting the bonds between the atoms on the crack surface. Furthermore, the cracks are
opened by specifying a mechanical load in the form of tensile displacement, whereas, the thermal load
is prescribed in terms of heat rate. During the entire simulation a quantum domain around the crack tip
is considered to accurately estimate the electronic charge density of the atoms around the crack tip, and
hence the electrical conductivity.
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In this work, a new simulation technique is presented for the concurrent mechanical coupling of 
particle and continuum domains at finite temperatures with potential application to fracture 
simulation in polymer nanocomposite materials. The coupling methodology is based on the 
Arlequin framework as proposed by Ben Dhia et al. for particle-continuum coupling in [1] and 
utilizes the concept of so-called anchor points for transmitting information between the two 
domains as developed in [2]. A bridging domain is defined wherein the particle and continuum 
domains overlap and forces and displacements may be transmitted. The present work draws upon 
the idea of grouping particles in the bridging domain to form Interface Volume Cells (IVC) as 
presented in [3]. These groups of atoms are then, in a spatially and temporarily averaged sense, 
connected by springs to respective anchor points in the continuum domain. This combination of 
techniques results in a new formulation that circumvents the need to connect continuum anchor 
points to individual particles, while benefitting from the inherent stability of a tunable spring-based 
load transfer mechanism.  
 
In the present work, the particle domain is modelled using Molecular Dynamics (MD) in an all-
atom representation at a temperature of 300 K and the continuum domain is modelled using the 
Finite Element Method (FEM). The two domains are solved iteratively until convergence is 
achieved for a given load state. Due to the continuum and particle domain time scales being vastly 
different, the FEM domain is solved statically, while the MD domain is run dynamically. A static 
uniaxial tension test is simulated using a three-dimensional block of EPON-862 resin, that is 85% 
crosslinked with curing agent DETDA. The applied loading is initially maintained within the linear 
elastic regime for model verification. Quantities such as stresses, Young’s modulus, Poisson’s ratio, 
and reaction forces are analyzed for convergence in the bridging domain and verified against a 
similar specimen modelled fully with FEM using experimental data available for EPON-862. After 
model verification in the linear elastic range, the loading is increased to simulate damage evolution 
and failure localization in the MD domain, in order to verify the post-yield behavior of the coupled 
model.  
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A multiscale continuum model is developed to describe the defect structures in crystalline 

material such as FCC metals. The interface structure for twist, tilt and misfit grain 

boundaries are described by the dislocation network. The model incorporates both the 

anisotropy elasticity of each grain in crystalline materials and the molecular dynamics 

calculation informed interaction between two bulks, i.e., the nonlinear generalized 

stacking-fault energy. The equilibrium structures are obtained from the numerical 

simulations of the force balance differential equations. We apply this approach to 

determine the structure and energetics of twist, tilt and general grain boundaries. We also 

investigated the dislocation structure in heterogeneous crystalline material. Our model 

agrees well with the atomistic results. An analytical description is developed based on the 

obtained structural features. 
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A multi-scale modelling of the mechanical behavior of a dry 2D woven fabric subjected to a 
ballistic impact is developed in a combination between a mesoscopic description for the secondary 
yarns (not in direct contact with the projectile) and a microscopic description for the primary yarns 
(in direct contact with the projectile) in order to take into account the important fiber/fiber and 
fiber/projectile interactions in the impact zone. However, it should be noted that at the microscopic 
scale, a yarn is composed of approximately 400 fibers, the inclusion of which can significantly 
increase the computation time. For this, we have opted to introduce the notion of an "equivalent 
fiber" corresponding to 10 fibers. This proposed approach conducted to use 42 equivalent fibers in 
total to model a yarn. The effectiveness of this multi-scale strategy has been demonstrated by a 
comparison in terms of projectile velocity and projectile reactions, as well as degradation 
mechanisms of this multi-scale model with those obtained in the case of a complete mesoscopic 
modelling that were well validated with experimental data. 
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Electro-active polymers play an important role in today’s engineering applications. Modeling and sim-
ulation of these materials, that respond to electrical stimuli by large-scale mechanical deformations, has
been an active field of research during the last decade. Contrary to piezoelectric ceramics, that mostly
operate in the linear range at a predefined polarization state, the electro-mechancial coupling in polymers
is through higher order effects.

For the description of the deformation state, commonly displacement and deformation gradient are used.
The electric field is the second independent quantity in many models. Thermodynamic potentials such
as the free energy relate these independent fields to secondary fields: (total) stress and dielectric dis-
placement. These secondary fields satisfy local equilbrium and Gauss’ law. Different approaches for
modeling electrostrictive behavior have been considered by various authors. A common approach is
the prescription of field-dependent electric permittivities. An alternative is the introduction of a mul-
tiplicative splitting of the deformation gradient into an electric and a mechanic part, F = FelFme [1].
Multiplicative splittings are well-known from the modeling of visco-elastic electro-active polymers.

When such a multiplicative splitting is introduced to model electrostriction, the electric part of the de-
formation gradient is usually assumed as depending on the electric field, Fel = Fel(�e). However, in this
case saturation of electrostrictive straining for higher electric fields that is observed in experiments [2]
is not contained in the model. Therefore, we propose a different approach, where the electric part of
the deformation gradient is considered depending on the electric polarization. In our models and also
finite element implementations, we use dielectric displacement and polarization as primary unknowns,
such that the electric field is seen as a secondary field. This way, by modeling saturation of the electric
polarization, saturation of electric straining is a direct consequence. Additionally, Gauss’ law of zero
charges is satisfied exactly. A stable mixed finite element scheme for various element types is provided
for (nearly) incompressible electrostrictive polymers.
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We investigate the acoustic behaviour of Micro-Electro-Mechanical-Systems (MEMS) with a focus on
shutter devices. These shutter devices can be used for a new method of sound generation – which we call
Advanced Digital Sound Reconstruction (ADSR) – where a redirection mechanism for sound pulses is
incorporated [1]. With the help of this redirection mechanism, sound pulses can be generated which are
superimposed to form an audio signal.
At MEMS-scales viscous effects can play a major role regarding sound transmission. Therefore, we
utilize the linearized flow equations in time domain in order to solve for the acoustic pressure while
incorporating effects caused by viscous boundary layers. Furthermore, the movement of the shutter
itself contributes to the overall generated sound in a negative manner. Since the generation of the sound
pulses is in the ultra sound range, the generated noise by the shutter might lead to adverse effects on the
human body [2]. Hence, modeling the shutter noise and understanding its generation process can help
to improve the design. To model the noise generated by the shutter, we apply the arbitrary Lagrangian-
Eulerian (ALE) framework to the linearized flow equations to be able to compute the noise generation
on the moving geometry. The geometry update itself is governed by an artificial quasi-static mechanical
problem which is solved in each step to get the new element deformation [3].
Assuming that the impact of the acoustic pressure is negligible, a simple forward coupling from the
quasi-static mesh-smoothing to the the linearized flow equations is employed. Furthermore, we use a
direct coupling approach to couple the acoustic wave equation to the linearized flow equations. The final
coupled system is then used to characterize the impact of the shutter movement on the overall system
behaviour of a certain embodiment.
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Viscous and thermal effects are usually neglected when investigating acoustic phenomena. This is ad-
missible if the corresponding boundary layer thickness remains small compared to the relevant problem
dimensions. For air at standard atmospheric conditions the viscous boundary layer thickness is about
70 µm at a frequency of 1 kHz, which makes viscous effects relevant in important novel applications like
micro perforated panels (MPPs) and acoustic actuators based on MEMS technology. A similar argument
holds for the inclusion of thermal effects.

Several approaches exist to model viscous and thermal effects: Of course the flow field can be described
by the full Navier Stokes equations, which need to be coupled to the flexible solid at the common inter-
face. The resulting set of equations may be solved by, several numerical schemes, all of which share a
large computational effort often rendering these methods unfeasible, e.g. for industrial applications. An-
other common approach is to linearise the compressible flow equations for small (acoustic) disturbances.
Especially for cases without stationary background flow, this is often admissible, and the resulting equa-
tions can be solved employing the finite element method (FEM) [2]. Another approach is to employ
an acoustic formulation in therms of the acoustic wave equation to model the flow field, and incorpo-
rate viscous and thermal effects in the boundary layers via an impedance type boundary condition [1].
This approach is computationally cheap, but is only applicable when the modeling assumptions of fully
developed boundary layers are fulfilled.

Based on the example of a piezoelectric MEMS actuator, we demonstrate the importance of modeling
viscous and thermal effects, with respect to the accuracy of the resulting acoustic field. We use a FEM
formulation of the linearised compressible flow equations implemented in the open source finite element
code openCFS [3]. We show how non-conforming interfaces can be used to couple solid and fluid
domains without requiring conforming mesh at the interface. Finally, we investigate what assumptions
in terms of mesh size, approximation order, and fluid domain size are suitable to minimize the numerical
effort while maintaining acceptable accuracy.
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To describe the mechanical behaviour of asphalts it is mandatory to numerically reproduce their 
internal structure, namely the location of bitumen and aggregates and voids. Subsequently, it is 
necessary to develop a sound mechanical prediction of creep, through a correct evaluation of the 
stress concentration among the inclusions and the voids within the domain of interest [1]. The 
mechanical behaviour at medium-to-long-term of asphalt is studied in the present work in a 3D 
mesoscale approach, by explicitly modelling the composite material as a cluster of aggregates 
(the coarse fraction is considered, for computational reasons) and bitumen surrounding them. The 
internal structure of an asphalt sample can be reproduced via a random disposition of inclusions, 
satisfying a given grading curve and a known volume fraction, as proposed in [2], when more 
sophisticated techniques are not available. 
In agreement with recent viscoelastic formulations [3, 4] a novel visco-elasto-plastic constitutive 
model has been developed, where the viscoelasticity is accounted for via a fractional formulation, 
i.e. through a parabolic-dashpot-based mechanical representation. The subsequent non-integer 
order differential model is treated with the Grünwald definition of fractional derivatives. Long 
term effects have been carried out under different monotonic and cyclic load conditions, based on 
some relevant experimental tests. The model itself accounts for a better understanding of the 
inclusions interaction within asphalt under different compressive external loads. 
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A novel 3D comprehensive visco-elasto-plasto damage constitutive model of concrete is proposed 
to analyse the behaviour of concrete under long-term and cyclic loadings. This model combines 
the visco-elasticy and plasticity theories together with damage mechanics. The paper aims at 
providing an efficient model capable of predicting all the hysteretic characteristics of concrete 
material during cyclic loadings, taking into account time-dependent effects. The visco-elastic part 
is modeled within the framework of the linear visco-elasticity theory. The creep function is 
evaluated via the B3 model by Bažant and Baweja [1], and implemented with the exponential 
algorithm. The modified Menetrey-Willam [2, 3] pressure-dependent yield surface and a 
nonassociative flow rule are used for the plastic formulation of the model. The damage part of the 
model considers two exponential damage parameters, one in tension and one in compression, 
accounting for a realistic description of the transition from tensile to compressive failure [4]. 
The proposed model is calibrated and compared with uniaxial and multiaxial experimental tests. 
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All solid-state batteries (ASSBs) are promising candidates for “next-generation batteries” toward 
higher energy density, better thermal stability, and reduced flammability. The major obstacles for 
attaining the high energy density are the occurrence of chemical and mechanical degradations 
within the different components of ASSBs. In particular, the initiation and evolution of fracture 
within the grains, grain boundaries, electrolyte and electrode-electrolyte interfaces can cause 
capacity fade due to the loss of contact, reduction of material strength and transport properties under 
cyclic charge/discharge process.  Stabilizing the ASSBs and extending their lifetime call for a high-
fidelity electro-chemo-mechanical computational model that could be used for exploring the 
physical mechanisms and for identifying promising remedies through informed synthesis or 
operating conditions. In that context, a thermodynamically consistent multi-physics modelling 
framework is developed. In particular, it interprets the coupled electro-chemo-mechanical 
interactions in a battery cell, which includes the 3-D polycrystalline NMC cathode particle, sulfide  
based solid electrolyte phases, grain boundaries, and the electrode-electrolyte interfaces. For more 
realistic simulations, a secondary cathode particle is statistically reconstructed using the electron 
back scattering diffraction (EBSD) data and synthetic grain-architecture algorithm. In order to 
consider the initiation and propagation of crack within grains, grain boundaries, electrolyte and 
electrolyte-electrode interfaces, a regular phase-field fracture variable has been employed. A 
diffused phase field parameters have been adopted to define the transition of mechanical properties 
between the grains, grain boundaries, electrolyte, and electrolyte-electrode interfaces. Apart from 
incorporating the anisotropic material properties, the concentration dependent transport and 
mechanical properties have been considered. It is worth mentioning that the present model has been 
implemented in the open-source finite element (FE) package MOOSE for solving three state-
variables: concentration, displacement, and phase-field damage parameter. Various parametric 
studies will be performed to explore the role of primary particle or grain sizes, secondary particle 
sizes, charge rates, interface properties and elastic modulus of the solid-electrolyte to correlate 
between the chemo-mechanical behavior and evolution of fracture on the electrochemical response 
of batteries. The present findings from the model offer predictive insights for designing the battery 
cell with reduced fracture evolution and enhanced electrochemical performance. Finally, the 
proposed model has been validated with the experimentally obtained characteristics of chemo-
mechanical degradation. 
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On immersing two lithium metal electrodes in a solution containing lithium salt and applying a 
voltage, lithium metal will deposit on the electrode connected to the lower voltage. This process 
is known as electrodeposition. It has been widely observed that under moderate currents, lithium 
ions do not deposit to a flat surface but rather spontaneously form sharp needle shapes known as 
dendrites. Dendrite formation is a major barrier for realizing the lithium metal battery, which not 
only causes capacity loss but also leads to internal short circuit and safety hazard [1]. 
 
We report a discovery that the use of a soft piezoelectric film as separator can effectively 
suppress the formation of lithium dendrite and stabilize the lithium surface during 
electrodeposition system [2, 3]. When the film is deformed by any local protrusion because of 
surface instability of the deposited lithium, a local piezoelectric overpotential is generated to 
suppress lithium deposition on the protrusion. We have established a theory that integrates 
electrochemistry, piezoelectricity and mechanics. We developed multiphysics computations to 
simulate dendrite growth in contact with a piezoelectric film. We find that the dendrite-
suppression capability is over 6 orders stronger than the limit of mechanical blocking by any 
separators or solid-state electrolytes. Simulations show that the mechanism ensures deposition to 
form a flat surface even if the initial substrate surface has significant protrusions, suggesting its 
robustness and effectiveness against manufacturing defects. We show that the mechanism is so 
strong that even a weak piezoelectric material is highly effective, opening up a wide range of 
materials. 
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We discuss a fully-implicit iterative solver for the Vlasov-Fokker-Planck—Ampère (VFPA) 
system with one configuration-space dimension and two velocity-space dimensions (1D-2V). The 
VFPA system couples a multispecies kinetic plasma description to the electrostatic electric field. 
The purpose of this work is to enable efficient, high fidelity, fully kinetic simulations of weakly- to 
moderately-coupled high-energy-density plasmas with an arbitrary number of species, particularly 
in regimes relevant to inertial confinement fusion (ICF). For many applications of interest (e.g., 
ICF implosions) the VFPA system exhibits large separation of numerical and physical scales in 
time and space, in particular due to the plasma frequency, fast electron motion, and electron 
collisions [1]. This numerical stiffness is addressed here by iterative implicit timestepping, 
accelerated by a high-order/low-order (HOLO) strategy (essentially a multiscale moment-based 
preconditioning scheme [2]). The scheme also employs an adaptive mesh strategy in physical and 
velocity space [3], in which the velocity space of each species is analytically rescaled and shifted 
by its spatially and temporally varying thermal speed and bulk flow, respectively; a moving mesh 
is used in the configuration space that allows tracking features with sharp spatial gradients, such as 
shocks and material interfaces. Further, conservation of mass, momentum, and energy, together 
with Gauss’ law, are discretely preserved – commensurately with the iterative nonlinear relative 
tolerance – through a Lagrange-multiplier-like approach using nonlinear constraint functions [1, 
4]. We demonstrate the effectiveness and accuracy of the algorithm with several benchmark 
problems of varying complexity, including a fully kinetic collisional plasma shock in planar 
geometry. 
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Coulomb collisions in particle simulations for weakly coupled plasmas are typically modeled by Monte-
Carlo (MC) methods [1]. One of the main disadvantages of MC is the timestep accuracy constraint
nDt ⌧ 1 to resolve the collision frequency (n) [2]. The constraint becomes extremely stringent for
self-collisions in the presence of high-Z species, and for inter-species collisions with large mass dis-
parities, rendering such simulations impractical. To overcome these difficulties, we explore a hybrid
MC-Gaussian model for hybrid kinetic-fluid simulations. Specifically, we devise a collisional algorithm
that leverages Maxwellians (i.e. isotropic Gaussians) [4] for both highly collisional kinetic species and
fluid ones. We perform Gaussian-particle collisions using the Lemons method [3], which we have im-
proved by more careful treatment of low-relative-speed particles. We extend the standard TA method
for particle-particle collisions with arbitrary particle weights without losing conservation properties. The
hybrid MC-Gaussian method is strictly conservative and is orders of magnitude faster than straight MC.
We will illustrate the accuracy and performance of the proposed method with several examples of varying
complexity, including relaxation and transport problems.
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The numerical simulation of radiative transfer is typically the dominant cost in the radiation-magneto-
hydrodynamics codes used to model high energy density physics experiments such as the National Ig-
nition Facility (NIF) at Lawrence Livermore National Lab. In fact, radiative transfer often accounts for
90% of the runtime and memory usage in simulations of NIF. This expense arises from the need for the
accuracy of a kinetic model of the radiation field in these problems. A moment-based, reduced descrip-
tion of the kinetic equation allows the moment equations to couple directly to the other multiphysics
components isolating the expensive inversion of the kinetic equation from stiff multiphysics.

The Variable Eddington Factor (VEF) method [1], also known as Quasidiffusion [2], is one such moment-
based radiation transport algorithm. In VEF, the moment equations closed with nonlinear functionals
computed from a discrete kinetic solution are iteratively coupled to the kinetic equation. Since these
closures are weak functions of the solution, simple iterative schemes, such as fixed-point iteration, can
converge rapidly. However, the low regularity of the closures and the unusual structure of the closed
moment equations make leveraging existing discretization and linear solver technology difficult. Exist-
ing methods either rely on expensive and un-scalable preconditioners or leave solvers as future work.
Without efficient solvers, VEF does not compete with traditional radiative transfer methods and is thus
rarely used in practice.

In this talk, the unified analysis of Discontinuous Galerkin methods developed for elliptic problems
presented in [3] is extended to the closed moment equations. The resulting VEF method is shown to
have high-order accuracy in space, compatibility with high-order (curved) meshes, and efficient and
scalable preconditioned iterative solvers. The method is tested on a challenging radiative transfer proxy
problem and shown to scale to 1152 processors.
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With the emergence of novel applications of rarefied gas flows in hypersonic and space flights and micro-
scopic flows, there is an increased need for simulation tools capable of handling complex flow geome-
tries and of accurately predicting complex physics of the flows of non-continuum gas. The Boltzmann
equation is believed to be the most accurate model of non-continuum gas. However, a major challenge
continues to be the evaluation of the multifold integral describing the effect of molecular collisions.

We consider application of reduced order models (ROMs) to accelerating evaluation of the Boltzmann
collision operator. To construct the ROM, a collection of solutions to the problem of spatially homoge-
neous relaxation of sums of two Gaussian densities are computed. Approximation spaces for the ROMs
are formed by a subset of singular vectors of the solution data matrix [2]. Two cases of ROMs are consid-
ered. The first ROM results from a straightforward Galerkin discretization of the spatially homogeneous
Boltzmann equation using a truncated basis of the singular vectors. The model approximates solutions to
the Boltzmann equation accurately during early stages of relaxation. However, it suffers from presence
of ROM residuals at later stages and exhibits polynomially growing modes for large ROM sizes. The
second ROM evolves the difference between the solution and the steady state. The truncated singular
vectors are orthogonalized to the steady state and modified locally to enforce zero density, momentum,
and temperature moments. Exponential damping of ROM residuals is added to the model to enforce
physical steady state solution. Solutions obtained by the second ROM are asymptotically stable in time
and provide accurate approximations to solutions of the Boltzmann equation. Complexity for both mod-
els is O(K3) where K is the size of the ROM basis. For the considered class of problems, the models
result in up to three orders of magnitude acceleration as compared to the O(M2) nodal discontinuous
Galerkin (DG) discretization of [1], where M is the total number of velocity points.
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A numerical method is developed for coupling a multi-species kinetic plasma model with a 5N-moment
multi-fluid plasma model. The simulation domain is decomposed such that the local conditions sat-
isfy the corresponding plasma model’s region of validity. The method allows for hybrid simulations
by formulating each model as a set of conservation laws and using a continuum numerical method to
solve each model’s governing equations in the subdomains of the decomposed domain. The models
are coupled through fluxes across subdomain interfaces. Two methods are explored for the formulation
of the fluxes that can be self-consistently represented by both plasma models. One method allows for
flux calculations consistent with the 5N-moment multi-fluid plasma model and assumes thermodynamic
equilibrium within each species of the kinetic plasma model. The second method ensures conservation of
the distribution function as well as mass, momentum, and energy by formulating the fluxes using a com-
posite underlying distribution function at the subdomain interfaces. The methods are compared in 1D1V
simulations of a double rarefaction wave and a plasma sheath using the WARPXM framework, which
solves each model using the discontinuous Galerkin finite element method. Both methods for formulating
the fluxes perform well as the subdomain interface distribution function approaches a Maxwellian, with
the consistent method being more robust to larger deviations. A simulation of the magnetized Kelvin-
Helmholtz instability in 2D2V is also performed using the consistent method, which demonstrates the
potential of the domain-decomposed hybrid method in facilitating speedup and reduction in required
computational resources for high-fidelity plasma simulations, allowing for the investigation of problems
that are beyond current capabilities. The coupling method is also used to study the lower hybrid drift
instability, which is important to describing transport properties such as resistivity in Z-pinch plasmas.
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The numerical solution of the radiation transport equation (RTE) is challenging due to the high compu-
tational costs and the large memory requirements caused by the high-dimensional phase space. Here we
detail an attempt to reduce the memory required, and computational cost of solving RTE by applying
the dynamical low-rank (DLR) method [1, 2], where a memory savings of about an order of magnitude
without sacrificing accuracy is observed. The DLR approximation is an efficient technique to approxi-
mate the solution to time-dependent matrix differential equations. The desired approximation has three
components similar to factors in singular value decomposition (SVD), and each of them is solved by
integrating the matrix differential equation projected onto the tangent space of the low-rank manifold.

This talk presents our recent work that builds on the established DLR method and aims to enable low-
rank schemes for practical radiation transport applications. We propose a high-order/low-order (HOLO)
algorithm to overcome the conservation issues in the low-rank scheme by solving a low-order equation
with closure terms computed via a high-order solution calculated using DLR [3]. With the properly
chosen rank, the high-order solution well approximates the closure term, and the low-order solution can
be used to correct the conservation bias in the DLR evolution. This improvement goes a long way to
making the method robust enough for a variety of physics applications.

We also introduce a low-rank scheme with discrete ordinate discretization in angle (SN method) [4]. This
low-rank-SN system allows for an efficient algorithm called “transport sweep,” which is highly desirable
in computation. The derived low-rank SN equations can be cast into a triangular form in the same way
as standard iteration techniques.
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Collisionless dynamics of numerous numbers of charged particles, that is, plasma, provides 
common subjects and interests in studies of fusion, space, and astrophysical phenomena, where 
nonlinear evolution of the one-body distribution function of particles in the phase space needs to 
be solved together with fluctuations of the electromagnetic fields. In case with a background 
magnetic field, the charged particle motions are strongly anisotropic, and the field-aligned 
dynamics of electrons and electromagnetic fields govern the fastest time scales of the system after 
taking an average of the gyro-motion. However, in applications of fusion, space, and 
astrophysical plasmas, many interests are devoted to slower time scales than the parallel 
dynamics, such as the plasma turbulence and transport or fluid-like phenomena in a macro-scale. 
In other words, the fast parallel dynamics of electrons and electromagnetic fields are bottlenecks 
for an efficient time-integration of the plasma kinetic equation in a low-frequency regime. 
 
In order to find a breakthrough in numerical schemes for the drift kinetic or gyrokinetic 
simulations of magnetized plasma, we have developed the moment extract method (MEM) [1] 
which decouples the zeroth and first order moment equations from the kinetic equation of 
electrons, preserving the full drift kinetic dynamics. The derived set of equations can be 
efficiently solved by means of an implicit-explicit (IMEX) scheme [2] when the phase speed of 
the electromagnetic (dispersive Alfven) wave exceeds the electron speed. The new scheme can 
relax the Courant limit for the drift kinetic simulation in the low plasma pressure limit. 
 
In application to higher pressure plasma, where the electron speed may restrict the time-step size, 
we have applied the MEM to the semi-Lagrangian scheme developed for solving the Vlasov 
equation. The novel method demonstrates relaxation of the time step size both for the low and 
high plasma pressure cases, and improves numerical stability of the semi-Lagrangian scheme 
applied to the electromagnetic (Alfvenic) regime. 
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Complex models involving numerous coupled physical processes create substantial 
computational challenge. This paper introduces a solver algorithm that maintains a locally fully 
coupled system in the subdomains in which individual physical process interacts with other 
processes strongly. Meanwhile, the solutions in the other regions are obtained in a decoupled 
fashion. The fully coupled regions are updated dynamically by either different timesteps or 
iterations.  

Global coupling of multiple physics generally results in systems with large number of 
unknowns that are computationally unfeasible. In response, decoupling algorithms, such as three-
way coupling of flow and geomechanics in porous media (Lu and Wheeler 2020), are introduced. 
Although alleviating the computational load, certain decoupling strategies commonly results in 
stability issues (Mikelić and Wheeler 2013), especially for nonlinear problems and sometimes 
encounters divergence during the solution process. The local coupling strategy applies error 
estimators to determine the strength of interaction between the physical processes in subdomains. 
By maintaining the system in fully coupled form within critical regions, the stability issue from 
the decoupling strategies is avoided while the computational load is significantly reduced as 
compared to a global coupling strategy. 

The solver algorithm is tested with multiphase flow in porous media problem and provides up 
to 75% reduction is computation time. Additionally, such method could be applied to more 
complicated multiphysics problems such as fluid-driven fracture propagation (Lee, Wheeler and 
Wick 2016). Fully coupling of flow and mechanics in regions with crack propagation could 
facilitate the solution process. Previous method that decouples the two processes completely has 
caused significant increase in iterations. 
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We design novel multi-layer neural networks for multiscale simulations of flows taking into account the
observed data and physical modeling concepts. Our approaches use deep learning concepts combined
with local multiscale model reduction methodologies to predict flow dynamics. Using reduced-order
model concepts is important for constructing robust deep learning architectures since the reduced-order
models provide fewer degrees of freedom. Flow dynamics can be thought of as multi-layer networks.
More precisely, the solution at the time instant n+1 depends on the solution at the time instant n and
input parameters, such as permeability fields, forcing terms, and initial conditions. One can regard the
solution as a multi-layer network, where each layer, in general, is a nonlinear forward map and the
number of layers relates to the internal time steps. We will rely on rigorous model reduction concepts to
define unknowns and connections for each layer. In each layer, our reduced-order models will provide
a forward map, which will be modified (?trained?) using available data. It is critical to use reduced-
order models for this purpose, which will identify the regions of influence and the appropriate number
of variables. Because of the lack of available data, the training will be supplemented with computational
data as needed. We will also use deep learning algorithms to train the elements of the reduced model
discrete system. The work is partially supported by the Hong Kong RGC General Research Fund (Project
numbers 14304719 and 14302620) and CUHK Faculty of Science Direct Grant 2020-21.
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This work proposes an original and rather simple micromechanical approach to deal with the case of an
elasto-plastic hardening matrix material containing circular or spherical cavities, in 2D and 3D respec-
tively. The matrix can also be reinforced with solid particles. The purpose of the approach is to combine
the high accuracy of full-field homogenization with the very low computational cost of mean-field ho-
mogenizatioon.

The strategy consists in coupling full-field (FE) homogenization for single cavity problems with Mori-
Tanaka mean field homogenization at the representative volume element (RVE) level. First, a simple FE
homogenization is conducted for a single cavity model (for both 2D and 3D cases) in order to get the
homogenized stress-strain of an equivalent material called S. Then the actual porous RVE is alternatively
modeled as being madee of solid spheres (or disks) of the actual matrix material embedded inside the
material S. The volume fractions are determined from a maximum packing argument. Results were
compared afterwards to reference simulations conducted on RVEs for 2D and 3D models. Very good
agreement was found.

Next, for a particle-reinforced porous RVE (a three-phase material) the two-level strategy previously
advocated for linear elastic materials by Naili et al.(2020) was extended to elasto-plasticity. Again, it
was found that the proposed method exhibits very good accuracy.

The micromechanical strategy was successfully implemented and validated for the secant formulation of
elasto-plasticity, which is restricted to monotonic and proportional lmoadings. Current work consists in
extending the proposal to an incremental formulation of elasto-plasticity able to handle general loading
histories.
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This article presents a reduced-order method for the elastodynamic homogenization of periodic compos-
ites. With the help of Bloch-wave expansion and Green function, the Lippmann-Schwinger equations
relating the dynamic field variable tensors of strain, velocity, stress and linear momentum are obtained.
Then the constitutive relation of the averaged dynamic field tensors and the dispersion relation between
frequency and wave vector in Willis theory are calculated directly. Using the data compression algo-
rithm, k-means clustering, we decompose computational domain into clusters of possibly disjoint cells.
The Lippmann-Schwinger equations are then discretized and solved efficiently. Numerical tests for 1D
layered composites and 3D particle-reinforced composites verify the effectiveness and efficiency of the
reduced-order method.
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It is widely acknowledged that size effect on material properties exists at small scales. The 
influence of size on the strength of micro- and nanoparticles, which are the raw material for 
particle-based additive manufacturing technology, has drawn great attention but the universal 
conclusion still requires more efforts. Among all the methods, the nano-indentation carried out 
with molecular dynamics simulation is effective and attractive to investigate material properties 
and mechanisms.  
 
In this presentation, nano-particles are examined with spherical indenters and we focus on the 
influences of particle size and indenter size simultaneously. All the simulations are run with 
Lammps code on the Explorer 100 high-performance platform of Tsinghua University. Particle 
radii and indenter radii covering a wide range ranges are examined to investigate their 
independent and joint influences. The ratio between the particle size and the indenter size is found 
to be an essential influential factor on the indentation curves, which categorizes the type of 
mechanical response of particles. When the ratio is fixed, the first yielding point increases 
monotonically with the size increasing, which implies that small particles may be easier to 
accommodate plastic deformation. Our results can be extended to more complex problems such 
as impact of micro particles on the substrate.  
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Based on the constitutive theory, in the present work, a data-driven structural topology 
optimization method, which can solve the explicit topology optimization problem of the 
continuum structure with hyperelastic materials under finite deformation by only using uniaxial 
and biaxial experimental data, is developed. In this optimization problem, the aim is to minimize 
the compliance of the structure under the constraint of material volume. In addition, the degree of 
freedom removal technique is adopted to overcome the non-convergence problem of finite 
element analysis caused by weak material elements in the optimization process. Finally, some 
classic numerical examples are given to verify the effectiveness and stability of the proposed 
optimization algorithm.  
 

REFERENCES 

[1] Shan, T. Gang, Z. Hang, Y. Ying, L. Wingkam, L. Xu, G. MAP123: A data-driven approach 
to use 1D data for 3D nonlinear elastic materials modelling. Comput. Methods Appl. Mech. Engrg. 
(2019) 357: 112587.  

[2] Weisheng, Z. Jishun, C. Xuefeng, Z. Jianhua, Z. Dingchuan, X. Xin, L. Xu, G. Explicit three 
dimensional topology optimization via Moving Morphable Void (MMV) approach. Comput. 
Methods Appl. Mech. Engrg. Meth. Engng. (2017) 322: 590-614. 

628



Data-driven Viscoelastic Material Model Based on Convolutional Neural Network and Prior 
Knowledge of Mechanics
Yicheng Lu, Shan Tang and Xu Guo

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Data-driven Viscoelastic Material Model Based on Convolutional 
Neural Network and Prior Knowledge of Mechanics 

 
Yicheng Lu1*, Shan Tang2, Xu Guo3 

1 Dalian University of Technology, Dalian, 116023, PR China,  
E-mail: lukelyc12103053@mail.dlut.edu.cn 

2 Dalian University of Technology, Dalian, 116023, PR China,  
E-mail: shantang@dlut.edu.cn 

3 Dalian University of Technology, Dalian, 116023, PR China,  
E-mail: guoxu@dlut.edu.cn 

 
Key Words: Material Law; Viscoelastic; Data-driven; Convolutional Neural Network 
 
 
 
In this work, a new data-driven method for building viscoelastic material law is proposed by 
combining characteristics of viscoelasticity theory and machine learning. Convolutional neural 
network (CNN) is used appropriately in this method to reduce the required amount of training 
data for machine learning. With only a small amount of data, the proposed method can learn the 
classical viscoelastic models described by a series of exponentials known as the Prony series. For 
a given displacement load, the trained model can predict the material response at the unknown 
moment. Results show that the present method can also predict the material law for complex 
microstructured materials with components described by another viscoelastic or elastic material 
models. Even under a complex cyclic loading, the accuracy of material behavior prediction can 
still be guaranteed. Limitation of the proposed approach is also discussed. 
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The efficient prediction of nonlinear effective properties of heterogeneous materials is of great 
significance for their optimal utilization and material design. Based on the idea of data-driven 
clustering, Cheng et al. [1] proposed the FEM-Cluster based Analysis (FCA) to efficiently predict 
the nonlinear mechanical properties of various composite materials. FCA is different from the 
traditional computational micromechanics method which introduces reference materials and solves 
the discrete Lippmann-Schwinger (L-S) equation. In the FCA, the boundary value problem of the 
Representative Volume Element (RVE) is defined on a unit cell of the actual material and the 
interaction matrix can be regarded as the discrete Green operator, whose column vectors constitute 
the basis of the cluster self-equilibrium stress space. The step by step nonlinear properties 
prediction is carried out on the cluster-based reduced order model in the cluster self-equilibrium 
stress space by minimizing cluster complementary energy [2].  
One of the recent developments of FCA is to apply the method for porous materials. We construct 
the reduced order model with no low modulus material filling in pores which was often seen in the 
methods such as the Fast Fourier Transform (FFT) to avoid numerical instability and convergence 
difficulties. It is interesting to discover the existence of the best low rank cluster self-equilibrium 
stress subspace, in which the projection of the interaction matrix reduces the cluster averaging 
errors and dimension of the reduced order model simultaneously. A reconstruction algorithm is 
proposed to define the best low rank cluster self-equilibrium stress subspace and construct the 
singular interaction matrix. Further, the unknown strain of the pore domain in the data-driven 
clustering reduced order method makes the Hill-Mandel inapplicable, the direct energy equivalence 
principle instead of the mean field theory is used to predict the effective properties of porous 
materials. Numerical examples are provided to illustrate the effectiveness and efficiency of this 
method [3]. Finally, the best low rank subspace and its related full stress vectors are being explored 
for the damage analysis of heterogeneous materials.  
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Finite element analyses of reinforced concrete with the steel rebars can be particularly useful to evaluate
the remaining life of aged structures accurately. However, the presence of ribs along the rebar length
introduces geometric complexities which cannot be modelled explicitly for use in finite element analy-
sis. To alleviate this drawback, a homogenized model of the interface consisting of rib geometry around
the bar surface along with the concrete keys has been developed in this work. The asymptotic expansion
homogenization method [1] is applied to evaluate the effective properties of the deformed bar-concrete
interface. Owing to the axial periodicity of the rib geometry and concrete keys, the theory has been
modified to incorporate the uni-directional two-scale response at the interface. An axially periodic Rep-
resentative Volume Element (RVE) incorporating the geometric details of ribs along with concrete keys
has been constructed. RVE analysis has been performed with appropriate strain boundary conditions
applicable for a pullout test. A non-linear analysis has been used for capturing the equivalent maximum
shear strength of the interface prior to failure. The results from RVE analysis has been used to obtain the
equivalent homogenized stiffnesses of the interface and the maximum shear strength which have been
further used in the cohesive zone model [2] which is based on Mohr-Coulomb material model. The
developed homogenized interface model is validated from experimental pullout test results of deformed
bars and would be further used to study the effect of corrosion on performance of structures.
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Identifying external thermal loads with limited measurement responses is important for the two-
compartment structure, which is widely used in spacecrafts, when the real-time measurements of 
various loadings cannot be obtained directly. However, the measurement information from the 
limited number of sensors leads to an ill-posedness problem of inverse load identification. In this 
paper, A multiple estimation strategies based on neural network is considered, which narrows the 
solution domain of the problem step by step. The common issue of most of the literatures is the 
utilization of a single neural network to address this problem. In the multiple estimation, a 
combination of classification neural network and regression neural network has been proposed by 
author and it aims to gradually estimate the position and magnitude of thermal loads, respectively. 
A detailed description of multiple estimation strategies, neural network algorithm, data 
acquisition, and validation examples is presented, in order to show the effectiveness and 
feasibility of the proposed load identification method.  
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During the last few decades, flexible multibody dynamics has been widely used as an important 
theoretical basis. It has been frequently combined and used with the floating frame formulation 
(FFRF), which uses a local coordinate with an absolute coordinate. Within FFRF, the mass matrix 
will become nonlinear since the centrifugal force and Coriolis force are used due to the use of the 
local coordinate. On the other hand, the absolute nodal coordinate formulation (ANCF) has been 
developed recently to deal with the large deflection[1]. Within ANCF, the nodal coordinate of the 
element are described in the global inertial coordinate, so that the centrifugal force and Coriolis 
force may not appear but internal force may become significantly nonlinear.  

Recently, investigation on ANCF related to biomechanics, space web, and soft machines has 
been actively conducted. Material characterization in the fields such as biomechanics, satellites and 
soft-machine machinery will require more sophisticated analysis to account for complexity of the 
relevant construction. However, further improvement in the constitutive relationship was required 
in the previous studies. Components used in those fields require use of the composite material, 
which are light and has improved strength and stiffness. Analysis upon the composite materials 
commonly requires multiscale modelling approach. And, a famous one of the multiscale modeling 
methods is finite element,2 a versatile computational homogenization approach that is generally 
applicable for many material [2]. 

In this paper, multiscale modeling approach for a geometric nonlinear situation is suggested by 
using ANCF-FE2 approach. This framework will connect micromechanics directly to existing 
ANCF element. Compared to the existing FE,2 ANCF will obtain the exact Jacobian of the equation 
of motion in a straightforward fashion by using the invariance of the mass matrix and Jacobian 
simplicity of the constraint equation, [3]. It will be also straightforward to linearize the formulation 
which may exhibit advantage regarding the geometrically nonlinear analysis. Several numerical 
examples will be presented in order to demonstrate benefit of the present formulation. 
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In the design and fabrication fields of composite structures, multiscale problems attract considerable
attention recently, such as how to obtain macroscopic constitutive models and track microscopic defor-
mations simultaneously. Conventional multiscale modeling approaches, such as the concurrent homoge-
nization methods, can deal with the problems, at the cost of the extremely high computational expense.
In the data era, data-driven multiscale methods provide possibilities for solving the problems [1]. In
this paper, an efficient data-driven multiscale method for composite plates is developed based on the
Structural-Genome-Driven (SGD) method [2]. Firstly, the generalized strain and stress are adopted to
construct the penalty function of data-driven framework of plate. Then, the multi-level finite element
method (FE2) is applied to collect the multiscale structural genome data for the database construction
of the composite plate. Numerous offline microscopic calculations are performed within Representative
Volume Elements (RVEs) using computational homogenization. Finally, the structural genome database
is used to drive the online data-driven computing, whose results are compared with those obtained via
conventional approaches to verify the accuracy and the efficiency. Since the conventional simulation
process is decoupled into the offline data preparation and the online computing, in which the structural
elements are employed for the simulations, the efficiency of the proposed data-driven approach is highly
improved compared to the conventional one.
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We have proposed a numerical boundary treatment for simulating shock propagation in the
fractional KdV-Burgers equation, based on a machine learning strategy. Numerical boundary
treatment is particularly challenging due to the nonlinear and global interaction among the
fractional diffusion, convection and dispersion. We select a suitable number of boundary points
and interior points, and correct the numerical value at the boundary ones by linear combina-
tion of those at the interior ones. The large set of parameters are trained from a numerical
reference shock solution connecting the end states 1 and 0, by ridge regression. Numerical tests
demonstrate that the boundary treatment is effective in reflection suppression, and preserves the
correct shock speed even under perturbed initial profile. Furthermore, using the above param-
eters, we construct a modified boundary treatment to simulate a range of different end states,
with effectiveness checked numerically.
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The aims of this study concerns the simulation of GTAW in the field of multi-materials structure. The 
major topic concerns the thickness reduction of the stainless-steel sheets in the structure. In order to 
get an equivalent mechanical resistance compared to conventional ones, a composite material (fiber + 
resin) is applied by windings operation, with the objective to build a lighter structure. In this context, a 
program of tests and numerical simulations was defined, in order to predict, in a robust way, the final 
deformations due to welding operations. A comparison between experience and simulations, 
integrating the thermal and mechanical phenomena occurring during GTAW of stainless steels is 
performed. 

The experimental part of this work was based on instrumented GTA welding tests. As far as the in-situ 
instrumentation is concerned, it was carried out on 1 mm thick metal sheet. Instrumentation was 
mainly based on thermal measurements by K-type thermocouples, displacements and strain 
measurements obtained by Digital Image Correlation technics, as well as arc welding current and 
voltage measurements. 

In addition, cross-sectional macrographs of the weld seam were captured, in order to identify an 
equivalent heat source, for this process and in a butt weld configuration. 

Thermomechanical simulation were then performed by using the equivalent heat source approach, 
taking into account the history of elements, namely the changes from solid to liquid and liquid to solid 
states. These simulations also take into account the real geometry of the beads due to addition of a 
filler material in the GTA process. 

Using this approach, satisfactory results were obtained for thermal calculations. For mechanical 
calculations, determination of the bending angle of the sheets due to welding operation are also 
satisfactory, but calculations of the global displacements and strains of the sheets need to be improved. 

A simplified approach was developed in parallel in order to reduce the CPU time. This approach is 
mainly based on the following observation: deformations generated by welding operations appear after 
manufacturing of the seams. According to our calculations means, this approach is the only one 
possible today, at the scale of a complete structure due to calculation time limitation purpose. Its 
implementation on simple sheets has just been carried out in this work: it allows in fine to reproduce 
the observed deformations obtained by DIC measurements without falling back on transient 
thermomechanical simulations, which demands too long calculation time, considering the scale of a 
complete assembly of structure. This approach is therefore quite promising. 
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Multiscale simulation methods for composite materials and structures have been intensively 
developed during the past decades. The balance between the computational efficiency and 
accuracy remains one of the main issues. Recently, the Data-Driven Computational Mechanics [1] 
(DDCM) opens a new route to achieve this balance. By directly embedding the constitutive data 
into mechanical simulations, it bypasses the empirical material constitutive modelling, thus 
reduces the related cost and modelling error. Obviously, the development of DDCM could be 
accelerated based on the fruitful achievements of Model-Driven Computational Mechanics 
(MDCM, which refers to the standard constitutive model-based simulations), such as model 
reduction techniques, homogenization methods, domain decomposition techniques, etc.  
 
In this work, we will discuss two potential combinations between DDCM and MDCM: (1) the 
data-driven computational homogenization method, where the multilevel finite element technique 
[2] (FE2) is applied to construct accurate constitutive database, and the distance-minimizing data-
driven approach is employed to reduce the online computing time; and (2) a domain 
decomposition coupling technique between DDCM and MDCM [3], where DDCM is employed 
for the local region to avoid material modelling errors and uncertainties, whilst MDCM is applied 
to the remaining regions to benefit from its computational efficiency.  
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Aluminum matrix composites (AMC's) are composed of a ductile Aluminum matrix reinforced by stiff 
ceramic particles. AMC's, which are commonly manufactured using powder metallurgy, are highly 
attractive structural materials for the automobile and aerospace industries due to their high strength 
to weight ratio [1]. To improve the strength of the aluminum matrix, the use of ceramic particles 
composed of SiC, Al2O3, or B4C is usually considered. TiB2 is also a promising candidate for 
aluminum reinforcement. Nevertheless, while incorporating ceramic reinforcement to the 
aluminum matrix can result in increased yield and ultimate stress, it does not necessarily imply an 
increase in stiffness. The increase in AMC strength can be attributed to the localized stress fields 
among reinforcement particles, or the particles themselves acting as barriers for dislocation motion. 
On the other hand, the increase in stiffness depends on the load transfer between particles and 
matrix. The exact influence of the conditions of the particle-matrix interface on the effective elastic 
properties for such materials is still an open question.  
In the present study a computational homogenization methodology is used to determine the 
effective elastic properties of AMC's by using both representative area elements (RAE) and 
representative volume elements (RVE). Simplified unit cell geometries were considered, as well as 
geometries constructed from micrographs. The first part of the study compared the effective elastic 
properties obtained for different particle volume fractions using RAE and RVE models. The second 
part focused on the influence of the particle-matrix interface conditions on the effective elastic 
properties in both tension and compression.    
The study demonstrates that while RAE and RVE models produce similar estimations for the fully 
bonded condition, differences are obtained for the non-bonded case. It is also shown that increasing 
the volume fraction when the interface is weak reduces the effective elastic modulus and effective 
Poisson's ratio. The change in effective elastic properties is different in tension and compression, 
and can be correlated to differences in the mechanical interaction between the particles and the 
matrix. Compression experiments on Al-TiB2 cylindrical specimens and ultrasonic testing for 
different particle volume fractions (0-15% TiB2) support the computational findings [2]. 
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Materials are hierarchical in nature. Their macroscopic responses are strongly dependent to featured
information at micro-scale. This multiscale nature of materials poses a continuing challenge in compu-
tational modeling of macroscopic structures.
This study proposes a micromechanical modeling of polymer composites with viscoelastic-viscoplastic
(VE-VP) constituents. Two mean field homogenization (MFH) models based on completely dissim-
ilar theoretical approaches were developed within the infinitesimal strains framework [1]. The
first approach is the incremental-secant method. It relies on a fictitious unloading of the composite
at the beginning of each time step. Then, a thermoelastic-like Linear Comparison Composite (LCC) is
constructed from the computed residual state directly in the time domain. The method provides naturally
isotropic per-phase incremental-secant operators for isotropic VE-VP constituents. It takes into account
both the first and the second statistical moment estimates of the equivalent stress micro-field. The second
approach is the integral affine method. It starts by linearizing the rates of viscoplastic (VP) strain and
internal variables. The linearized constitutive equations are then recast in a hereditary integral format
to which the Laplace-Carson (L-C) transform is applied. A thermoelastic-like LCC is built in the L-C
domain, where MFH is carried out. Finally, the composite’s response in the time domain is recovered
by numerical inversions of L-C transforms. The method is able to overcome the issue of heterogeneous
viscous stresses encountered by time domain MFH models.
The two proposed MFH formulations are able to handle non-monotonic, non-proportional and
multi-axial loading histories. Their accuracy was assessed against full-field finite element (FE) results
for different microstructures and loadings. The computational cost of both methods is negligible com-
pared to FE analyses. Overall, the incremental-secant approach is much simpler mathematically
and numerically than the integral affine formulation, its accuracy ranges from acceptable to excel-
lent, and important improvements can be expected in the future by controlling the virtual unloading time
increment.
Currently, the incremental secant model is being extended to the finite strain framework. The objective is
to further consider strain softening and re-hardening of constitutive materials at large VP deformations.
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The control of acoustic and elastic waves through metamaterial design has been an interesting 
subject with great potentials of various applications such as non-destructive evaluation of structural, 
biomedical devices [1], high-resolution imaging, radar and remote sensing. To date, there is still a 
lack of powerful and efficient design methodologies since the conventional optimization-based 
approaches suffer from the computation burdens in parameter search whenever a design query is 
made. In this study, a deep auto-encoder (DAE) [2] based approach is proposed to design the 
geometry of wave scatterers that satisfy the user-defined downstream pressure fields. The 
estimation of scatterer geometry is strengthened with the latent representations of the pressure fields 
learned by the DAE. Once the training is finished, given a target 2D pressure fields, the proposed 
approach achieves an accuracy of 99.91% on the testing data, and the inference efficiency is 
enhanced by a factor of 195, compared to the baseline reference implemented using the genetic 
algorithm. Furthermore, the generalization capability of the proposed network is validated through 
a dataset generated with new shapes of wave scatterers. Lastly, this study provides an insight into 
the interpretation of the convolution layers in the network [3]. Numerical simulations and design 
examples are presented to demonstrate the robustness of the proposed approach. 
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Elastic metamaterials, which have been an active research area in the last two decades, come from 
improving the high working frequencies of periodic structures. The frequencies which make the 
left-handed metamaterials casue the refracted waves to bend into a negative direction. Metasurface, 
which is a thin layer in subwavelength scale, manipulates waves through phase shifts. Instead of 
three-dimensional left-handed metamaterials, metasurfaces use simple planar designs to produce 
the same effect. The planar fabrication process is cost-effective in comparison to the manufacturing
of the complex 3D metamaterials. Since Yu et al. [1] designed the V-antennas to demonstrate 
generalized Snell’s Law, metasurfaces have been studied extensively. This study focuses on elastic 
waves. Through different elastic metasurface designs, anomoulus refractions and corresponding 
applications are achieved.
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Metamaterials exhibit supernatural properties which cannot be realized with bulk materials 
owing to their periodic structures in order of nano-, micro-, or milli-meter. Lately, additive 
manufacturing (AM) technologies have been applied to the fabrication of metamaterials with 
cellular lattice structures which are specially designed unit cells exhibiting novel mechanical 
properties such as auxetic materials having negative Poisson’s ratio. Recently, bistable 
metamaterials that can convert their geometry reversibly between two or more different stable 
or metastable configurations have been researched. From the similarity of the geometric 
transformation of these bistable metamaterials and phase transformation of crystalline materials, 
these metamaterials are called phase transformation cellular materials (PXCM) [1]. In our 
previous research, for the purpose of investigating the relationship between the geometric 
design and bistable property, we conducted a compression test for PXCMs in various geometry 
[2]. In the present study, for analysing the criteria for the phase transformation, the deformations 
of the bistable lattices have been analysed with finite element method (FEM), and the solution 
was compared to the experiment. The bistable structure is composed of sinusoidal curved beams, 
vertical straight beams which connect curved beams with each other, and horizontal straight 
beams which cross the vertical beams. The bistability is exhibited by a sinusoidal curved beam 
snapping through from the initial state to a different state [2]. We designed the bistable lattices 
with straight beams of various widths and investigated how the straight beams affect the 
bistability. Specimens were fabricated by material extrusion (MEX) with thermoplastic 
polyurethane (TPU). The deformation of the specimens was recorded with a video camera 
during loading and during the unloading process, and the behaviours were compared to FEA 
simulation. When the straight beams were thin, the deformed state was unstable and shape 
recovery similar to superelasticity occurred since because thin straight beams bent greatly and 
could not restrain the deformed state of the sinusoidal beam. On the other hand, when the 
straight beams were sufficiently thick, although the curved beams deformed greatly, the 
deflection of the straight beams were small, and the deformed state was stabilized. We are going 
to propose a method of designing a cell lattice structure which exhibit these behaviours 
according to the required characteristics. 
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Auxetic metamaterial has a negative Poisson’s ratio that expands laterally via a unique 
deformation mode induced by its internal geometry. Under shear, this metamaterial deforms 
similar to non-auxetic materials. This load-dependent deformation mode can be exploited to 
independently adjust structural properties in two different directions, for example, bending and 
torsional stiffness [1]. 
 
In this study, we introduce this concept to independently tailor elastic waves in two different 
modes, a flexural and torsional wave by adjusting their bandgap. To demonstrate it, a circular 
pipe structure with periodically arranged auxetic disks is considered. We designed auxetic disks 
with independently tuned torsional and radial stiffness in a wide range, validated by finite element 
analysis. The natural frequencies of each mode are then calculated, which determine the bandgap 
formation. The numerical measurements demonstrate that the elastic wave is prohibited to 
propagate in the bandgap, verifying that the wave propagation characteristics of two different 
modes can be independently tailored. 
 
This work provides an integrated method that can independently design dynamic properties of 
two different modes which were inherently coupled, and has a potential to be applied in the field 
of vibration suppression and non-destructive testing. 
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Typical Phase Transforming Cellular Material (PXCM) are bistable metamaterials that undergo 
large displacement and are associated with the change in their periodic internal structure when a 
compressive load above a certain level is applied causing buckling of the curved beam [1,2]. Due 
to the bistability, such a PXCM maintains the deformed shape even after unloading and recovers 
the original shape by reverse deformation. However, the PXCM does not recover its shape unless 
tensile stress is applied. On the other hand, bimetal, composed of two metals with different thermal 
expansion coefficients, generates internal stress due to thermal strain and bends with temperature 
change [3]. If bimetals are incorporated into a part of the PXCM, it is expected that the PXCM will 
not only deform under compressive and tensile loads but also change its shape by heating and 
cooling. The purpose of this study is to fabricate a Thermally Induced PXCM (TIPXCM), which 
recovers its shape by temperature change after compressive deformation and exhibits pseudo shape 
memory property by using bimetals in the curved beams of PXCM. The optimum shape of the 
TIPXCM was designed by analyzing the deformation behavior under compressive loading and 
heating using the finite element method (FEM). Experiments were conducted using the fabricated 
TIPXCM, and the deformation associated with temperature change was measured using a high-
speed camera and image analysis software to evaluate the relationship between temperature and 
strain.  

As a result of the simulation, plastic deformation due to stress concentration was predicted to 
occur at both ends of the beam. To solve this problem of stress concentration, we designed a lattice 
structure consisting of bimetal beams whose ends were simply supported. The relationship between 
temperature and strain was measured by heating and cooling experiments on a half-unit cell of 
TIPXCM. The half-unit cell rapidly contracted at around -135°C and rapidly expanded at around 
167°C owing to the snapping of the bimetallic beams, which are characteristic of this metamaterial. 
Then, we constructed TIPXCMs by arranging the unit cells. When the TIPXCM was heated, snap-
through occurred in a step-by-step manner. The first snap-through triggered a chain reaction of 
deformation in other parts, and finally, the TIPXCM recovered more than 20% of its strain. This is 
more than twice as large as the strain recovery of Ti-Ni shape memory alloys (7-8%). This is a 
unique property of TIPXCM. 
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Nowadays, the development of a digital twin has received more attention in industries. This trend 
is no exception in powder industries. Towards the realization of a digital twin for a powder 
process, advanced modeling and simulation have been tackled. Therein, the discrete element 
method (DEM) [1] will be extensively employed. In my group, several key technologies for the 
DEM have been developed to construct the digital twin. The Signed Distance Function (SDF) [2] 
is useful to create the arbitrary shape wall boundary, even when the DEM is applied to the solid-
fluid mixture systems [3,4]. The coarse-grained DEM [5] makes it feasible to simulate industrial 
powder systems efficiently. The geometrical approximation-based capillary force model [6] is 
shown to be effective to simulate industrial wet-particle systems. These technologies are 
integrated as an in-house code referred to as FELMI [7-9]. In this presentation, I will talk about 
the recent progress of the FELMI code and its application for the digital twin.  
A part of this study was financially supported by JSPS KAKENHI (Grant Numbers 21H04870 
and 21K19760). 
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Powder mixing is widely employed in mineral, ceramic, nuclear and pharmaceutical engineering. 
To achieve an efficient mixing process, various type of mixers has been developed. A pot blender 
with both blending and storage capabilities offers an advantage over a conventional rotating drum. 
Unlike a typical rotating drum, the pot blender can simultaneously rotate and swing in controlled 
amplitude and frequency. Since the powder mixing in the pot blender is significantly influenced by 
the operating conditions and physical properties of the raw powder, the mixing operation of the pot 
blender has not been established so far. Therefore, in this study, we aim to elucidate the mixing 
mechanism of the pot blender using the discrete element method (DEM) [1] with a wall boundary 
model based on the signed distance function [2], which has been validated in the pot blender system 
[3]. Simulation results show that the mixing mechanism of the pot blender is mainly convective 
mixing in the rotational direction and shear mixing in the axial direction. Besides, as shear mixing 
in the axial direction become stronger due to the swing of the pot, diffusive mixing is suggested to 
intensify because the granular temperature increases with the variance of the axial particle velocity. 
A systematic series of simulations reveal that the velocity gradient in the axial direction, which 
mainly determines the axial mixing performance, is unaffected by particle density. Namely, the 
particle density has an insignificant influence on the mixing mechanism in the pot blender. 
Considering the relationship between the variance of axial particle velocity and granular 
temperature, the particle filling ratio is shown to significantly influence the mixing efficiency in 
the pot blender. Besides, dependency of the shear and diffusive mixing on Lacey’s mixing index in 
the pot blender is newly clarified [4]. Consequently, the present study demonstrates novel insights 
into the mixing mechanism of the pot blender and comprehensive findings on the effects of particle 
density and particle filling ratio on the mixing process in the pot blender. 
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Homogeneous mixture of powders is in great demand for industrial products and produced 
through different kinds of mechanical mixers. Tote blender [1], widely used in pharmaceutical 
industry, has received scant attention in academic field. On the one hand, the features of flow 
regimes inside it have not been clearly studied. In addition, it’s noted that air drag force acting on 
relatively small particles is not negligible during particle mixing [2], which is however not 
examined in tote blender hitherto.  
 
By our in-house DEM-CFD method named FELMI [3], a reliable tool to simulate gas-solid flow, 
this study investigated the effects of air on particle mixing in a tote blender for the first time. To 
obtain comprehensive understanding, different rotation speeds (flow regimes), filling levels and 
particle sizes were involved. By visualization of flow regimes and evaluation of mixing state, the 
underlying air effects were analysed in detail. It’s found that the mixing performance of small 
particles was significantly improved compared with that of larger ones in terms of Lacey’s 
mixing index, since the air drag force changed the flow behaviour of small particles. More 
importantly, this pattern was observed in all the operating conditions, proved to be a universal 
rule.  
 
This work provides novel insights about the prominent functions of air on mixing in the tote 
blender. It also conveys an import concept that air effects cannot be ignored when particles are 
small, which should be carefully considered in all the tumbling blenders. 
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Blast furnace is a large chemical reactor that is predominantly used for ironmaking purpose.
Burden distribution plays an important role in achieving stable and efficient operation in a
modern ironmaking blast furnace. Charging materials, e.g. coke and pellets, flow from upper
hopper through a rotating chute and are distributed on the burden surface. The surface profile
formed affects the gas flow distribution and particle descent behavior inside the blast furnace
shaft. In present work, the authors proposed a DEM based numerical model to predict the burden
distribution in a blast furnace and studied various aspects of burden distribution, including: falling
trajectory of material, development of the burden profile at the throat, coke collapse, size
segregation, and the gas velocity distribution across the furnace radius. Furthermore, the authors
had tried to utilizing the burden distribution, thus gives a continuous production from the furnace
as well as increase in the gas contact efficiency and a decrease in the energy consumption.
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Rotating drums are widely used in industry for mixing, milling, coating and drying processes. 
Particle mixtures with different physical properties in the rotating drums could segregate in the 
both radial and axial directions from an initially well-mixed state. In this presentation, we report 
the segregation phenomenon induced by particle shape. Particle shape used in our work is 
spheroidal which can be described by the parameter of aspect ratio (AR) defined as the ratio of 
both principal diameters of spheroids. Aspect ratio varies within a large range representing from 
oblate (AR<1) and spherical (AR=1) and problate shapes. Binary mixtures of spheres and 
spheroids are used in the discrete element method (DEM) simulation, and the segregations in both 
radial and axial directions are investigated. The results show that in a short drum, particle shape 
difference can cause radial segregation, but the segregation patters such as the locations of 
spheres and spheroids vary with the magnitude of the shape difference. With particle shape 
difference increasing, the segregation patterns could totally be reversed which can be explained 
by the reduced diffusion mechanism. For a long drum, the results show that for spheroid-sphere 
mixtures, spheres tend to segregate axially to the middle section of the drum, particularly for 
spheroids at aspect ratios = 0.67 and 2.0. The analysis reveals that the frictional end walls and the 
segregation developed in the radial direction induce the axial flow of particles, and are essential 
for the development of axial segregation. 
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Semi-solid deformation occurs during casting with external forces of alloys. When the solid fraction 
exceeds a coherency point where grains impinge and a continuous network of grains becomes 
coherent, the semi-solid material exhibits a rheological behavior, which causes Reynolds dilatancy, 
such as in soil [1]. As the Reynolds dilatancy in semi-solid deformations causes serious 
solidification defects such as band segregation, pores, or cracks, identifying the coherency point 
based on various solidification conditions is critical. 
 
Previous studies [2, 3] have reported that the crystal morphology, solid fraction, and deformation 
rate in semi-solid deformations are dominant for the coherency point. However, systematic 
investigations of these various factors have yet to be performed. To enable these investigations, 
numerical studies are indispensable. Still, no numerical models exist that can accurately express a 
multi-physics problem in semi-solid deformations, including solid–liquid transformation, fluid 
flow, and the motions and collisions of solids. In our previous study, a polycrystalline solidification 
model coupled with a multi-phase-field method, lattice Boltzmann method, and equations of 
motions of solids (which we termed a multi-phase-field lattice Boltzmann model) was successfully 
applied to a case of semi-solid deformation [4].  
 
In this study, the multi-phase-field lattice Boltzmann method [4] was used to conduct systematic 
simulations of semi-solid deformation of an Al-Cu alloy under various conditions by changing the 
crystal morphology, solid fraction, and deformation rate. We investigated the effects of these 
factors on the coherency point through these simulations. The simulations for semi-solid 
deformation were accelerated by parallel computing using multiple graphics processing units. 
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Atomic scale calculations at the classical and quantum scale are used to probe how chemo-
mechanical phenomena impact the performance of solid state batteries.  Microstructure and 
mechanical properties of the solid electrolyte, metal anode, and the interfaces between them are 
considered. Phenomena that are investigated include the elastic properties of the bulk materials, 
local softening of elastic properties in the vicinity of grain boundaries, ideal strength, transport 
along grain boundaries, and interfacial adhesion. These properties are connected to failure modes 
associated with battery operation, such as void formation and dendrite nucleation at the 
electrode/electrolyte interface. These analyses reveal design guidelines for microstructural 
properties that enable robust battery operation. 
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Density Functional Theory (DFT) based electronic structure calculations have been used widely in 
modern Materials Science, Chemistry and Physics to disclose profound mechanisms of interest. 
Catalysts play a critical role in these energy conversion and storage technologies via enhancement 
of reacting rate, efficiency, selectivity of the relative chemical transformations. DFT can assist in 
understanding their mechanisms, improving material designs and predicting their performance. 
Here, I will focus on the correlation understanding between the hydrogen spillover mechanism and 
some catalytic reactions such as ammonia synthesis for future energy carrier application. First, we 
analyze the molecular or dissociative adsorption of on a single Ru atom as a benchmark or reference. 
Secondly, we analyze the binding energies between Ru-MgO(111) to understand their metal-
support interactions. Thirdly, we would like to understand the physisorption and chemisorption of 
H2 on MgO(111) supported Ru catalysts. Fourthly, we gradually adsorb more and more hydrogen 
atoms on Ru/MgO catalyst and attempt to understand the condition of triggering the occurrence of 
the phenomena of hydrogen spillover. The role of the supported metal particle is essential as it 
favours the spontaneous dissociation of H2, a process that could rarely occur on the bare oxide 
surface without surface modification. However, MgO(111) seems to be capable of dissociating H2 
molecule. In this system, hydrogen spillover is not necessary to occurs at high hydrogen saturation 
conditions. Finally, we aim at correlating metal-support interaction with hydrogen spillover to 
quickly predict the catalytic performance and catalyst designs to reduce hydrogen poison problems 
or increase more active sites.  
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Lithium ion batteries (LIBs) are a very important technology for our societies. Their performance 
is strongly influenced by the mesostructure of their porous electrodes. This mesostructure results 
from a complex process encompassing multiple steps and numerous parameters. Its understanding 
and accelerated optimization is vital for the future of battery technology.  
In this lecture I discuss a digital twin for accelerated optimization of the manufacturing process of 
LIBs we are developing within the context of the ARTISTIC project.1,2 Such digital twin is 
supported on a hybrid approach encompassing a physics-based multiscale modeling workflow, 
machine learning models and high throughput experimental characterizations. Different steps along 
the battery cells manufacturing process are simulated, such as the electrode slurry, coating, drying, 
calendering and electrolyte infiltration. The multiscale physical modeling workflow couples 
experimentally-validated Coarse Grained Molecular Dynamics, Discrete Element Method and 
Lattice Boltzmann simulations and it allows predicting the impact of the process parameters on the 
final electrode mesostructure in three dimensions. The predicted electrode mesostructures are 
injected in a continuum performance simulator capturing the influence of the pore networks and 
spatial location of carbon-binder within the electrodes on the solid electrolyte interphase formation 
(for anodes) and the electrochemical response (of anodes vs. lithium, cathodes vs. lithium and the 
full cells). Machine learning models are used to accelerate the physical models’ parameterization, 
to mimic their working principles and to unravel manufacturing parameters interdependencies from 
the physical models’ predictions and experimental data, and as a guideline for reverse engineering. 
The predictive capabilities of this digital twin, coupling physical models with machine learning 
models, are illustrated with results for different electrode formulations. Finally, the free online 
battery manufacturing simulation services offered by the project3 and our virtual reality technology 
supported on the project results to optimize battery electrodes and for the project results 
dissemination are illustrated through several examples. 
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Graphite has been widely used as the anode material of commercial lithium ion batteries for 
almost three decades. Recent studies have indicated that the capacitance of Li-graphite anodes 
could reach beyond the theoretical magnitude of 372 mAh/g, suggesting that there still lacks 
comprehensive, atomistic insights into the detailed intercalation energetics and dynamics of 
lithium intercalation into graphite. Herein, a hybrid machine learning (ML) energy model 
combining the spectral neighbor analysis potential (SNAP) and the dihedral-angle-corrected 
registry-dependent (DRIP) model were trained for Li-graphite system. A number of high lithium 
intercalation density configurations, including LiC2 and multi lithium layer intercalation in 
conjunction with different graphite stacking types were taken into account in the training set, 
allowing us to explore the true upper limit of lithium intercalation into graphite. The trained 
hybrid ML energy model allows us to perform extensive large-scale atomistic Monte Carlo 
sampling of lithium intercalation into graphite, while retaining high fidelity in potential energies  
and atomic forces prediction with respective density functional theory (DFT) calculations. Our 
simulation results suggest that during thermodynamic equilibrium condition, it is highly likely 
that the actual capacity of Li-graphite anode is much higher than that of LiC6; however, it is very 
difficult to attain due to the constrain imposed by lithium diffusion kinetics.  
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Silicon oxycarbide (SiOC), a polymer-derived ceramic, is considered as a promising 
anode material for the next generation lithium ion batteries primarily owing to its 
excellent electrochemical and cycling performance during the lithiation and de-lithiation 
processes. However, the structure characteristics and the lithiation mechanism of silicon 
oxycarbide remain very controversial and unclear yet to date. In this study, we employed 
ab initio molecular dynamics simulations to generate the structure models of amorphous 
silicon oxycarbide within various chemical compositions (SiC3.3O1.6, SiC2.2O1.6, 
SiC1.65O1.6, SiC0.8O1.6, SiC1.65O1.1, SiC1.65O0.6) and then investigate the atomistic 
mechanisms of the Li-ion intercalation as well as the origin of the huge capacity loss upon 
the 1st cycle of lithiation. Our results first revealed that the C atoms are very likely to 
segregate out and form the graphitic-like free C phase within the remaining SiOC glass in 
the amorphous material bond network.  As the C/O ratio is low, the free carbon atoms 
may simply form fragmented amorphous graphene layers in the composite material bond 
network, while they can turn into the multi-layer disordered graphene phase as the C/O 
ratio is much further increased.  Based on those SiOC structure models generated, their 
lithiation mechanisms were found to exhibit a very interesting and distinct intercalation 
behavior from other anode materials considered. During the early stage of lithiation, the 
intercalated Li ions were mainly located at the interfaces between the SiOC glass and the 
free C phase. Our charge density analysis further showed that the electrons were mainly 
accommodated by the free C phase while the Li ions were predominantly adsorbed on the 
O atoms of the SiOC glass. During the 2nd stage of lithiation, the Li ions started to migrate 
into the SiOC glass region and sequentially break the Si-O bond networks. Upon the end 
of lithiation, the Li storage capacity of the silicon oxycarbide anode was found to be 
within the range between 800 and 1200 mAh/g, in good agreement with the recent 
experiments.  Our simulation results further revealed that the Li storage capacity and the 
irreversible capacity loss in the 1st cycle of lithiation are largely determined by the C 
content in the silicon oxycarbide anode. A detailed explanation of the underlying physics 
and the associated atomistic lithiation mechanisms of the silicon oxycarbide anode will be 
addressed in this presentation.                      
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Recently, Li-rich layered manganese oxide-based cathodes have drawn much attention for the next-
generation lithium-ion batteries due to the large discharge capacities and low cost. However, the 
lattice oxygen release and subsequent surface densification during cycling inevitably lead to their 
instability, which incurs capacity failure at high voltage. Improving the stability of lithium-rich 
cathode materials is important in refining the overall performance of lithium-ion batteries. In my 
presentation, I will show the mechanism of lattice oxygen evolution and related electronic 
properties of Li1.2Ni0.2Mn0.6O2 (LNMO) cathode materials.1,2 Then I will illustrate the lattice oxygen 
release in LNMO cathode surface can successfully suppress through the doping using density 
functional theory (DFT) calculations and ab initio molecular dynamics (AIMD) simulations. 
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A granular flow is the collective motion of discrete solid particles and its continuum modeling has chal-
lenged researchers for decades due to its multiphasic flow characteristics, especially at the solid-liquid
phase transition. This is because the interaction mechanisms among the constituent particles may have
changed from repulsive binary collisions to enduring frictional contacts with multiple neighbors, leading
to the formation of force chain structure. This chain-like structure forms an internal network to transmit
momentum more effectively than collision-induced transport and hence is worth investigating how the
flow behavior changes accordingly. On the framework of discrete element simulation, we implemented
two algorithms to extract the force chain structure in a steady granular flow. The first approach uses
the depth-first search to identify force chains in a plane shear flow. Statistical data of the length and
the lifetime of the longest chain shows monotonic decrease with the flow inertial number, I. A lower I
indicates a more solid-like flow state and the finding confirms the speculation that the force chains also
develop to a wider spatial extent. The second approach implements the Louvain greedy algorithm to
identify force chains as network communities and the number of force chain disks is evaluated across the
depth of surface granular flows of different heights and inclinations. The statistics shows that more disks
are engaged to develop force chains in deeper layer and such depth-variation is only noticeable when the
flow is more solid-like with a sufficiently low Froude number. With decreasing Froude number, the force
chains carry a growing portion of the flow internal stress but an upper limit around 0.6-0.7 is consistently
detected. The most intriguing finding reveals that the sudden rise of force chain disk number and their
carried stress portion is linked to a degradation of flow velocity profile from the Bagnold profile, known
to exist when collision is the primary interaction mechanism.
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As per ASTM, additive manufacturing (AM) is defined as the process of joining materials to 
fabricate objects from 3D-model data (typically layer upon layer), as opposed to subtractive-
manufacturing methodologies [1]. Although AM has been used as a material-processing method 
for more than 20 years, it has only recently been considered an important commercial 
manufacturing technology. The AM process can involve var- ious materials such as metals, 
ceramics, or composites. However, metal products are most widely used in industrial applications.  

A significant portion of the operating costs of commercial AM equip- ment is due to the metal 
powders used in the AM process. The fine metal powder that is used for laser melting is expensive, 
and thus it is important to avoid any wastage. In most cases, only a small portion of the powder that 
is placed on the bed is actually soldered into a component. Most of the powder is not melted, and 
is thus available for re-use. However, the recycling powder have to be mixed with the fresh powder 
in the final step before it can used to the next process. The segregation phenomena is a common 
problem in the mixing process or transportation process. Therefore, it is importantly to understand 
the theory and the mechanism of powder segregation/mixing, and to reduce the probability of 
occurrence. Powders can be mixed by mechanical excitation, gas-flow agitation, gravity-driven 
free-falling, and many other different complex methods [2]. The mechanisms of powder mixing 
include convective mixing, shear mixing and diffusive mixing [3-5]. 

In this study, we performed numerical simulation to investigate gas-solid interaction problems 
in a fluidized bed powder mixing system, in which a coupled CFD-DEM method was used to 
investigate the mechanism of gas flow and the particle tracking for granular flow. In the DEM, 
Lagrangian particle tracking method was employed to calculate the particle motion. CFD analysis 
by using Eulerian model was used for the determination of velocity and pressure field for the gas 
phase. we analyzed the velocity and pressure changes of the fluid field. Next, we also investigate 
the trajectory, velocity and granular temperature of the granular powder, and analyzed the mixing 
intensity with time revolution and mixing rate by using the mixing index. It showed that both the 
gas velocity and the inclined angle of air inlet affect the mixing rate and mixing degree. 
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How to enhance the discharge flow rate of granular particles moving through a hopper under the 
influence of gravity is an important engineering and industrial question. Surprisingly, an 
optimally placed obstacle in a hopper allows particles to exit the hopper more efficiently, similar 
to how proper placement of traffic signals and signs can improve traffic jam. An obstacle placed 
too far from the hopper exit allows so many particles to pass that they are prone to congest as they 
are funneled together. An obstacle placed too close lowers the chance of congestion at the exit but 
allows so few particles to pass that it reduces overall flow. An optimally placed obstacle creates a 
flow rate enhancement by channeling the maximum number of particles that can smoothly merge. 
Using a novel modeling technique that simplifies the complications of interparticle forces, we 
show that this phenomenon can also be created by either artificially guiding the particles into the 
free space under the obstacle or by narrowing the hopper exit angle below the obstacle. These 
findings can be used in the design of hoppers that discharge granular particles more efficiently 
and we expect them to have broad industrial applications. 
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Even nowadays it is still a challenge to predict numerically the failure behavior of concrete under 
compression. Multiscale models have been used to better understand the influence of the distinct 
phases of the concrete on the fracture process. In this sense, this work proposes an extension of 
the mesh fragmentation technique developed by Manzoli et al. [1] to account for the complex 
failure behavior of concrete under compression. The concrete is represented using a mesoscale 
approach, as proposed by Rodrigues et al. [2], however, the pairs of interface elements inserted 
into the standard finite element mesh to define the potential fracture paths are duplicated to 
describe the compressive failure as a combination of tensile and tangential constitutive models.  
 The use of these two damage models makes it possible to represent the debonding (opening) 
between the aggregates and matrix due to local tensile stress concentration, i.e. the fracture 
propagation in mode I, as well as the sliding process that corresponding to the fracture 
propagation in mode II. Furthermore, adopting adequate parameters, these models even allow 
representing the friction condition between the concrete specimen and the steel loading plates. 
Numerical examples assuming different specimen slenderness as well as the different friction 
restraints between loading platen and concrete specimen are carried out. The numerical results are 
compared qualitatively and quantitatively against the experimental results found in the literature 
[3], demonstrating the proposed approach is promising to describe the failure process of concrete 
in compression. 
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Strain-gradient plasticity refers to a class of extensions of classical elastoplasticity in which size-
dependent effects are accommodated through the introduction of a length scale together with 
gradients of plastic strain. The area has received sustained interest, with multiple theoretical, 
experimental and computational contributions (see for example [1] and the references therein). 
 
Strain-gradient theories are generally energetic or dissipative in nature. The former refers to models 
in which the plastic strain gradients are incorporated in a defect energy, while in the latter model 
the plastic strain rates and their gradients are determined through an extension of the classical 
associative flow relation and a yield function that depends on microstresses, which are not known 
in the elastic region. 
 
This presentation focuses on the dissipative version of rate-independent strain-gradient plasticity, 
for which yield and plastic flow must be considered at the global level. This is a generally 
intractable problem, and so it is useful to develop methods for approximating yield. One such 
approach is discussed here: it draws on the methods of limit analysis together with primal and dual 
versions of the global problems, to establish conditions for lower and upper bounds to the elastic 
threshold. The approach is illustrated through various examples, using a computational approach 
with penalization. 
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Studying the characteristics of rock formations is of great importance in a number of engineering appli-
cations, such as geothermal energy extraction, nuclear waste storage, CO2 sequestration, and oil and gas
extraction [1]. In terms of hydraulic analyses, the presence of geological features such as fractures, vugs
and barriers can significantly affect the equivalent permeability of the porous medium [2], but modeling
vuggy fractured porous media is still a challenging problem, since the geometry of fractures and vugs
are very complex and involves several dimensions and arrangements. In this context and based on the
finite element method, conventional meshes require a significant computational effort when dealing with
problems with multiple scales, since many transition elements are required to smooth the transition be-
tween the dimensions. This work proposes to model each geological structure completely independent
from each other (i.e., in a non-matching way) and couple them in the porous medium mesh by means of
coupling finite elements (CFE). The CFE can be inserted during the pre-process stage and does not add
new degrees of freedom to the system of equations [3]. The technique was applied in 2D single-phase
flow problems in vuggy fractured porous media, with incompressible fluid. To verify and validate this
technique, the results were compared against the ones obtained with conform meshes, which were used
as reference. Based on this comparison, a good similarity was observed between the responses, as well
as a significant reduction in the number of elements used to discretize the problem. The effects caused
by fractures that act as barriers (fracture less permeable than the porous media) were also captured.
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This talk aims to understand and exploit the slow time-scale behavior of rapidly evolving 
microscopic dynamics. The microscopic systems considered are posed in terms of 
systems of non-linear ordinary differential equations, not necessarily containing an a 
priori split into fast and slow variables. Such a question arises naturally and ubiquitously 
in efforts to understand macroscopic dynamics, on engineering time-scales, of well-
accepted models of microscopic dynamics that, however, are not amenable to practical 
computing over the much, much larger macroscopic time-scales of interest. This is 
because there is a vast separation of time scales involved between the dynamics of the 
macroscopic variables of interest and the microscopic dynamics, and evolving the 
microscopic dynamics directly fails to address the question of the macroscopic dynamics.  
 
The methodology employed involves a computational scheme based on fundamental 
mathematical theory that a) defines appropriate `coarse' variables corresponding to the 
microscopic dynamics that evolve in a stable manner on the coarse time scale; b) determines the 
equation of evolution for such variables; and c) defines a practically useful strategy for accurately 
initializing short bursts of microscopic runs for the evolution of the slow variables, without 
special requirements on the nature of the microscopic dynamics. 
 
We will illustrate the theory with examples that violate ergodicity and include both conservative 
and dissipative behavior. The coarse graining of discrete dislocation dynamics to a pde-based 
plasticity model without relying on constitutive assumptions will also be demonstrated. 
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In this study, we proposed the multiscale bridging approach to describe the elasto-plastic behavior 
of polymer nanocomposites by combining the molecular dynamics (MD) and finite element (FE) 
homogenization method. It has been reported that the precise characterization of interphase elasto-
plastic constitutive law is critical in the prediction of the fracture toughness and fatigue crack 
growth behavior [1] as well as the strength of polymer nanocomposites. Yang et al. [2] developed 
the multiscale bridging approach to elasto-plastic behavior of polymer nanocomposites including 
the carbon nanotubes by combining the molecular dynamics (MD) and micromechanics theory. 
However, the multiscale bridging method based on the MD and FE homogenization method has 
not been developed. Because the FE homogenization method is more accurate than the analytic 
micromechanics solutions, it is critical to develop the multiscale bridging method based on the MD 
and FE homogenization method to describe the elasto-plastic behavior of polymer nanocomposites. 
We have used a three-phase continuum homogenization model, which include the interphase zone 
as well as the matrix and particle. The interphase elasto-plastic properties are inversely obtained by 
the MD and FE homogenization method. For various nanoparticulate size, the interphase properties 
obtained from the proposed method are compared with those of the multiscale bridging method 
based on the MD and analytical mean-field homogenization (MF) method. Furthermore, for the 
efficient characterization of the interphase elasto-plastic constitutive law, the proper orthogonal 
decomposition (POD) is applied. 
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This study demonstrates moisture uptake and hygroelastic degradation of epoxy-based 
nanocomposite using classical molecular dynamics simulation and Monte Carlo simulation. The 
hygroelastic aging is one of the representative aging caused by continuous exposure to humid 
environment. Water molecules absorbed inside epoxy and epoxy-reinforcement interface act as a 
plastisizer to decrease elastic modulus of cross-linked network. Moreover, anchored moisture 
occupying the free volume in epoxy result in swelling and eigenstress. Therefore, we performed a 
systematic combinatory simulation of moisture transport and resultant hygroelastic aging of epoxy-
based nanocomposite. Considering the humidity of epoxy’s service condition moisture uptake was 
studied by using a Monte Carlo simulation. From the moisture content-volumetric expansion 
relation, the swelling coefficient of nanocomposite was determined. According to the moisture 
content, the elastic modulus of nanocomposite was determined from uni-axial tension test. To study 
the degradation of epoxy-nanocarbon interface by the moisture invasion, simple laminated unit cell 
model was constructed. From mode1 and mode2 decohesion test, normal and tangential cohesive 
law was determined according to the hygroelastic aging. Finally a multi-scale hygroelastic 
constitutive model was proposed and sequentially bridged to the MD simulation results. 
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Due to significantly improved properties and multifunctional behaviors by nanoparticles, 
intensive researches on nanocomposites have been performed. One of the most interesting features 
is the fracture toughness enhancement of the nanocomposite even at low filler concentrations. Many 
researchers [1,2] have developed theoretical models to predict the toughness enhancement of 
nanocomposites, considering the main toughening mechanisms such as the interfacial debonding, 
the plastic yielding of nanovoids and localized shear banding of the polymer. Zappalorto M et al. 
[2] proposed multiscale model base on the assumption that the interface between the polymer 
matrix and the particles is uniform. However, in the process of synthesizing the nanocomposite, It 
is impossible to generate unifom interface between the components, and voids could be generated 
without interfacial bonding force.  

In this study, a computational modelling based on finite element (FE) analysis is proposed for 
analyzing the fracture toughness of silicon carbide (SiC)/epoxy nanocomposite. We intensively 
address energy dissipated by two mechanisms for toughness enhancement: interfacial debonding 
and the plastic yielding of nanovoids. A three phases nanoscale system (particle-interface-matrix) 
is modelled, and the analytical model proposed by Zappalorto M et al. [2] is applied to calculate 
the parameters for FE analysis such as critical debonding stress and extension of the plastic zone. 
Crack-induced stress at the macroscale is transferred into the nanoscale FE model through the scale-
bridging method. The simulation results show that the dissipated energy of the plastic yielding of 
nanovoid increase nonlinearly as the specific debonding area increase, which proves that the 
interfacial partial debonding have a significant effect on the toughness enhancement of the 
nanocomposite. The proposed FE modeling approach is expected not only to overcome the 
limitations of the analytical model that cannot depict partial debonding, but also serve as a 
foundation for designing nanocomposites. 
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Artificial neural networks (ANNs) are being applied in many research fields. Among them, the 
neural network constitutive modeling studies on nonlinear problems in the field of mechanical 
engineering are important. In this study, three different types of neural models: multi-layer 
perceptron neural network (MLPNN), generalized regression neural network (GRNN), radial basis 
function neural network (RBFNN) are used to construct neural network constitutive models 
(NNCMs) for hyperelastic materials. We focus on the two cases of ANN training of data set: (i) the 
conventional hyperelastic models such as the Mooney-Rivlin model, and (ii) full atomistic 
molecular dynamics (MD) simulation results. Here, we obtain the optimal hyperparameters 
empirically at each neural network modeling to construct optimal NNCM. These three models were 
compared based on statistical error analysis. The results indicated that RBFNN model is the most 
accuracy through RMSE, MAE, and R values. We apply the proposed NNCM model to the data-
driven computational mechanics (DDCM) to verify the proposed NNCM model. Additionally, the 
data-driven two-scale finite element analysis framework is proposed by using the microscopic 
equilibrium equation solution data-driven ANN model with proper orthogonal decomposition 
method.  As results, the data-driven solver shows the superiority of the performance of RBFNN 
model than the other neural network models. 
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Because epoxy has excellent thermomechanical properties, it is used in various industries such 
as electronic, aircraft, automotive and composite materials. The excellent physical properties of the 
epoxy are due to the cross-linking network formed by chemical bonding between the epoxy resin 
and the crosslinking agent. Various studies using molecular dynamics have shown that factors such 
as crosslink density, crosslinking process, curing agent structure, and ratio affect crosslinking 
network formation [1-3]. According to a recent experimental report, the heterogeneous temperature 
during the crosslinking process forms a heterogeneous crosslinked network, which greatly affects 
the mechanical properties of the epoxy [4-6]. However, it is difficult to analyze the crosslinked 
network in detail with an experimental approach, and the analytical approach using simulation is 
also insufficient due to the limitation of the scale. 

 In this study, a computational model based on molecular dynamics is proposed for analyzing 
the effect of the heterogeneous curing temperature on crosslinked network and mechanical 
properties. We extended the length scale of the classical molecular dynamics model using Coarse 
Grained Molecular Dynamics (CGMD). And 10 cases of heterogeneous heating simulation were 
performed. The simulation results showed that the more heterogeneous the curing temperature is, 
the more heterogeneous the crosslinked network becomes. In the heterogeneous crosslinked 
network, area with a low crosslinking density was observed. This area was vulnerable to void 
formation, resulting in an early local yield, which consequently accelerated the yield of the material. 
The proposed CGMD modeling approach is expected not only to overcome the limitations of the 
classical molecular dynamics model that cannot depict heterogeneous curing, but also serve as a 
foundation for designing nanocomposites using epoxy thermoset plastic. 
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As polymer nanocomposites have attracted significant attention over the years for enhanced 
thermomechanical, electrical properties and multifunctional behavior, many attempts have been 
made to analyze characteristics of polymer nanocomposites at molecular level using the 
molecular dynamics (MD) simulations [1, 2]. However, due to limitations of time and length 
scale resulting from atomistic-level calculations, the interaction between multiple nanoparticles 
could not be taken into account, and therefore the correlation between nanoparticle distribution 
and mechanical behavior of nanocomposites is still not fully understood.  
In this study, we present multiscale simulation framework based on the coarse-grained  MD 

simulations to investigate mechanical behavior of silicon carbide (SiC) / polypropylene (PP) 
nanocomposites. We adopted coarse-grained MD simulations as an effective tool for the 
advantage of maintaining the molecular details while extending time and length scale of 
simulation with less computational efforts. The new coarse-grained potential, composed of 
bonded and non-bonded terms, is derived through optimization process based on artificial neural 
network (ANN) assisted multi-objective particle swarm optimization (MOPSO) to fit certain key 
thermomechanical properties of SiC/PP nanocomposites obtained from full atomistic MD 
simulations. The predictions of coarse-grained model single nanoparticle and two nanoparticles 
are in very good agreement with reference data. Based on that result, we conduct uniaxial tensile 
deformations by varing polymer-nanoparticle and nanoparticle-nanoparticle interactions to 
deepen the understanding of microscopic mechanism of nanoparitcle distribution on stress-strain 
behavior The proposed multiscale simulation approach can elucidate effect of agglomeration of 
multiple nanoparticles on nanocomposites, and it can provide insight on efficiently designing the 
nanoparticle/polymer nanocomposites. 
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In this study, Molecular dynamics simulation(MD) is used to investigate the Electroelastic 
properties of hexagonal crystallographically boron nitride nanosheets (h-BN nanosheets). 
Randomly generated Stone-Wales(SW) defect in h-BN nanosheets is considered in the simulation 
to reveal how the defect in h-BN affects the electroelastic properties. Based on the linear 
piezoelectric constitutive law, both reverse piezoelectric and direct piezoelectric simulation were 
implemented. In order to describe electroelastic behaviour of h-BN, several Tersoff potential 
models were applied. In reverse piezoelectric simulation, varying electric field was applied along 
the in-plane direction of h-BN and the resultant polarization and induced stress were used to 
determine the dielectric constant and the piezoelectric constant, respectively. In direct 
piezoelectric simulation, h-BN was mechanically elongated without electric field. From the 
strain-polarization and strain-stress relation, piezoelectric constant and young’s modulus of h-BN 
were determined. As the SW defect increases, the dielectric constant increases as a result of 
relative electric displacement of boron and nitrogen atoms. On the other hand, the piezoelectric 
constant showed increasing as well as decreasing trend depending on the Tersoff potential model 
applied to the simulation. The Young’s modulus was found to decrease as the number of SW 
defect increase regardless of the Tersoff potential model.  
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Recently, composite materials have been widely used in various engineering applications due to 
their high stiffness-to-weight ratio and multifunctional characteristics. Although the laminated 
composite plates has a great structural performance, mechanical imperfections such as layer 
delamination can be induced by transverse shear and normal stresses. There are many theories 
developed to accurately predict these transverse stresses, such as the well-known conventional 
theories (FSDT; first-order shear deformation theory) and many other refined shear deformation 
theories (HSDT; higher-order shear deformation theory, EHOPT; efficient higher order plate 
theory, EFSDT; enhanced first-order shear deformation theory). 
 
When the composite materials are used in severe operating conditions such as extremely high 
temperature environments, composite structures have thermal expansion as well as viscoelastic 
characteristics such as creep strain, stress relaxation because the matrix of composites become 
viscoelastic materials in high temperature environment. Thus, thermo-mechanical-viscoelastic 
effects of the laminated composite structures should be considered for the reliable analysis. As a 
way to address aforementioned issues, a new type of enhanced analysis model based on the Lo-
Christensen-Wu theory (ELCW) in order to accurately predict the viscoelastic behaviors of 
laminated composite plates under thermo-mechanical loading. In the ELCW, the concepts of the 
strain energy relationship and Laplace transformation are employed in order to improve the 
solution accuracy and computational efficiency at the same time.  
 
In this paper, thermo-mechanical-viscoelastic analysis using an enhanced LCW theory (ELCW) 
will be performed, and the results of the present theory will be compared to those reported in the 
open literature.  
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Organic polymer-based nanocomposites incorporating nonvolatile inorganic nanoparticles or 
low-dimensional nanocarbons have long been studied for the spacecrafts and satellites aviating low 
earth orbit (LEO) and sub-LEO. Against the harsh oxidizing condition attributable for the 
hyperthermal atomic oxygen (AO) bombardment, mitigation of the surface recession and etching 
has been the main issue in designing surface shielding materials. In this study, systematic reacitve 
molecular dynamics (MD) simulations incorporting the reaxFF forcefield were performed to study 
the hyperthermal erosion of polyimide (PI)-based nanocomposites reinforced with highly 
thermoprotective inorganic nanofillers. In order to propose optimum reactive simulation condition 
to mimic the interaction between the nanocomposites surface blanket layer and colliding gaseus 
atoms or molecule in aviation condition of satellites in LEO, some boundary conditions and 
thermostatting were tested first. To enable well-developed and steady temperature profile inside 
the nanocomposites during the bombardment simulation, microcanonical ensemble simulation with 
a enough thickness of nanocomposites slab more than 4nm was proposed. To prevent the drift of 
the slab model, during the bombardment simulation, both reflection condition and geomteric 
constraint at the bottom of the slab models were found desirable. 

To descibe the surface recession and temperature rising at the boundary between colliding gases 
and nanocomposites solid surface, AO particles were collided with a kinetic energy of 4.5eV which 
corresponds to a typical aviation speed of 7.4km/sec in LEO satellites. As thermoprotective 
nanofillers both planar and tubular nanostructures were embedded into the PI matrix with a random 
oritentation. During the bombarmdent simulation, the themperature riging rate and the erosion yield 
of the nanocompositesx were calculated. With all types of additives studied, a meaningful 
thermoprotection was achieved in erosion yield and temperature rising rate. Due to the unpaired 
electrons, AO bombardment showed a sequential disintegration of oxidation and desorption 
forming volatile oxides. The erosion yield determined from the present reactive MD simulation was 
compared with the reference value measured from MISSE experiment in international space station 
(ISS). In addition, the surface recession rate during the hypertmal erosion simulation was 
determined and corrected to the real aviation speed of the ISS. The corrected surface recession rate 
determined from the reactive MD simulation was comparable to the in-flight experimental result.  
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In this study, we develop the multiscale model for the prediction of the fracture toughness 
enhancement and fatigue crack growth behavior of the polymer nanocomposites (e.g., epoxy/SiC 
nanocomposites, epoxy/CNF nanocomposites). For the epoxy/SiC nanocomposites, we considered 
the three main toughening mechanisms (interfacial debonding, subsequent plastic nanovoid growth, 
and plastic shear band) [1]. For the epoxy/CNF nanocomposites, we considered the other three 
main toughening mechanisms (interfacial debonding, subsequent plastic nanovoid growth, and 
pull-out of the CNFs) [2]. To the best of my knowledge, this is the first attempt to develop a 
multiscale modeling framework by merging all-atomistic molecular dynamics (MD) simulations, 
micromechanics, and the linear fracture mechanics theory. The predicted fracture toughness and 
the fatigue crack gorwth of polymer nanocomposites are validated by the comparison with the 
experimental data. Furthermore, according to our parametric studies, it is clear that the fracture 
toughness of polymer nanocomposites are rapidly increased as the nanoparticulate diameter 
decreases. 
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Due to the lower standard redox potential of Na/Na+, sodium-ion batteries (SIBs) have a 
limitation on the energy density.[1] To overcome this hurdle, using an anionic redox reaction of 
O2-/On- has been highlighted for enlarging the energy density limit of SIBs. To use more energy 
density from the lattice oxygen redox, most of the sodium-ion needs necessarily to be extracted 
from the host material, which intrinsically accompanies a large lattice distortion resulting in the 
irreversible degradation of electrochemical performances.[2] To properly utilize the oxygen redox 
reaction for the energy density extension, an in-depth understanding of the structural distortion in 
the primary particle and its effect on the secondary particle is necessary. 
In this study, we conduct first-principles calculations to evaluate the lattice change of layered-
type Na1-x[TM]O2 in the primary particle. Based on that result, we demonstrate the sodium-ion 
diffusion and corresponding mechanical behavior in the secondary particle. When the sodium-
ions are heavily extracted, layered active materials undergo an abrupt lattice contraction along the 
out-of-plane direction, which is an inevitable mechanical distortion for layered cathode active 
materials. This abrupt and anisotropic lattice change causes intergranular damage for the normal 
secondary particle, resulting in the capacity fading. Therefore, it is important to design the 
secondary particle that can withstand the structural distortion in the primary particle for 
enhancing cycle life. Based on the first-principles calculations and the finite element analysis, we 
give insight into the morphology of the secondary particle to properly withstand the effect of the 
primary particle lattice distortion.[3] 
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Polymer materials can be studied computationally by all-atom (AA) molecular simulations such as 
molecular dynamics (MD) at a temporal and spatial scale within 100 ns and 10 nm, respectively. 
In practice some reactive degradation of composites including pyrolysis can take place in much 
larger scales. For example, due to limitation of time scale, AA MD requires higher temperature for 
the pyrolysis process to happen in comparison with experimental data [1]. A possible way to extend 
molecular modelling and bridge it with macroscale computational and experimental techniques is 
to use coarse-graining: represent a large molecular system efficiently by a reduced number of 
degrees of freedom. In this study we demonstrate a coarse-grained MD simulation (CGMD) on the 
pyrolysis of polymer networks under high temperature and atomic oxygen (AO) bombardment. 
 
Polyethylene is considered as an example material for the development of CGMD simulation model 
with a mapping ratio of 2:1, i.e., two CH2 groups are represented by one equivalent bead. The CG 
interaction is described with the DREIDING force field including bonded, angular, torsion and 
vdW interactions. The bonded interaction can be either Lennard-Jones potential in equilibrium 
process or Morse potential in pyrolysis process. For the pyrolysis or thermal degradation of polymer 
networks, the bond breaking phenomenon is implemented in the simulation model, with a criterion 
based on the critical energy or length of the bond. Because the release of two particles of a broken 
bond can cause significant disturbance to the system energy, the particles related to bond breaking 
are relaxed separately with a limited maximum movement.  
 
The parametric studies are performed to investigate the effects of modelling parameters of bond 
breaking, individual interaction potential, characteristics of oxygen bombardment, etc for the 
structure-to-property relationship. The results have verified qualitatively that CG MD with bond 
breaking can be used to capture the pyrolysis process of polymeric systems under hyperthermal 
reaction condition. In AO bombardment simulation, the energy exchange between gaseous AO and 
solid surface could be efficiently described by the proposed CGMD simulated. According to the 
reaction criteria, surface recession and heat transfer was also analysed. The CG MD model 
developed in this research is helpful to study the pyrolysis of polymer networks at larger scales to 
reduce the gap between simulation and experiment of these complex processes. 
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In this study, thermo-resistant properties of polyimide and polyimide/inorganic nano particulate 

composites are investigated by reactive molecular dynamics (ReaxFF MD) simulations. Thermal 
protective polyimide (TPI) and polyimide-based thermal protective nanocomposites (TPN) used 
for satellites and ballistic missiles undergo pyrolysis and ablation in ultra-high temperature 
environment, effectively blocking the heat transferred to the nose cone and fuselage. The most 
representative method to evaluate the thermo-resistant properties of TPI and TPN is to determine 
the activation energy by applying the relationship of temperature-reaction rate constant to the 
Arrhenius equation. In this study, to obtain the activation energy of TPI and TPN, ReaxFF MD 
simulations were executed under various temperature conditions, and then the relationship of 
reaction time-thermal decomposition was handled. In order to establish reaction time-to-thermal 
decomposition relationship of TPI and TPN, two different post-processing methods were used to 
define the rate constant of the pyrolysis: number of undecomposed chain-based and mass loss-
based approaches. The activation energies determined from the two different pyrolysis criteria were 
compared with each other. In addition, to characterize the properties of soot produced after the 
pyrolysis, uniaxial tension simulations of carbon network structures remaining after the thermal 
decomposition simulations were performed. Due to the carbon network structure, the soot layer has 
very high stiffness compared with unreacted neat polyimide. To validate the activation energy-
based thermal resistant property evaluation method, AO (Atomic Oxygen) bombardment 
simulations were implemented to mimic the in-flight ablation of the TPN. The erosion yield and 
temperature rising rate of the nanocomposites determined from AO bombardment simulations were 
qualitatively compared with the activation energy of each nanocomposites structures.  
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In this study, the temporal homogenization formulation is developed to predict the response field 
(e.g., stress, strain, displacement) of the viscoelastic-viscoplastic materials subjected to locally 
periodic loading. This study is first attempt to apply the temporal homogenization formulation of 
higher order differential form of the constitutive equation on the viscoelastic-viscoplastic 
materials. The temporal homogenization formulation is defined two types: the non-updated 
temporal homogenization formulation and the updated temporal homogenization formulation. In 
conclusion, the initial boundary value problems are divided into macro-, micro-chronological 
term. For the verification of this approach, there are two examples: (i) uniaxial cyclic loading on 
one-dimensional bar, (ii) multiaxial cyclic loading on three-dimensional bar. Comparing the 
accuracy of the non-updated temporal homogenization formulation and the updated temporal 
homogenization formulation, it can be clearly seen that the updated temporal homogenization 
formulation obtained more accurate results. 
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In this study, molecular dynamics (MD) simulations approach to predict the viscoelastic behavior 
of boron nitride nanotube (BNNT) polymer nanocomposites is demonstrated. In order to 
characterize damping coefficient of BNNT polymer nanocomposites, a repeated cyclic loading is 
applied to the periodic unit cell structure. During the wiggling test, the stored energy and 
dissipated energy were monitored to determine the quality factor (Q factor) and damping ratio. 
Some structural defects such as mono- and di-vacancy are considered to understand how 
imperfections in BNNT affects the interface characteristics and the resultant damping coefficient. 
At the same time, viscoelastic moduli of nanocomposites were determined from sinusoidal 
variation of the applied strain and the resultant stress. During the wiggling test, the storage 
modulus and loss modulus were determined from phase lag between stress and strain which 
occurs from internal damping. The results show that the Q factor decreases with increasing the 
driving angular frequency. As the number of defect increases, the damping characteristics and the 
viscoelastic moduli of nanocomposites were affected by the interface condition as well as the 
decrease of BNNT’s properties in a complicated manner. The possibility of defect engineering to 
tailor the viscoelastic damping characteristics of BNNT polymer nanocomposites was also 
discussed. 
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A three dimensional positivity-preserving and conservative multi-moment transport problem on the
cubed-sphere grid was proposed. The numerical solution was calculated by using the dimensional
splitting technology to update the horizontal and vertical direction separately. The horizontal direction
was updated by the three-point high order multi-moment finite volume method with boundary gradient
switching technology, and the vertical direction was updated by the conservative multi-moment semi-
Lagrangian (SL) method with the piecewise rational function as spatial reconstruction profile. Some
corrections were also involved to ensure a positive numerical result. To evaluate the performance of the
proposed model, the transport test cases in the Dynamical Core Model Intercomparison Project were con-
ducted. The numerical test results showed that the model was inherently conservative, non-oscillatory
and positivity-preserving. Compared with other existing models in the literature, the proposed model
was quite competitive. Furthermore, the semi-Lagrangian method in vertical direction can effcetively
avoid the CFL restriction problem caused by the dense vertical grid mesh in real atmopsheric model,
which is attractive for practical application in full weather or climate model.
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Empirical models of the Earth’s atmosphere have been traditionally used to understand the system re-
sponse to different space weather events based on observational data [1]. However, their limited forecast-
ing capability, specially given the sparse data availability, has prompted in recent years the development
of a number of physics-based models, such as the global ionosphere-thermosphere model (GITM) [2],
which offer improved prediction capabilities. Their advanced modeling properties, though, come at a
high computational cost: solving nonlinear and very high-dimensional systems of conservation laws
over long intervals of time.

For this reason, this work presents a high-fidelity physics-based approach for the simulation of space
weather on graphic processors (GPUs). The proposed model of the Earth’s ionosphere-thermosphere
describes an atmosphere in non-hydrostatic equilibrium, driven by the external excitation of solar ex-
treme ultraviolet (EUV) radiation. The conservation equations of continuity, momentum and energy are
equipped with realistic data-driven source terms to model heat transfer effects. Moreover, the multi-
scale variations of the different physical quantities in the radial and angular directions are managed in a
fully coupled description, introducing a proper scaling to the momentum and energy variables, and the
logarithm of the density as a primary variable to handle the low densities present at high altitudes.

The system is solved using a high-order implicit discontinuous Galerkin (DG) method on unstructured
adapted meshes combined with diagonally implicit Runge-Kutta (DIRK) schemes. The numerical dis-
cretization is combined with a Jacobian-free Newton-Krylov strategy and matrix-free preconditioners
suited to perform on GPU architectures [3, 4]. The proposed method is validated by means of a series of
numerical benchmarks and compared to existing reference solutions.
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In this paper, we developed a hybrid volume of fluid (VOF) and level set interface capturing scheme
with quartic surface representation for unstructured meshes. The so-called THINC-scaling scheme with
quartic surface representation (THINC-scaling/QSR) preserves the merits of the mass/volume conserva-
tiveness from the VOF scheme along with the geometric faithfulness from the level set scheme. Com-
pared with linear/quadratic surface representation used in many other interface capturing schemes, the
fluid interface is defined more precisely as a quartic polynomial surface of THINC function which syn-
chronize the interface between the VOF and level set function in a straightforward solution procedure.
We update the VOF function using a finite volume formulation. The level set function is first locally
updated via a semi-Lagrangian method for interface cells and then reinitialized within each time step.
Multi-dimensional algorithm has been developed and verified by some benchmark tests on unstructured
meshes. Convincing evidence suggests that the present scheme, with quartic surface representation, can
provide high-fidelity solution with more pronounced sub-grid interface capturing capability than other
most advanced methods.
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A moist nonhydrostaic atmospheric model is developed by using a 3-point multimoment 
constrained finite-volume (MCV) method. The MCV scheme is local reconstructed scheme like 
DG and spectral element schemes and can achieve high accuracy. The model variables are the 
pointwise values of the physical fields located at the equidistant solution points. The constraint on 
the volume-integrated average (VIA) rigorously guarantees the numerical conservation. The 
tracer advection is key process for transporting the vapor and precipitation in the real atmosphere. 
To suppress the unphysical noises for tracers, the non-oscillatory limiter has been adopted in the 
present model. The resulting model is validated by a well-established benchmark test and 
compared with the existing compressible model. 
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A global transport model with non-negativity property was developed by implementing the high 
order multi-moment finite volume method [1] on icosahedral-hexagonal grid. Our previous studies 
have shown that the transport model on icosahedral-hexagonal grid has rigorous numerical 
conservation and third-order accuracy [2], however, the non-negative numerical solution is not 
guaranteed and nonphysical undershoots are existed in the numerical results, which violates the 
physical principle.  
 
Two kinds of moments, including the volume-integrated average (VIA) and the point values (PV), 
are adopted in the multi-moment scheme and this study is focused on assuring the non-negativity 
of the VIA moment. The negative solutions of PV moments can be directly removed with 
destroying the numerical conservation. As the spatial discretization of the VIA is accomplished by 
evaluating the numerical fluxes along the cell edges, a upper limit on the mass leaving the cell, 
which is found following the basic idea of the Flux-Corrected-Transport (FCT) method [3] proposed 
by Smolarkiewicz in 1989 , is adopted to impose the restriction on the numerical fluxes. In one 
dimensional case, the FCT scheme can be straightforwardly applied by revising the values of PV 
moments defined at cell interfaces. In multi-dimensional case, the numerical fluxes across the cell 
edges are determined by more than one PVs and each PV defined at cell vertices are involved in 
calculations of two numerical fluxes  in our multi-moment model[4]. As a result, a new flux 
correction algorithm was designed on two-dimensional icosahedral-hexagonal grid to develop a 
global non-negative multi-moment transport model.  
 
The proposed non-negative numerical scheme on icosahedral-hexagonal grid is validated by widely 
used benchmark tests and the numerical results reveal that the non-negativity of the numerical 
solutions is guaranteed while the high-order accuracy is preserved. The proposed model provides a 
promising and practical framework for further development of three-dimensional transport models 
for dynamical cores on icosahedral-hexagonal grids. 
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As one of key components of the atmospheric genernal circulation models, the dynamical
core solves the Navier-Stokes equations on a rotating sphere. To construct the high-
resolution numerical models for weather and climate predication, great efforts have been
paid recently to improve the dynamcial core, mainly considering its mesh quality,
discretization accuracy, computational efficiency, model rebustness and so on.

A nonhydrostatic dynamical core has been developed by using the multi-moment finite
volume method that ensures the rigorous numerical conservation in this study. To
represent the spherical geometry free of polar problems, the cubed-sphere grid is adopted.
A fourth-order multi-moment discretization formulation [1] is applied to the
nonhydrostatic governing equations cast in local curvilinear coordinates on each patch of
cubed sphere through a gnomonic projection. In vertical direction, the height-based
terrain-following grid is used to represent the topography. To get rid of the CFL stability
restriction imposed by relatively small grid spacing in the vertical direction, the
dimensional-splitting time integration using the HEVI (Horizontal Explicit and Vertical
Implicit) strategy is implemented by applying the IMEX Runge-Kutta scheme.

The proposed dynamical core has been extensively verified by the widely-used
benchmark tests [2] in comparison with other existing dynamical cores. The results of our
numerical experiments show that the present numerical framework has superior solution
quality and great practical potential as a platform for atmospheric models. A new unified
model for numerical weather prediction and global atmospheric circulation simulation
based on this dynamical core is under development in CMA.
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Numerical simulations of multi-phase flows involving immiscible interfaces are an active research
topic with great importance in a wide variety of environmental, industrial and engineering appli-
cations. However, the numerical modeling of interfacial multi-phase flows is fraught with chal-
lenges that are inherently complicated in handling the topologically changing interfaces between
the two phases, particularly for the unstructured grids. In this talk, we revisit to THINC/QQ
(Tangent of Hyperbola INterface Capturing methods with Quadratic surface representation and
Gaussian Quadrature)[1] and presents some recent progresses made extensively to improve nu-
merical accuracy and robustness. Then, we develop accurate and efficient solvers for interfacial
multi-phase flows based on the framework of OpenFOAM by combining it with PISO (Pressure
Implicit with Splitting of Operators) algorithm, as well as AMR (Adaptive Meshes Refinement)
techniques. Furthermore, we also develop high-fidelity numerical solvers for turbulent cavitation
flows based on the homogeneous equilibrium model. The so-called thincFoam is versatile and
potent, offering sufficiently high accuracy for practical applications.
Two and three-dimensional benchmark tests are carried out by solving VOF advection equation
on different type of grids. It is convinced that the proposed THINC/QQ scheme shows superior
numerical accuracy, robustness and boundedness than original one, and is competitive to the
other state-of-art VOF methods. We present some numerical examples such as dam break,
bubble rising and RT instability to evaluate the performance of multiphase solver. The numerical
results are in excellent agreement with the experimental data and analytical solutions, and show
significant improvements in solution accuracy and computational efficiency compared with those
of interFoam. Additionally, supercavitation simulations are carried out around an axisymmetric
projectile and a conical cavitator at different cavitation number. Our results demonstrate much
less numerical sensitivity and solution dependency on the different choice of turbulence and mass
transfer models. We believe that the present solvers will be one of the attractive choices in the
high-fidelity simulations of multiphase flows involving complex geometries.
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An adaptive 3D global nonhydrostatic dynamical core is proposed on cubed-sphere grid, using 
the multi-moment constrained finite-volume (MCV) scheme [1] and the Berger-Oliger adaptive 
mesh refinement (AMR) algorithm [2]. As a newly developed high-order method, the MCV 
scheme is featured by compact reconstruction stencil and rigorous numerical conservation 
constrained by the updating of the volume-integrated average (VIA) moment. 
 
The AMR grid of Berger-Oliger includes several groups of grids with different resolutions. 
During a simulation, refined grids are generated adaptively according to the structure of flow field. 
Each grid is defined independently and it can be discretized and integrated directly by the same 
MCV scheme. This makes the extension to the cubed-sphere grid easier as the curvilinear 
coordinates on each patch of the cubed-sphere are structured. Efforts are mainly spent on the 
designs of numerical formulations for the coarse-fine interpolation and the flux correction for 
properly exchanging the solution information among grids of different levels and patches. 
Considering the fact that the global atmospheric dynamics is mostly dominated by horizontal 
motions, AMR procedure is only applied in horizontal directions in this study, though no 
technical problem in generalizing it to a 3D case exist. To avoid impractical small time step 
restricted by the very large ratio between the horizontal and the vertical grid spacing, the implicit-
explicit (IMEX) Runge-Kutta method [3] is introduced as time-marching scheme. The vertical-
related terms are advanced by implicit time integration and available time step will be determined 
only by stability condition in the horizontal directions. 
 
Typical benchmark tests with topography are carried out to evaluate the proposed model. The 
numerical results on uniform and AMR grids reveal the effectiveness of the AMR technique in 
saving computational costs, and the accuracy on uniform grid is largely maintained when 
adaptive grids are implemented. More and more attention being paid to the finer predictions of 
small-scale weather phenomena has led to a huge demand for computing resources. Using AMR 
grids, these spatially complex small-scale phenomena are fully described with as few computing 
resources as possible, thus it is promising to develop an efficient practical atmospheric core under 
the proposed adaptive framework.  
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ABSTRACT 

A meshfree/meshless method is a powerful computational tool in continuum mechanics in various 
physics, engineering, and biological problems. Especially, the methods based on a strong 
formulation are practically useful that is a complete mesh free [1]. However, in general, the 
meshless methods tend to be computationally expensive compared to mesh/grid-based methods. 
That arises from increasing the computational cost to find neighboring calculation/discretization 
points in gradient calculations using randomly distributed configuration even if applying 
background meshes (or buckets) approach. In addition, for an implementation to parallel 
computing with domain decomposition, it is necessary to make a large effort to maintain the 
computation load per parallelization node evenly. Moreover, in the meshfree methods based on a 
Lagrangian description (e.g., [2]), the discrete point positions are updated in every timestep and 
frequently update bucket information with non-uniform internode communication. Therefore, the 
development of more practical and efficient meshless methods promises to be useful in large-
scale simulations. 

In this study, we develop a novel discretization scheme for continuum analyses using a mesh-
constrained discretization point formulation that becomes a hybrid approach using the meshless 
and mesh-based ideas. In the present method, discrete points are introduced in background 
meshes and re-distributed so as to fit arbitrary boundary shapes, where the points are completely 
confined in (or constrained by) each corresponding background mesh. This allows to efficiently 
calculate spatial gradients using the MLS approximation [3] and capability in high efficiency in 
large-scale parallel computation. The method was validated through a numerical example for the 
two-dimensional Taylor-Couette flow. 
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A new discretization analysis method named the isolated element method [1], that differ from 
conventional FEM, for solid mechanical problems is proposed. An object to be analyzed is 
divided into the elements that are separated from each other. A set of displacement functions 
providing arbitrary number of degrees of freedom is used for each isolated element which 
expresses the translation and rotation of a rigid body. The extended principle of minimum 
potential energy is applied to satisfy the continuity of the displacement of isolated elements 
adjoining to each other. Any node or spring, penalty functions and  Lagrange multipliers are 
not used in this method. The displacement functions of the power series are used to describe 
the mechanical state of the isolated element and finally, the coefficients of series are determined 
by a variational principle derived from the extended principle of minimum potential energy.  

 Furthermore, a new mixed and hybrid variational principle [2] which is composed from the 
potential and the complemental energy functional is proposed. The pair of these energy are 
constrained by a formula. Using this new principle, in which stress and displacement can be 
used as independent variables, the stress and displacement are computed at the same time. 
Besides, upper and lower bounds solutions are analyzed using the new principle and the isolated 
element method.  

Some computed examples of the plane stress problems are presented. We show the good 
convergency of the numerical results, and also present the upper and lower bound results of 
stress and displacement by the new mixed and hybrid variational principle using the isolated 
element method 
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Compressible flows containing both discontinious and smooth structures are widely encountered in prac-
tical problems, such as aerospace engineering, internal combustion engine, energy and chemical indus-
tries, to name but a few. It still remains a great challenge for finite volume schemes to numerically
solving such complex flows on unstructured grids, where implementing low-dissipative limiting proce-
dure to suppress numerical oscillation faces many difficulties. As a result, most of the unstructured finite
volume method for compressible flows are constructed based on second-order schemes which are too
dissipative to resolve fine structures such as shockes, interfaces and vorticities. In this talk, we propose
a novel hybrid scheme to resolve discontinuities and smooth structures on hybrid unstructured grids.
Numerical dissipation is reduced by adaptively choosing appropriate reconstruction scheme based on the
one-step Boundary Variation Diminishing (BVD) algorithm[1]. As a results, the MUSCL (Monotone
Upstream-centered Schemes for Conservation law) scheme with the MLP slope limiter[2] is adopted to
solve smooth regions, while the multi-dimensional THINC/QQ scheme[3] is used to mimic the discon-
tinious solution. The so-called MUSCL-THINC/QQ-BVD scheme is algorithmically simple and shows
great superiority compared with other existing schemes for compressible flows on unstructured grids.
The performance of present scheme has been extensively verified through benchmark tests of single
and multi-phase compressible flows.The numerical results show that the proposed solvers developed
upon MUSCL-THINC/QQ-BVD scheme are capable of capturing sharp discontinuous profiles without
numerical oscillations and resolving vortical structures along shear layers and material interfaces with
solution quality superior to other schemes of second and even higher order.
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As arguably the most basic three dimensional geometry, the sphere is considered as an excellent
prototype for understanding the wake flows of more general bluff bodies in the engineering
applications. In the present study, large-eddy simulations are carried out to investigate unsteady
flows around a sphere at sub-critical Reynolds numbers (Re, based on the diameter of the
sphere and the freestream velocity). In order to sufficiently capture the turbulence structure,
we develop a high-fidelity numerical model for incompressible flows on the unstructured grids
which is constructed based on implicit discretization of FVMS3 [1] (Finite Volume method
based on Merged Stencil with 3rd-order reconstruction) scheme and fraction-step approach for
pressure-velocity coupling.
The performance of this model is first verified by the benchmark test of the steady and unsteady
laminar flow at Reynolds numbers of up to 300. The results of hydrodynamic forces, local
pressures, and near-wake structures computed by the present solver is examined with adequate
solution quality compared with experimental records. In addition, A highly organized flow
dominated by periodic vortex shedding, the hairpin vortices has been observed at Re = 300, also
in good agreement with previous work. After validation, for flow around a sphere at Re= 1×104,
the spatial and temporal features of flow structures at different scales were further explored
with respect to mesh type (hexahedra, polyhedra, tetrahedra, and prisms). Special attention
is devoted to assessing the prediction of the statistical properties of turbulence, such as wall-
pressure distribution, skin friction, and drag coefficient, in order to test the present LES closure
model. After conducting comparative study, the present numerical framework shows significant
improvements in solution accuracy and numerical robustness over conventional second-order
schemes. Moreover, coherent structures of turbulent wake and turbulent kinetic energy (TKE)
balance, i.e. the production and dissipation of TKE are also investigated to demonstrate the
solver’s applicability in different and complex mesh topology.
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This paper presents a novel data assimilation method in realistic turbulent boundary layer 
simulations for the realization of a wind digital twin. We have developed a plume dispersion 
simulation code named CityLBM based on a lattice Boltzmann method (LBM). CityLBM enables 
a real time ensemble simulation for several km square area by applying locally mesh-refinement 
method on GPU supercomputers [1]. We validated CityLBM against plume dispersion experiments 
in the complex urban environment of Oklahoma City (JU2003, Leach 2005). Mesoscale wind 
boundary conditions of JU2003 produced by a Weather Research and Forecasting Model (WRF) 
were given as boundary conditions in CityLBM by using a nudging data assimilation method 
(Paniconi et al. 2003; Brian et al. 2010). The statistics of the ensemble-averaged concentration 
values for ~70% of the monitoring data satisfied factor 2 agreements [2].  

Although the above validation study was focusing on the expeiments conducted in the morning 
on July 16, the experiments in the afternoon have been yet to be validated. In the previous study, 
the coefficient of the nudging data assimilation method, which characterizes the mixture ratio 
between turbulent flows from the periodic boundary and laminar flows from the WRF data, was 
optimized for the statistics of turbulent intensity in the morning. However, the same nudging 
coefficient lead to an overestimation of the turbulence intensity in the afternoon due to atmospheric 
instability caused by the increased ground temperature. To resolve this issue, we propose a dynamic 
nudging data assimilation method, where a particle filter optimizes the nudging coefficient based 
on the observation data. Here, different nudging coefficients are assigned to each ensemble 
calculation, and are updated to reduce the error of the turbulence intensity between the simulation 
data and the observation data every 15 minutes. This approach gave reasonable agreements in 
vertical profiles of the wind speed, the wind direction, and the turbulent intensity compared to the 
observation data throughout the day, and enabled all-day simulations, where atmospheric 
conditions change significantly. In this presentation, we will also report the improvement of 
concentration predictions in the afternoon. 
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How to better simulate the advection and the distribution of water substance, is of great 
significance for the improvement of numerical weather prediction, especially for precipitation. 
The computation of advection process in a semi-lagrangian model requires high accuracy, 
conservation of mass, positive and preserve of shape. But the QMSL (Quasi-Monotone 
Semi-Lagrangian) scheme which adopted in GRAPES (Global and Regional Assimilation & 
Prediction System) suffers a lower accuracy in the strong gradient and discontinuity regional 
of the scalar field, and cannot be strictly conserved the mass.  

This study draws on research progress in the field of computational fluid dynamics, 
introduce a material advection scheme PRM (Piecewise Rational Method) which based on 
piecewise continuous rational function into GRAPES, solve the water vapor equation in the 
flux form, and treat the polar regions with a mix technical. The two advection schemes were 
compared by a series of stand-alone and in-model ideal test, proofed that compare to QMSL 
scheme, PRM scheme is of higher precision, especially in the area of large water vapor 
gradient, the dispersion and dissipation error is smaller, the conservation and shape preserving 
is also better. Through the examine of batch prediction experiments in GRAPES, verified that 
the PRM scheme can effectively improve the simulation of the advection and distribution of 
water substance, promote the effect of precipitation forecast, and also plays a significant role 
to the enhancement of the comprehensive model performance. 

At present, a series of prediction systems based on GRAPES dynamic core adopted this 
advection algorithm in CMA, including GRAPES_GFS (global, 25km), GRAPES_MESO 
(China, 10km), GRAPES_MESO_3km (China, 3km), GRAPES_TYM (Indian Ocean and 
Northwest Pacific, 9km), GRAPES_GEPS (global, 50km), etc. 
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Abstract
Strain localization analysis based on finite element method (FEM) usually requires an intensive 
computation to capture an accurate shear band and the limit stress, especially in the 
heterogeneous problems, and thus costs much computational resource and time. This paper 
proposes an adaptive multiscale FEM (AMsFEM) to improve the computational efficiency of 
strain localization analysis in heterogeneous solids. In the multiscale analysis, h- and p-adaptive 
strategies are proposed to update the fine and coarse meshes, respectively. The problem of mesh 
dependence is handled by the Cosserat continuum theory. In the fine-scale adaptive procedure, 
triangular elements are taken to discretize the fine-scale domain, and the newest vertex bisection 
is utilized for refinement based on the gradient of displacement. In the coarse-scale adaptive
procedure, a multi-node coarse element technique is considered. By introducing a probability 
density function for each side of a coarse element, the optimal positions of the newly added 
coarse nodes can be determined. With the proposed adaptive multiscale procedure, the 
computational DOFs are reduced smartly and massively. Three representative heterogeneous 
examples demonstrate that the proposed method can accurately capture shear bands, with an 
improved computational efficiency and robust convergence.
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Amorphous polymers find their main application in the military, automotive and aerospace 
industries where different loading conditions, such as strain rate, temperature, and pressure, are 
essential. Typically, polycarbonate (PC) and poly(methyl methacrylate) (PMMA) are used in high 
strain rate applications due to their lightweight and transparency properties, as well as for their 
toughness and impact resistance. Through the combination of the excellent thermal and 
mechanical properties of PC and impact properties of ABS, the rubber toughened ternary blend 
PC/ABS is one of the most successful commercial polymer blends. The understanding of their 
multiscale behavior is fundamental for developing new products and enhanced materials, capable 
of responding to the ever-increasing industrial demand. 
 
The intrinsic behavior of amorphous polymers is known to be extremely sensitive to both 
temperature and strain rate. While an increase in strain rate promotes an increase of stress, an 
increase in temperature has the opposite effect. Based on experimental results over a wide range 
of temperatures and strain rates, Bauwens-Crowet [1] observed that the stress increase is more 
prominent at higher strain rates (or lower temperatures) than it is at lower strain rates (or more 
elevated temperatures). This phenomenon has been attributed to the activation of a particular 
molecular mobility, called the β-transition [2]. 
 
In the present contribution, we extend the modified Eindhoven Glassy Polymer (EGP) model 
proposed by Mirkhalaf et al. [3] to predict the thermomechanical behavior of glassy polymers 
throughout a wide range of strain rates. The predictive capability of the extended model is 
assessed by comparing its numerical response with experimental data and different state-of-the-
art constitutive models for PC and PMMA, and different loading conditions. In addition, the 
homogenized thermomechanical behavior of the PC/ABS polymer blend at high strain rates is 
inferred by conducting first-order hierarchical multiscale analyses based on computational 
homogenization. State-of-the-art optimization algorithms are explored to speed up the 
identification of the model’s material parameters. 
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The combination of high strength and ductility in metals has been pursued in the last decades, leading to
the development of steels such as TRIP (transformation induced plasticity). Modelling the macroscopic
response of such materials requires the delicate handling of several complex microscopic phenomena,
namely slip plasticity and austenite-to-martensite mechanical transformations. Multi-scale models are
well-suited for capturing this interplay of mechanisms by directly modelling the microscopic response
of each constituent within a polycrystalline Representative Volume Element (RVE).

A fully implicit constitutive model for austenite-to-martensite transformation with coupled austenite slip
plasticity, phase transformation and martensite slip plasticity is used in this work [1]. The generalisation
of Patel and Cohen’s energy-based criterion introduces the effect of mechanically-induced martensitic
transformation, coupled with a volume-preserving exponential mapping integrator for slip plasticity in
both austenitic and martensitic phases. A rate-dependent regularisation is employed and several numeri-
cal techniques are explored to improve the robustness and efficiency in the rate-independent limit.

Parameter identification is a critical step in model validation. Some parameters are related to physical
quantities that can be measured, while others can only be found by trial and error. This work describes a
method for automatic parameter identification for macro, micro and constitutive responses using multi-
objective derivative-free optimisation methods. With this tool, the accuracy and validity of the proposed
constitutive model is studied, using experimental and numerical results in the literature (for instance [3]).
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Multi-scale models based on fully second-order computational homogenisation [1, 2], where second gra-
dient continuum is considered at both the macro and micro-scales, are able to capture size effects due
to the micro-constituents. This fact arises from the length scale parameter introduced by considering
second gradient constitutive modelling at the micro-scale. This contrasts with standard second-order ho-
mogenisation [3], where size effects are only related to the length of the Representative Volume Element
(RVE).

In the present contribution, a fully second-order computational homogenisation model at finite strains
is presented. Mixed finite elements are employed at both scales to deal with the C1 continuity require-
ment. The Method of Multi-Scale Virtual Power is followed to develop the multi-scale formulation in
a variationally consistent fashion and Lagrange multipliers are introduced to enforce the boundary con-
ditions on the RVE. An efficient strategy is devised to compute the macroscopic tangents required for
coupled-scale FE2 simulations. Numerical FE2 experiments of a boundary shear layer are employed to
assess size effects introduced by this kind of multi-scale formulation, due to both the RVE length and the
micro-constituents’ length scale parameter.
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[1] Lesičar, T., Tonković, Z. and Sorić, J., Two-scale computational approach using strain gradient
theory at microlevel, International Journal of Mechanical Sciences 126 (2017), 67–78.

[2] Rodrigues Lopes, I. A., Multi-Scale Modelling and Analysis of Multi-Phase Solids Using Second-
Order Computational Homogenisation at Finite Strains with Parallel Computing, PhD thesis, Fac-
uldade de Engenharia da Universidade do Porto (2019).

[3] Kouznetsova, V., Geers, M. G. D., and Brekelmans, W. A. M., Multi-scale constitutive modelling
of heterogeneous materials with a gradient-enhanced computational homogenization scheme, In-
ternational Journal for Numerical Methods in Engineering 54 (8) (2002), 1235–1260.

696



400 - Biomechanics and MechanobiologyMS0401 - Computational modelling and machine learning in biomechan-
ics and biomedical engineering
Organized by Chi Wei Ong, Fangsen Cui and Hwa Liang Leo A Numerical Stress-strain Evaluation of Large Intestine Cancer under Stent Treatment Minori Kunii and Kazuhiro Suga

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

A Numerical Stress-strain Evaluation of Large Intestine Cancer  
under Stent Treatment 

 
Minori Kunii1* and Kazuhiro Suga1 

1 Kogakuin University,1-24-2 Nishi-Shinjuku, Shinjuku, Tokyo 163-8677, 
am21021@ns.kogakuin.ac.jp 

2 Kogakuin University, 1-24-2 Nishi-Shinjuku, Shinjuku, Tokyo 163-8677, 
ksuga@cc.kogakuin.ac.jp 

 
 
Key Words: Large Intestine, Stent Treatment, Finite element method   
 
 

A stent is used to treat obstructive colorectal cancer. A stent is a mesh- or tube-shaped medical 
device made of shape memory alloy. If the stent deployment force is not appropriate, 
complications such as perforation of the colon and stent dislodgement may occur. In addition, it 
has been suggested that excessive deployment force in the colon may accelerate cancer metastasis. 
Therefore, for the development of safer colonic stents, it is important to evaluate not only the 
deployment force of the stent but also the stress-strain distribution in the cancer and healthy large 
intestine during stent deployment. However, it is not possible to directly measure the stress and 
strain distribution in the cancer and the intestine.  

The purpose of this study is numerical stress-strain evaluation of the intestine cancer under stent 
treatment using a finite element method. This paper will present the following topics:  

・Material modelling of healthy and cancerous part of large intestine 

・Determination of element discretization conditions for high-precision finite element analysis 

・Numerical experiments to predict stress and strain distributions under stent treatment with 
several heights and hardnesses cancers  
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Abstract: Objective: To analyse the biomechanical characteristics of acetabular internal fixation 
system for the treatment of complex acetabular fractures and evaluate its effect, and to explore the 
relationship between internal fixation and the healed bone, so as to provide guidance and theoretical 
basis for the accurate treatment of acetabular fractures. Methods: Based on the CT scan data of the 
pelvis of a patient cured by acetabular internal fixation system, a healed pelvic model with internal 
fixators was established by three-dimensional reconstruction technique, and the spring element was 
used to simulate the main ligaments of the pelvis, and the finite element analysis was carried out 
under the load condition of gait phase. Through the relevant mechanical indexes such as 
displacement and stress, the stability of the pelvis and the stress diversion between the acetabulum 
and the internal fixators were analysed, and the strain energy distribution of the acetabular three 
columns was analysed according to the acetabular three-column theory. Results: Under the 
combined condition of gait cycle, the displacement of the left acetabulum and the right acetabulum 
are small, and the stress distribution is similar to that of the normal acetabulum, and the average 
stress difference between the internal fixation system and the bone is within a certain range. In the 
whole gait cycle, the strain energy of the central column of the acetabular three-column is relatively 
large in the support phase, while the strain energy ratio of the anterior column and posterior column 
of the acetabular three-column increases in the swing phase. Conclusion: The acetabular internal 
fixation system designed according to the anatomical characteristics of the acetabulum and the 
acetabular three-column theory not only provides effective mechanical support for the good 
reduction and stable fixation of the fracture, but also conforms to the natural force flow of the bone. 
the internal fixators are integrated into the normal physiological stress conduction of the pelvis. 
Key Words: Acetabular Fracture, Internal Fixation System, Three-column, Force Flow 
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The clinical definition of ARDS in adults is “Rapid onset of noncardiogenic pulmonary edema”, which is an abnormal
accumulation of fluid in the extravascular compartments of the lungs. The hemodynamic instability is a primary
factor influencing mortality and the mortality rate among COVID-19 ARDS ventilated patients is one of the most
disheartening published results in 2020. The important question is, can we correlate flow alterations and ARDS and
come up with the good predictors.

The purpose of this study is to characterize flow patterns and several other hemodynamic parameters (WSS, OSI, He-
licity) using computational fluid dynamics model by combining imaging data from 4D-Flow MRI with hemodynamic
pressure and flow waveforms from control and hypertensive subjects (related to acute respiratory distress syndrome).

A realistic and automated segmented geometry of pulmonary artery for mechanically ventilated conditions (Baseline,
ARDS, Optimal Lung Approach, Hyperinflation and Collapse) is obtained by training a (2D convolutional neural net-
work) (CNN) on CTA scans obtained by translating MRA images. Fluid dynamics equations are solved for the subject
specific pulmonary arterial meshes. This work considers the utility of computational models in providing insights into
identifying abnormal flow features of the pulmonary circulation, and their application in clinically motivated studies
related to ARDS.

Specific attention is devoted to mutual validation of quantitative parameters generated from CFD and PC-MRI
images. So far, the analysis is done on six subject with five ventilatory conditions(Basal, ARDS, OLA, HI, COL).
Different hemodynamic parameters are analysed after in-vivo validation of velocity profiles and then important
predictors is presented after statistical validation. This work mainly concerns how to facilitate bench-bedside
approach using CFD tools and is a continuation of our previous work with diseased cases.

Acknowledgements. Elkartek KK-2019-bbmG19 and Fundación contra la hipertensión pulmonar
E-mail: rkumar@cicbiomagune.es
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Carotid endarterectomy (CEA) is the gold standard preventative treatment for high-grade carotid 
artery stenosis. However, CEA is invasive and often associated with a higher risk of ipsilateral 
stroke and death. Recently carotid artery stenting (CAS) has emerged as an attractive alternative 
due to its less invasive procedure that can help to prevent stroke in patients with carotid artery 
stenosis.  But stenting using bare-metal stent is poor in preventing the detached plaque into cereal 
circulation. A covered stent can provide better protection to avoid thrombosis. However, the 
conventional dip-coating method may trigger the membrane infolding in the covered stent that was 
found to affect the mechanical performance of the covered stent in the artery.  
  
To minimize the effect of membrane infolding, we have proposed a new coating method by pre-
crimping the covered stent before coating. Detailed structural analyses were performed on the 
conventional dip-coating method and the proposed new method. A multi-step simulation was 
performed on the covered stent to evaluate the stress distribution across the covered stent. In 
addition, we also investigated the hemodynamic behaviour of the covered stent using computational 
fluid dynamics (CFD) to evaluate the risk of thrombosis after deployment. Non-Newtonian fluid 
model and realistic boundary conditions were used in the current study to model the realistic blood 
flow behaviour. 
  
The higher von Mises stress was found in the membrane of the covered stent manufactured by the 
conventional dip-coating method after infolding occurred, compared to the new method in the 
structural mechanics analysis. Our new pre-crimped coating method minimised the deformation as 
examined in our computational study, followed by experimental testing. CFD results showed that 
our new pre-crimped covered stent could reduce the risk of thrombosis compared to the 
conventional coating method. No platelet activation was found in the animal experiment using our 
pre-crimped covered stent compared to the conventional dip-coating method. Both computational 
and experimental results showed satisfactory mechanical performance in mitigating infolding of 
covered stent.  
  
In conclusion, our study showed that our new coating method is better than the conventional dip-
coating method for reducing membrane infolding in the covered stent and may reduce the risk of 
thrombosis after its deployment. 
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Large bone defects caused by diseases, trauma and injuries remain a challenging healthcare issue. 
The treatment by synthetic tissue scaffolds have gained substantial attention from research and 
clinical communities attributable to their potential to overcome risks of infection, diseases 
transmission, donor site morbidity and tissue shortage associated with conventional treatments. In 
bone tissue engineering, the structural characteristics of scaffolds on-site play an important role in 
their biomechanical properties that notably affect the outcome of physical loading/mechanical 
stimulus regulating neo-bone formation in scaffolds. Compared to time-consuming and expensive 
trial-and-error experiments, computational modelling techniques have been in favour for the 
investigation of bone scaffolds for their compelling efficiency and strong predictive features. For 
bone-scaffold construct system, bone ingrowth and scaffold degradation lead to continuous 
variations of mechanical stimulus in a time-dependent fashion. On the one hand, such dynamic 
nature in bone-scaffold construct system requires for time-dependent optimization design of bone 
scaffolds. On the other hand, the dynamic nature renders computationally efficient issues for 
modelling bone ingrowth, especially for bulk scaffolds whose computational cost is prohibitive by 
using conventional finite element (FE) method. To address these challenging issues, we proposed 
a time-dependent mechanobiology-based topology optimization framework for design of bone 
scaffolds by considering an ongoing favourable microenvironment ensuring a long-term outcome 
for bone regeneration, in which a level-set based topology optimization algorithm and a time-
dependent shape derivative were developed to optimize the scaffold architecture [1]. We also 
proposed a machine-learning (ML) based multiscale model to predict bone ingrowth outcomes in 
bulk scaffolds, in which the microscopic modelling was fully implemented by ML and significantly 
reduced the computational cost into a significantly efficient level [2]. The proposed approaches 
pave a new avenue for computational design and modelling of bone scaffolds, which are expected 
to form a promising tool for future studies by taking into the consideration of bone ingrowth 
outcome in scaffolds.  
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In this work we develop a numerical model for simulating the dynamics of millimetric droplets on in-
clined and non–homogeneous surfaces. Such scenarios may exhibit various regimes of different com-
plexities such as droplet spreading, sliding and rolling. Study of droplet behaviors under different con-
ditions attracts more and more attention due to (potential) industrial applications in microfluidic related
areas. We employ finite element method (FEM) within arbitrary Lagrangian–Eulerian (ALE) frame-
work. Under the (reasonable) assumption that there is no topology change in the droplet shape, ALE
framework is a natural choice due to its ability to capture the flow dynamics and credibly track the free
surface.

Stability of the numerical scheme in energy norm is (relatively) easy to satisfy on stationary meshes
while it becomes non–trivial and challenging task for discretization on moving meshes. Energy stability
is desirable property since it guarantees that time discretization does not introduce spurious energy into
the fluid system. The main goal of this work is the development of an energy stable moving mesh strat-
egy within ALE FEM model. The essential ingredients are the so called space conservation law (SCL)
(see [1]) and employment of Laplace–Beltrami operator for the interface curvature evaluation (see [2]).
Primary aims in designing mesh updating strategy are to keep the good quality of the mesh and to min-
imize the frequency of re–meshing. Considering that the droplet dynamics can simultaneously exhibit
both sliding and rolling regimes, together with the energy stability requirement, such task becomes quite
challenging.
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Computer modelling and simulation of the beating heart must reflect on electrical activation of cells 
and tissue, mechanical properties of tissue, and their interaction. Electrophysiological properties of 
the heart have been simulated abundantly and applied to increase mechanistic understanding of 
disease and improve treatment development. Recent maturity in cardiac mechanical modelling 
increased quantitative predictive power. However, tight coupling of cardiac mechanics with the 
underlying electrophysiological properties of the tissue makes modelling clinical mechanical 
phenomena such as cardiac disease and drug effects difficult. A combination of uncertainty 
quantification through populations of models and fully coupled electromechanics models provide 
greater predictive power on cardiac mechanisms and aid treatment development for cardiac 
diseases. 
 
A fully coupled electromechanics model of ventricular tissue is developed by coupling the O’Hara-
Rudy[1] electrophysiology model and the Land[2] mechanics model. A population of models was 
created by varying 16 electrophysiological and 11 mechanical parameters at the cell level. The 
population was calibrated from 1000 to 187 models based on biomarkers derived from the action 
potential shape, calcium transient and active tension. This calibrated population was altered in 11 
parameters of the cell model to represent heart failure (based on [3]). A geometry of 20x7x3 mm is 
simulated with 1.0 or 0.5 mm spatial resolution for mechanics or electrophysiology respectively, 
with free movement in the fibre direction on one side. Results are extracted at the centre of the 
tissue, as well as tissue shortening on the free-contracting side.  
 
Relative to the healthy population, heart failure manifests in both electrophysiological and 
mechanics biomarkers. The action potential takes ~20% longer to recover from activation and peak 
calcium concentration in the cell is reduced by 50.9%. In a similar trend, mechanical biomarkers 
show 42.2% reduction in peak active force, slower contraction and more variation in recovery times 
across the heart failure tissue population. The peak tissue shortening in the fibre direction as a result 
of free contraction is reduced from 0.68±0.07mm to 0.45±0.07mm (-33.2%) and its peak is delayed 
by 112ms (38.6%) in heart failure.  
 
These simulations indicate strong effects on electrophysiological and mechanical heart function by 
population variation and disease such as heart failure. Therefore, strongly coupled 3D models are 
necessary to assess the impact of biological variation, cardiac vulnerability as well as safe and 
effective treatment development. 
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High-intensity focused ultrasound (HIFU), it’s applications, and accompanying acoustic cavitation 
have been of great interest in biomedical engineering. HIFU therapy is a non-invasive method for 
tumor ablation in different organs: prostate cancer, liver, pancreas, breast, kidney, bone and soft 
tissue tumors [1]. One of the main mechanisms of focused ultrasound ablation is the thermal effect. 
However, at high ultrasound powers cavitation may appear during the treatment. Cavitation can 
lead to local temperature enhancement, which can be helpful during the treatment. However, it is 
quite difficult to control the effects of cavitation. Fundamental understanding is necessary for the 
further development of the technology. 
 
At low ultrasound pressures, bubbles experience stable oscillations. When pressure reaches some 
critical threshold value, bubbles start to collapse. Bubble collapse is accompanied by a big increase 
of the local temperature and correspondingly in larger ablated volume [1]. This type of cavitation 
is called inertial cavitation which is investigated in the current study. We investigated the inertial 
cavitation threshold by analysing the dynamics of a single bubble in viscoelastic tissue.  
 
The objective of the present study is the numerical investigation of the inertial cavitation threshold 
in soft tissue and its dependency on excitation parameters (single- and dual-frequency signals of 
HIFU), since inertial cavitation can lead to high extreme temperatures, sonoluminescence, and 
sonochemistry. In order to investigate the inertial cavitation threshold, acoustic wave propagation 
was modeled by generalized Westervelt equation [1], whereas bubble dynamics was modeled in a 
viscoelastic tissue by using the Gilmore-Akulichev-Zener model [2]. The inertial cavitation 
thresholds for different criteria, for different modes of the acoustic signal, and for different initial 
bubble sizes were computed. A comparison of released energy from different cavitation regimes 
was made. In addition, the optimal frequency combinations for a dual-frequency signal were found. 
The impact of different viscoelastic tissue properties and nonlinear acoustic effects on the bubble 
dynamics, threshold pressure, and optimal frequencies was studied. 
 
The obtaining results demonstrated that a cavitation threshold criterion, based on a bubble size, 
gives lower threshold values than a criterion using bubble collapse velocity. An increase in the 
values of viscosity and elasticity leads to a rise in the threshold amplitude. Optimal frequency 
combination in dual-frequency signal mode can deliver the lowest threshold pressure that will be 
approximately the same for the different initial bubble sizes. Our study can provide a more detailed 
understanding of the inertial cavitation process and can also help to control side cavitation effects 
during HIFU therapy. 
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Ion transport in the presence of fixed an free charges, in a dielectric medium can be described through
Poisson-Nernst-Planck (PNP) equations. PNP equations, account for ionic interactions between ions and
assume ions to be volumeless. These assumptions, however, restrict PNP equations to dilute flows. In
case of flow with high ionic concentration, confined channel geometry or flows where non-ionic inter-
actions play a significant role, PNP equations must be modified. Ion channel flow is one such system.
Several extensions to PNP equations exist based on the requirement of the system. For example, Lennard-
Jones model [1, 2] or Bikerman model [3, 4] can be added to PNP equations to account for the effect of
non-ionic interactions. Effect of ion solvation can be included by introduction of Born solvation energy
model [5, 6] or non-local electrostatics [3, 4]. Typically, in Bikerman model, transport of water molecules
as a response to electrostatic and steric potential is included which is typically diffusive in nature. One
can further modify these equations by including nonlinearlity and effects of viscosity of the fluid (wa-
ter)for channels where, in addition to ions, water also permeates. This can be accomplished by coupling
modified PNP equations with Navier-Stokes equations. Governing equations are descretized using lattice
Boltzmann method. For adequate implementation of boundary conditions, immersed boundary method
has been used. Further the code has been parallelized on multiple GPUs using CUDA.
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Objectives: Type B aortic dissection (TBAD) is a major aortic catastrophe that can be acutely 
complicated by rapid expansion, rupture, and malperfusion syndromes. The separation of the intima 
from aortic walls will form a second blood-filled lumen defined as “false lumen (FL)”, where the 
thrombus is more likely to form due to the local stasis hemodynamic conditions [1]. However, the 
thrombosis mechanism is still unclear and little is known about the impact of the chemical species 
transported by blood flow on this process. The proteins involved in the coagulation cascade (CC) 
may play an important role in the thrombosis process, especially in the activation and stabilization 
of platelets [2]. 
Methods: Based on the further development of the model introduced by Anand et al. [3, 4], we 
established a reduced-order fluid-chemical model to study the CC process in dissected aorta under 
realistic flow conditions. An idealized three-dimensional TBAD phantom with two tears was 
adopted to investigate potential thrombosis in FL and study the effect of hemodynamics on this 
process. The FL wall and the true lumen wall are regarded as “injury wall” and “healthy wall”, 
respectively, and a series of boundary fluxes are set for the injury wall to describe the surface 
reactions occurring there.  
Results: A high level of fibrin is continuously observed at the top of the FL and some time-varying 
areas between two tears, indicating a high likelihood of thrombus formation there. This finding is 
consistent with the clinical observation. The time evolution of coagulation factors is greatly affected 
by local hemodynamics, especially in the high disturbance zone, the evolution has characteristics 
of periodic changes consistent with the flow field. The ability to reproduce the CC response of the 
proposed model also provides a potential application to integrate with a model that can simulate 
platelet activities, forming a biochemical-based model which would help unveil the mechanisms of 
thrombosis in FL and the clinical decision of appropriate treatment. 
 

REFERENCES 

[1] Nienaber, C.A., Clough, R.E., Sakalihasan, N., Suzuki, T., Gibbs, R., Mussa, F., Jenkins, M.P., 
Thompson, M.M., Evangelista, A., Yeh, J.S., Cheshire, N., Rosendahl, U., Pepper, J., Aortic 
dissection. Nat Rev Dis Primers (2016) 2: 16053. 
[2] Furie, B., Furie, B.C., Mechanisms of Thrombus Formation, N. Engl. J. Med. (2008) 359(9): 
938-949. 
[3] Bodnár, T., Sequeira, A., Numerical Simulation of the Coagulation Dynamics of Blood, 
Comput. Math. Methods Med. (2008) 9(2): 83-104. 
[4] Anand, M., Rajagopal, K., A Model Incorporating Some of the Mechanical and Biochemical 
Factors Underlying Clot Formation and Dissolution in Flowing Blood, Comput Math Methods Med. 
(2003) 5: 183-218. 

 

707



MS0403 - Molecular and Cellular BiomechanicsOrganized by Wonmuk Hwang and Mohammad Mofrad Biomolecular Mechanics Revealed From Gaussian Accelerated Molecular DynamicsYinglong Miao

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Biomolecular Mechanics Revealed From Gaussian 
Accelerated Molecular Dynamics 

 
Yinglong Miao 

 

Center for Computational Biology and Department of Molecular Biosciences, University 
of Kansas, Lawrence, KS 66047, USA 

Email: miao@ku.edu  
 

Key Words: Gaussian Accelerated Molecular Dynamics (GaMD), G-protein-coupled receptor 
(GPCR), Allostery, Intramembrane Proteolysis, Drug Discovery. 
 
Gaussian accelerated molecular dynamics (GaMD) is a robust enhanced sampling technique that 
works by applying a harmonic boost potential to reduce system energy barriers and accelerate 
biomolecular simulations by orders of magnitude1. Since publication in 2015, GaMD has received 
350+ citations in the field. GaMD has been implemented in widely used simulation packages 
including AMBER, NAMD, OpenMM, GENESIS and Tinker-HP. GaMD has been also combined 
with compatible methods such as Replica Exchange, Umbrella Sampling, Adaptive Biasing Force 
and Weighted Ensemble for further improved sampling and free energy calculations. Recent 
developments of new Ligand GaMD (LiGaMD)2, Peptide GaMD (Pep-GaMD)3 and Protein-
Protein Interaction GaMD (PPI-GaMD)4 algorithms have unprecedentedly enabled microsecond 
atomic simulations to capture repetitive dissociation and binding of small-molecule ligands, highly 
flexible peptides and proteins, thereby allowing for highly efficient and accurate calculations of 
their binding free energies and kinetics. In addition to protein folding and conformational changes, 
ligand binding, protein-protein/membrane/nucleic acid/carbohydrate interactions1, I will talk about 
recent applications of GaMD that have revealed dynamic mechanisms of, among others, G-protein-
coupled receptor (GPCR) allostery5 and intramembrane proteolysis by γ-secretase6-7, and 
facilitated drug discovery5. 
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The nuclear pore complex (NPC) is a protein complex that perforates the nuclear membrane 
creating the transport channel between the nucleus and the cytoplasm [1]. The NPC is composed 
of about 30 different proteins called nucleoporins (Nups), each of which having multiple copies in 
one structure. The Nups located in the central channel region are phenylalanine- and glycine-rich 
Nups (FG-Nups), which are intrinsically disordered and tethered on the channel wall of the NPC. 
FG-Nups create the selective barrier against molecular transport through the NPC; while small 
cargoes (less than 5-9 nm) can pass through the nuclear pore freely, large cargoes can do that only 
when they are bound to the nuclear transport receptors (NTRs). The selective transport is essential 
for the cell, but how exactly FG-Nups create such an exquisite barrier remains elusive. In our 
study, we hypothesized that the change in free energy associated with the conformational freedom 
of FG-Nups is the critical factor determining the selectivity. When a large cargo is translocating 
through the nuclear pore, it restricts the space available to FG-Nups decreasing their 
conformational entropy (and thus, increasing the free energy of the system), which virtually 
prevents cargo’s passages. On the other hand, interactions between FG-Nups and NTRs 
energetically lower the free energy, allowing them to overcome the entropic barrier. To 
investigate our hypothesis, we computationally modelled the free energy of the system composed 
of FG-Nups tethered on NPC’s channel [2]. We modelled FG-Nups as Gaussian chains 
interacting with the potential field around the surface of NTRs (that represents the adsorption to 
them) and calculated the free energy change while inserting a cargo into the nuclear pore. We 
found that the free energy change was less than thermal energy for small cargoes less than 6 nm 
in diameter and it was large enough for large cargoes to prevent their passage. We also found that 
the energetic interaction between FG-Nups and NTRs effectively lowered the free energy barrier, 
lowering the size limit of the transportable cargoes. This selective behaviour was affected largely 
by some physical parameters, such as the flexibility of FG-Nups, the length of FG-Nups, and the 
diameter of the nuclear pore, suggesting the possibility of the mechanical alternation of the 
selectivity. To further investigate our hypothesis, we simulated the dynamics of the transported 
cargoes through FG-Nups using a coarse-grained Brownian dynamics model. The simulation 
result was consistent with the free energy analysis, suggesting the importance of the 
conformational flexibility of FG-Nups as a key factor creating the selective barrier. 
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Living cells interact with one another, and with their extra cellular matrix. These interactions are 
chemical and biophysical. Interactions lead to collective behavior between cells - essential for tissue 
formation, morphogenesis, and tumor growth. We hypothesize that cell-cell interaction depends on the 
distance between them, and there exists a critical distance beyond which interaction cannot take place. 
We test the hypothesis by forming free-floating discs of cell-ECM mixture in vitro. We find that above a 
critical cell density, the discs compact and reach a specific size, independent of density. However, the 
rate of compaction increases with density. Below a critical cell density, the discs do not compact. High 
speed imaging and fluorescence microscopy reveal the underlying mechanism of this phase transition. 
Initially, each cell interacts with the surrounding ECM and generates a strain field, while it migrates in a 
Brownian motion. In contrast to the conventional view, the cell does not remodel the matrix. It does not 
cause any permanent deformation. The strain field is transient and reversible. At low cell density (cells 
are far apart), the cells do not “see” the strain field of any neighbor. They continue their Brownian 
dynamics without leaving any memory behind. Global symmetry is maintained without any collective 
behavior. The discs do not compact, independent of cell density. With increasing cell density, the cells 
come within their neighbors’ strain field. The probability that the two neighbors’ strain field getting 
aligned, both temporally and specially, increases. This breaks the global symmetry. Cells begin to 
interact in a feed forward way, forming a network between them, compacting the disc. The final 
compacted state becomes independent of the initial density. We develop a one-dimensional 
mathematical model of cell-cell-ECM interactions to explain the observations.  The model accounts for 
time dependent ECM deformations mediated by the cells and their acto-myosin machinery, non-linear 
viscoelasticity of ECM, and the feedforward compaction process. The model captures the disorder-to-
order transition as a function of cell-cell distance. 
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Glaucoma is one of the eye diseases where the retinal ganglion cells (RGCs) die, resulting in the 
loss of eyesight. The most common factor to cause glaucoma is an elevation of intraocular pressure 
(IOP). However, the mechanism that IOP causes cell death in detail remains unknown. High 
hydrostatic pressure applied to incubated RGCs increased Ca2+ concentration in cells and cell death, 
though they were suppressed by the antagonist of transient receptor potential vanilloid 1 (TRPV1), 
a membrane protein [1]. This study strongly suggests that the TRPV1 is the mechano-sensor to 
respond to hydrostatic pressure, open its channel, and transport Ca2+ through the channel. Thus, we 
investigated the conformation changes of TRPV1, focusing on the channel radius under the elevated 
hydrostatic pressure using the molecular dynamics (MD) simulation. 
The PDF file of the TRPV1 structure (5IRZ) was obtained from the Protein Data Bank. Lost side 
chains were added with the DeepView software. The protein was embedded in 1-palmitoyl-2-oleoyl 
phosphatidylcholine lipids using the CHARMM-GUI-web server. The MD simulation was 
performed using the GROMACS software (v. 2020-3) and CHARMM27 force field. Totally 
165,201 atoms of proteins, lipids, ions, and waters were generated. The simulation was performed 
for 100 ns in the NPT ensemble at 37°C and two pressure levels: the ordinary (12.6 mmHg) and 
the elevated (27.6 mmHg) pressures.  
The radius of gyration at the lower gate at the elevated pressure (4.80 ± 0.08 Å) was slightly, but 
statistically significantly higher than that at normal pressure (4.74 ± 0.08 Å), indicating larger out-
wards motions of the lower gate at elevated than normal pressure. The lower gate radius at elevated 
pressure (0.54 ± 0.14 Å) was slightly, but statistically significantly higher than the radius at normal 
pressure (0.49 ± 0.14 Å), indicating an increase in the lower gate radius at elevated pressure 
compared to normal pressure.  
These results indicate that the radius of the membrane channel TRPV1 increased under elevated 
pressure. However, the radius is still smaller than that of the hydrated Ca2+, and we hardly conclude 
that hydrostatic pressure opens the channel to transport the Ca2+. More extensive MD simulations 
are needed to provide more insight into the effect of hydrostatic pressure on TRPV1. 
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Osteocytes, mechanosensory cells in bone mineralized matrix, are believed to regulate bone 
remodeling by sensing the flow-induced mechanical stimuli to their slender cellular processes 
within a canalicular space [1]. However, it is difficult to experimentally evaluate the flow and local 
strain of the osteocyte process membrane in vivo. In this study, to discuss the mechanosensing 
amplification mechanism in bone, we constructed an image-based model of osteocyte process [2], 
tethered to the canalicular wall, and evaluated the local strain concentration by performing fluid-
structure interaction simulation [3].  
 
A high-resolution image-based model of an osteocyte process and a canalicular space was 
constructed using tomographic image data obtained using ultra-high voltage electron microscopy. 
Tethering elements (TEs), connecting the osteocyte process membrane and the canalicular wall, 
were modeled as linear elastic springs and randomly arranged within the space. The lattice 
Boltzmann method [4] was employed for fluid flow analysis governed by the Brinkman equation, 
and the finite element method was used for membrane deformation analysis governed by Skalak’s 
constitutive law [5], both of which were coupled using the immersed boundary method [6]. 
 
With the flow of interstitial fluid, local strain concentration in the osteocyte process was observed 
near the TEs with high tension, strongly dependent on the flow direction and the orientation angle. 
These results suggested that the configuration/alignment of TEs relative to the flow direction is an 
important factor with significant effect on the local strain concentration in osteocyte process 
membrane, playing an important role in osteocyte mechanosensing in bone remodeling. Further 
studies on the nanoscale environments of the bone canalicular space may provide a key to 
elucidating the mechanism of bone diseases and age-related change in bone remodeling. 
 
This study was supported by a Grant-in-Aid for Scientific Research (A) (JP20H00659), (B) 
(JP19H03859), and (C) (JP19K04074) from the Japan Society for the Promotion of Science (JSPS). 
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ABSTRACT 
Cardiovascular diseases, including myocardial infarction (MI), hypertension and atherosclerosis, 
are accompanied by cardiac fibrosis, which involves permanent activation of cardiac fibroblasts 
(CFs) during myocardial injury, resulting in excessive deposition of extracellular matrix (ECM), 
thereby increasing the stiffness of the pathological areas. More and more evidences showed that 
the matrix stiffness plays an important role in CFs activation and cardiac fibrosis, and several 
signal transduction factors (such as integrin, force-sensitive ion channels) that directly act on the 
activation of CFs have been identified. However, the key regulatory network perceiving matrix 
stiffness to regulate CFs activation is still unknown. Here, we detected significantly increased 
expressions of integrin β1 and Piezo1 in native fibrotic cardiac tissues. By using mechanically 
regulated in vitro cell culture models, we found that a stiff matrix induced high expressions of 
integrin β1 and Piezo1 in CFs, accompanied by enhanced cell activation. Importantly, we first 
found that a positive-feedback loop (PFL) between integrin β1 and Piezo1 enhanced cardiac 
fibrosis and lead to an irreversible phenotype with increasing stiffness, indicating that the PFL 
plays an important role in mediating substrate stiffness-induced CFs activation. Further 
mechanistic studies revealed that Ca2+ and YAP play important roles in integrin β1-Piezo1 
positive feedback mediated fibroblast activation. Considering that this PFL is specific to CFs 
activation, integrin β1-Piezo1 PFL may be a fibroblast-specific therapeutic target to treat fibrotic 
diseases. 
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The αβT-cell receptor (TCRαβ) recognizes 8–10 aa antigenic peptide loaded on the major histocom-
patibility complex (pMHC) molecule with exquisite sensitivity, with a signal-to-noise ratio of 1 in 105.
Yet, the equilibrium binding affinity of cognate and non-cognate pMHCs are similar and weak, on the
order of micromolar range. Recent experimental findings suggest that application of physiological-level
picoNewton forces to the TCRαβ-pMHC complex increases the bond lifetime in ligand-dependent man-
ner. This suggests that TCRαβ-pMHC system exhibits catch bond behavior that mechanically enhances
antigen discrimination. We address the atomistic mechanism for the activation of the catch bond by
performing all-atom molecular dynamics simulation of TCRαβ-pMHC complexes under picoNewton
forces and their variants. By comparing subdomain motion and dynamics of interfacial contacts, we find
that the applied load suppresses certain modes of domain motion that have destabilizing effect on the
TCRαβ-pMHC interface in the absence of load [1]. The dynamical activation of catch bond also allows
for allosteric control of the interface by altering the motion of distal domains. The dynamical mechanism
also has implications in other types of T-cell receptors.
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Microtubules provide both mechanical support and, via the kinetochore, mechanical forces to the 
cell. The filaments can undergo growth/polymerisation and shrinking /depolymerisation phases, 
driven by GTP hydrolysis. Through non-equilibrium atomistic simulations of entire plus-end 
microtubule tips we show that the average nucleotide state of the plus-end MT tip determines the 
heights of energy barriers between tip conformations, such that the post-hydrolysis MT tip is 
exposed to higher activation energy barriers, which translates into its inability to elongate [1]. 
 
Much about the ultra-structure of microtubules ─ as well as of many other biomolecules and 
biomolecular complexes has been revealed by the recent resolution revolution in cryo-electron 
microscopy. How much of the ambient temperature ensemble of biomolecules is preserved during 
shock freezing prior to image acquisition is, however, an unsolved question. In shock cooling 
atomistic simulations of fully solvated ribosomes at realistic time scales we observed, depending 
on cooling rates, a marked decrease of structural heterogeneity, which we were able to quantify [2]. 
The observation that a kinetic two-state model improves the prediction of the decrease in 
heterogeneity compared to the cooling-rate independent thermodynamic model suggests that 
kinetic effects do contribute markedly. Small barriers between the states (<10 kJ/mol) are overcome 
during cooling and do not contribute to the heterogeneity of the structural ensemble obtained by 
cryo-EM, whereas conformational states separated by barriers above 10 kJ/mol are expected to be 
trapped during plunge-freezing [2]. Our results will allow one to quantify the heterogeneity of 
biologically relevant room-temperature ensembles from cryo-EM structures. 
 
In these processes, as well as quite generally in protein folding and the thermodynamics of 
biomolecular stability, the solvent shell plays a pivotal role as, e.g., the effect of cold denaturation 
clearly demonstrates. We will present a new method to compute solvent enthalpies and entropies 
with spatial resolution and thus to quantify the underlying thermodynamic enthalpy/entropy tug-
of-war [3]. For the example protein crambin, we quantified the local effects on the solvent free-
energy difference at each amino acid and identified strong dependencies of the local enthalpy and 
entropy on the protein curvature. Remarkably, more than half of the solvent entropy contribution 
arises from induced water correlations [3]. 
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Mechanosensitive ion channels are membrane proteins that can respond to mechanical stimuli to open
and conduct ions across cell membranes to trigger downstream signaling. NompC is a crucial mechanosen-
sitive ion channel for the sensation of touch and balance in Drosophila melanogaster, representing an
ideal model for the study of the tethered mechanosensitive ion channels. Based on the Cryo-EM structure
of NompC, we performed molecular dynamics simulations to reveal the atomistic details of the channel
gating mechanism. Our results showed that a pushing force from the intracellular region can open the
channel, but not a pulling force. The supercoiled ankyrin repeat region acts like a spring with a force
constant of ∼13 pN/nm, which can transfer forces at a rate of ∼1.8 nm/ps to the linker helix domain. A
subsequent rotation of the TRP domain, which is next to the linker helix domain, was found to be related
to the opening of the channel, and the key residues forming hydrogen bonds along the force convey path
were identified. We propose that the push-to-open gating mechanism may enable cells to feel external
compression or volume shrinkage, and we speculate that a force transformation from pushing to twisting
might be the key to the channel gating.
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Myocardial perfusion is the delivery of blood to the heart muscle, supplied by the coronary 
circulation. Reduced coronary flow rate, due for example to atherosclerosis, can lead to ischemic 
cardiopathy and, possibly, to an infarct of the myocardium.

We present a mathematical and numerical model for human cardiac perfusion which accounts for 
the different length scales of the vessels in the coronary tree. Precisely, a clear scale separation 
can be noticed between the coronaries laying on the epicardium and the smaller vessels 
penetrating into the tissue [1]. We adopt a multi-physics approach in which the epicardial vessels 
are represented with a three-dimensional fluid-dynamics description (Navier-Stokes) whereas the 
intramural vessels are modeled by means of a multi-compartment porous medium (Darcy’s law) 
[2]. These two models are coupled using interface conditions based on the continuity of mass and 
momentum. Since the heart is composed by regions perfused by distinct epicardial vessels [3], we 
partition the myocardial domain in perfusion regions. A suitable calibration procedure is 
introduced to use patient-specific values for the parameters of the model.

The multi-physics approach was used to reproduce myocardial blood flow (MBF) maps in nine 
patients (four healthy and five with detected coronary artery disease), showing an excellent 
agreement between the computed MBF and MBF measured from clinical data [4]. The results of 
this work proved the accuracy and the reliability of the proposed multi-physics model in
reproducing MBF. In this way, we could provide a quantification of the MBF avoiding in 
principle invasive MBF measurements such as using stress CT. This could be useful for the 
assessment of the coronary artery disease and for guiding revascularization decisions.
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Studying the heart using computational models has gained wide attention over the last decade. A large
focus area has been the improvement of coupled electromechanical models and their efficient numeri-
cal treatment. Electromechanical models, including biophysically detailed mechanisms for excitation-
contraction coupling, mechano-chemical, and mechano-electrical feedback, are important candidates to
investigate, for example, the mechanisms underlying arrhythmias in diseased hearts. However, these
investigations require simulations of full cardiac cycles at the organ-level, which, despite advances over
the last years, remain very expensive from a computational standpoint. In order to improve the perfor-
mance of fully coupled electromechanical simulations we present a novel, general, space-time adaptive
framework using the finite element method and an adaptive Godunov-type operator splitting. Since
the required element size and time step length for the electrical subproblem are an order of magnitude
smaller than for the mechanical subproblem, we nest the mesh for solving the electrical problem into the
mesh for solving the mechanical problem. Further, we utilize adaptive refinement of the electrical mesh
to drastically reduce the total computational cost during depolarization, while being able to capture the
electrical wavefront with high accuracy. Additional speed-up is gained by using a novel time-adaptive
operator splitting scheme [1], where the time steps of the electrical problem are nested into the time step
of the mechanical problem, which remains constant. The presented framework also utilizes an augmenta-
tion of the local adaptive time stepping by Qu and Garfinkel [2]. Verification and work-precision studies
are carried out and a study on a realistic biventricular rabbit model with measured microstructure [3] is
presented, suggesting a speed-up of more than an order of magnitude while preserving high accuracy.
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Delivery of life-saving drugs through injection to the subcutaneous space has increased rapidly, in 
part due to the introduction of auto-injector devices [2]. Auto-injectors are a convenient method for 
self-administering a medication. In an auto-injector, a syringe containing drug is accelerated by a 
pre-compressed spring which drives the needle into the skin and keeps the device pressed into the 
skin during the drug injection process. In contrast to manual injection, speeds during auto-injection 
can be up to 1-10m/s. Additionally, while there have been various efforts characterizing the fracture 
of skin and subcutaneous tissue at constant speeds [2], auto-injectors are characterized by complex 
dynamics which have only recently been studied in detail [3].   
 
Here we present a computational model of auto-injection biomechanics. We capture fracture 
initiation, propagation, and frictional contact between fracture surfaces and needle with a cohesive 
zone model. A 3D model and an equivalent pair of 2D plane-strain models are presented. Skin and 
subcutaneous tissues are modelled as hyper-viscoelastic. To calibrate the model, data from 
experiments on constant needle insertion from the literature are reproduced using a combinatorial 
optimizer. Inferred elastic and fracture parameters from the optimization are further compared to 
values reported in the literature, independently of the needle insertion data. With a validated model, 
we fully couple the dynamic fracture model to a validated nonlinear model of an auto-injector [3]. 
The coupling is done through a user material subroutine in the finite element package Abaqus that 
calls the auto-injector model and passes the reaction force at the needle as input; it then retrieves 
the kinematics of the needle and enforces them in the finite element simulation.  
 
The computational model is used to conduct a comprehensive parametric study in which both 
material properties and auto-injector parameters are varied. A crucial finding from this parametric 
study is that pre-compression by a base-plate imparts strain energy to the system, some of which is 
used in crack formation, reducing the force for injection. This observation in the model aligns with 
previous experimental work at constant needle speeds [2]. Finally, a comprehensive sensitivity 
analysis is carried out after replacing the expensive finite element model with an efficient yet 
accurate Gaussian process surrogate. This analysis is the basis for future design iterations that can 
robustly produce desired injection dynamics under uncertainty.  
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Soft biological tissues are characterized by different cell types and extracellular matrix 
constituents. Structural proteins, such as collagen and elastin, are the most important ones among 
the extracellular components from a mechanical point of view. Collagen fibers exhibits a wide 
orientation distribution with the function of micromechanical reinforcement for the tissue. A 
striking characteristic of living soft tissues is their tendency to maintain a preferred non-stress-
free mechanical state, namely mechanical homeostasis [1]. Growth and remodeling, which refer 
to change in mass and internal structure in living soft tissues, are crucial mechanobiological 
processes in developing healthy tissue and in several pathological conditions. Growth and 
remodeling, driven by biomechanical stimuli deviating the system from its homeostatic state, are 
essential to restoring mechanical homeostasis. Therefore, developing models that account for 
growth and remodeling is crucial to increase the insight into connections between biology and 
mechanics and understand the evolution of diseases. 
The present work aims to develop a statistics-based approach to describe growth and remodeling 
in soft tissues with wide orientation distribution of fibers. Starting from the homogenized 
constrained mixture theory [2-3] and using the concept of mechanical homeostasis [1], we 
propose a probabilistic description of the fiber-mass evolution law. This description accounts for 
a statistical distribution of collagen fibers [4], assuming that new fibers are deposited according to 
a specific statistical law. We demonstrate that our framework can reproduce growth and 
remodeling behavior as observed in soft tissues with a statistical distribution of fiber orientations 
under uniaxial and biaxial loading [5]. 
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Cardiovascular diseases represent one of the leading causes of death worldwide. This motivates the de-
sire for minimally invasive procedures, reducing the risk of operative complications during arterial and
coronary repairs, and accounts for the success of treatment procedures such as balloon angioplasty for
stenotic arteries. Nevertheless, the occurrence of post-operative complications such as leakage, migra-
tion, restenosis, etc. frequently necessitates follow-up surgeries. The reasons for these complications are
not fully understood yet. This motivates computational simulations as a tool to enhance the understand-
ing of the underlying causes.

Computational simulation of such biomedical problems are rather complex and necessitate large system
sizes to adequately capture important phenomena. Motivated by the research of Tambača et al., who
utilized the benefits of 1-dimensional beam theory to efficiently simulate the behavior of coronary stents
and observed a good agreement with full-dimensional models at a fraction of the system size [1], we
follow the concept of modeling stents using geometrically exact beam theory. It becomes clear that not
only the behavior of the stent but especially global effects of its interaction with the arterial wall and the
flow around it is of interest.

This talk will demonstrate the use of highly efficient 1-dimensional stent models based on geometrically
exact beam theory with a special focus on the stent’s interaction with 3-dimensional continuum equations
via mixed-dimensional modeling approaches as proposed in [2, 3].
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Cardiac tissue primarily consists of interconnected cardiac cells which contract in a synchronized manner
as the heart beats. Most computational models of cardiac tissue, however, homogenize out the individual
cells and their surroundings. This approach has been immensely useful for describing cardiac mechanics
on an overall level, but gives very limited understanding of the interaction between individual cells and
their intermediate surroundings. Several models have been developed for single cells, see e.g. [1, 2]. In
this work, we extend the mechanical part of these frameworks to a domain representing multiple cells,
allowing us to investigate cell-matrix and cell-cell interactions. We present a mechanical model in which
each cell and the extracellular matrix have an explicit geometrical representation, similar to the elec-
trophysiological model presented in [3]. The strain energy functions are defined separately for each of
the intracellular and extracellular subdomains, while we assume continuity of displacement and stresses
along the membrane. Active tension is only assigned to the intracellular subdomain. For each state, we
find an equilibrium solution using the finite element method. We explore passive and active mechanics
for a single cell surrounded by an extracellular matrix and for small collections of cells combined into
tissue blocks. The explicit geometric representation gives rise to highly varying strain and stress patterns.
We show that the extracellular matrix stiffness highly influences the cardiomyocyte stresses during con-
traction. Through large-scale simulations enabled by high-performance computing, we also demonstrate
that our model can be scaled to small collections of cells, resembling small cardiac tissue samples.
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Slime molds develop macroscopic pulsating networks able to modify their structure in 
response to the environment. Despite their relative simplicity and the lack of a neural system, 
these organisms can move, solve mazes, sense nutritious or toxic agents at a distance, and 
even memorize periodic events. Recent studies have revealed that slime mold's pulsating unit 
— at the small scale — relies more heavily than previously thought on the feedback between 
the mechanical properties of the membrane, cytoplasm and chemical kinetics. However, the 
capacity to understand and replicate the emergent behavior at the level of the whole organism 
remains a challenge. We establish here a theoretical and computational framework to explain, 
quantify and reproduce how this feedback between macroscopic features and local tuning of 
mechanical properties determines an emergent coordinated response of the network morphology. 
These networks have the ability to grow, survive, or die in the presence of different 
concentrations of nutrients, and to redistribute them thus optimizing its proliferation. We 
propose a phase-field scalar variable to represent the network matrix evolution, and a 
diffusive-advective process for the nutrient distribution. This framework enables high fidelity 
simulations of slime molds in the three-dimensional space, which are challenging due to the 
coupled physics involved, high-order partial differential equations, and the existence of a highly 
complex evolving geometry. We support our simulations with experiments on a particular slime 
mold (Physarum polycephalum). The emergent properties of these organisms are similar in nature 
to tissues with transport networks, and can play a central role in wound healing, metastasis 
formation, or embryology. This investigation is a road to the microstructural design of active soft 
matter, object of interest in many fields of engineering and science.      
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The Steklov-Poincaré problem was previously considered in the artery lumen and wall setting with a
single interface. Here the analysis is expanded to incorporate solute behavior in the presence of a fixed-
volume, solid, simple stent. In this geometry, a third domain is added to the two-domain structure of
wall and artery. Through this intersecting domain volume setting there are three interfaces: lumen-wall,
stent-lumen, and wall-stent.
Steady-state incompressible Navier-Stokes equations are used to explain the behavior of blood through
the lumen, while advection-diffusion dynamics are considered for the solute mechanics across the lumen,
wall, and stent. Having a fixed blood velocity value, Steklov-Poincaré decomposition of the advection-
diffusion equations is applied locally to each of the interfaces. To unify these instances on a global scale,
their overall intersection is explored in a smaller manifold, reducing the problem to one previously solved
by Quarteroni, Veneziani, and Zunino. [1]
Through finite element analysis (FEM), the solution is discretized and found to be convergent. Finally,
computational simulations of one, three, and five stent rings of different thickness, placed between
straight and curved volumes of inner and outer cylindrical meshes, were performed using NGSolve,
confirming the convergence of the solution and its relation to the coarseness of the mesh.
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In this work, a MPS-FEM coupling method is developed for the simulation of fluid-structure
interaction problem, where the multi-resolution moving particle simulation (MPS) method is
developed for the fluid flows and the finite element method (FEM) is employed to account for
structural deformation. By using the multi-resolution MPS method, the fluid area is divided into
sub-domains with different particle spacing, and an average effective radius is applied to assure
the accuracy and stability. Besides, a modification is made for the kernel function to guarantee the
interaction force calculation between interface particles. Then the developed multi-resolution
MPS method is coupled with the FEM for fluid structure interaction simulation, where the
interface force is calculated by using a volume function. By using the volume function,
interaction between structures and fluid particles with different particle spacing can be solved
easily, and there is no matching requirement between particle spacing and finite element size.
Numerical examples are simulated to verify the effectiveness of the multi-resolution MPS method
and the coupling scheme. Finally, the developed MPS-FEM coupling method will be used for the
simulation of flapping flight.
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Flying insects power and control their flight by flapping their wings. By controlling their 
aerodynamic forces and torques, they can precise and agile aerial manoeuvres. From an 
engineer’s perspective, their closed-loop, the flight control system depends on an overarching 
external mechanical ‘frame’ consisting of wings and thoracic shell, which is actuated by an 
internal system consisting of flight muscles and a complex nervous system [1]. Insect flights are 
diverse but robust relying on the integration of different flexible structures including wings, 
exoskeletal elements, wing-hinges, musculoskeletal elements, and sensors. In this talk I will 
highlight the recent advances in computational modelling of biomechanics in insect-inspired 
flapping flight systems with a focus on how they can offer a powerful and feasible tool to unravel 
a passive and active mechanism (PAM) strategy, i.e., how these flexible structures work 
interactively and complementarily to achieve a systematically efficient and robust flapping-wing 
dynamics and aerodynamics as well as flight control in various natural environments.  
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While hovering flight has been the main subject associated with flapping-wing aerodynamics, 
considering staying a particular point in space is very rare for most flying insects, unsteady 
aerodynamics and energetics associated with forward flight remain poorly understood yet. Here 
we address a computational fluid dynamic (CFD)-based study of flapping aerodynamics and 
energetics in hawkmoth forward flight over a broad range of flight velocity. We build up a wing-
body morphological model of hawkmoth Manduca Sexta and mimic the realistic wing-body 
kinematics based on experimental data which enables trimmed forward flights in various forward 
flight velocities based on a genetic algorithm embedded with a CFD-driven aerodynamic model. 
Flapping forward flights are simulated with a high-fidelity CFD solver, capable of achieving 
precise prediction of complex vortical dynamics, both cycle-averaged and transient aerodynamic 
force, torque and power with a variety of flying motions and wing-body kinematics. Through the 
visualization of near- and far-field vortical structures, we examine the leading-edge vortex 
(LEV)-based mechanisms and wake topologies as well as their correlations with aerodynamic 
force production in various flight speeds. While the intense LEVs owing to flapping wings are 
responsible for creating most of the aerodynamic force, the body-based vortex induced by wing-
body interaction is verified capable of augmenting the vertical force production up to 10% of the 
insect weight at fast velocities. The aerodynamics and energetics are further investigated in a 
broad parameter space in terms of aspect ratio, wing-to-body mass ratio and reduced frequency. 
The time-averaged body-mass-specific mechanical power exhibits a J-curve with increasing flight 
velocity, with a low level of power-consumption at most velocities but relatively high costs in 
hovering and the top velocity. The realistic wing-to-body mass ratio points to an obvious 
inflection in the power curve and high-AR wings can enhance the LEV production with the 
spanwise wing morphology matching its formation. Our results thus provide an overall 
understanding of the aerodynamics and energetics in various forward flights of hawkmoth, which 
may provide a potential design guideline for biomimetic flapping micro aerial vehicles. 
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Fluid-structure-acoustic interaction problems are becoming more popular with the recent development of
computational technologies. This numerical study focuses on developing efficient fluid-structure acous-
tic interaction solvers to examine birds flights. In particular, we will investigate the noise in flipping
wings and experiment with some noise mitigation techniques that birds use. The work present in this pa-
per is mainly about the development and validation of numerical methodologies. Capturing sound waves
in a numerical simulation is challenging, as the length scale of sound waves is significantly smaller than
that of aerodynamic fluctuations of macro variables. Thus, selecting an appropriate methodology is crit-
ical in aeroacoustic simulations. To improve the efficiency of the solving process, the lattice Boltzmann
method (LBM), which describes the evolution of mesoscale velocity distribution functions, based on
free-streaming and collision is used. LBM is intrinsically suitable for acoustic simulations, due to the
simple nature of the solution process, large spatial resolutions and efficiency with parallel simulations.
There are many different versions of LBM with distinct collision operations. The recursive and regu-
larized (RR) BGK collision operator, which was developed based on higher-order Hermit polynomials
was used to improve the numerical stability. For computations, a truncated domain is generally used.
The perfectly matched boundary condition was employed at the outer domain, avoiding the nonphysical
sound wave reflections. To model the fluid-solid interface of fluid-structure interaction problems, the
widely used immersed boundary method was used. The von Neumann analysis was conducted investi-
gating the stability of the regularised LBM. It was found that the accuracy and stability of the regularised
LBM were improved, when the collision operator was computed from the Hermite polynomials up to
4th order instead of the 2nd order. In addition, two benchmark cases: the propagation of an acoustic
monopole and point source and the sound generated by a stationary cylinder in a uniform flow were con-
ducted, as validation studies. Predictions given by the IB-regularised LBM showed a good agreement
with numerical simulations and analytical solutions reported in previous publications, demonstrating the
capability of the IB-regularised LBM presented in this study for acoustic problems. Using the methods
presented here, we will investigate the duty of separated wing-tips in noise mitigation of bird’s flights in
future.
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The fluid-structure interaction (FSI) in case of a live-sized dragonfly staying in the vortex street is
investigated by numerical simulations. The vortex street is generated by a circular cylinder. A
dragonfly model is placed on the downstream centerline of the bluff cylinder at various distances
away from the center of the cylinder with considering effects of wing phase difference and wing
pitching. The overset grid technology is adopted to simulate the dragonfly flapping motion. The
Navier-Stokes equation in the arbitrary Lagrangian-Eulerian form is solved by coupling with the
kinematics equation. Cases including stationary position with and without wing deformation are
investigated. These results numerically found that, under proper conditions, the vortices can help
raise the thrust force or vertical force without expending any energy of its own. This observation
is also significant in the development of low-drag energy harvesting devices, and in the energetics
of dragonfly clinging on long and thin pond vegetation.
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Bioinspired designs that imitate animals and plants' movements, behaviors, characteristics, 
appearance, or structure have attracted much attention due to their unique properties and potential 
applications to micro aerial vehicles. Examples include birds or insects, which can generate thrust 
and lift through flapping-wing systems [1]; wind-dispersed seeds and fruits with lightweight and 
flight organs such as wings that can extend the flight time and range [2]. In addition, when the 
Reynolds number is low, this type of flight mechanism can improve the shortcomings of current 
fixed-wing aircraft and may be used in topographic surveys, disaster relief operations, and military 
activities.  
 
The flight mechanism of winged seeds only requires simple geometrical changes, unlike insects or 
birds, requiring neuromuscular control for driving [3] to reduce its descent speed. In this paper, 
inspired by the Dipterocarpaceae winged seeds, we use our newly-invented three-winged origami 
paper seeds as a model system to study the falling speed and rotation period of such bioinspired 
devices. We use origami winged seeds because their wing shape and angle can be readily changed 
to understand how they affect the flight. We changed the three-winged model's wing inclination 
angle, measured with respect to the horizontal plane, between 30-50 degrees. We found that when 
the inclination angle is smaller, the paper seeds tend to rotate at high speed and have a longer falling 
time in the free-fall experiment. This result is consistent with our numerical simulation. In addition, 
we found that the angle of the paper seeds oscillated periodically during the falling process from 
the simulation result. We also designed and assembled a vertical wind tunnel so that the three-
winged model can fly in a specific range within the tunnel, facilitating the observation of the 
relationship between wing vibration, rotation period, and terminal velocity during flight. 
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The Kutta-Joukowski (KJ) theorem is usually used to estimate the lift from the wake in 
experimental measurements of free-flight animals. However, the KJ theorem may lead to 
puzzling results when it is applied to estimating the lift from the unsteady wakes [1]. We 
investigate this problem by using three prevalent flapping rectangular wing models [2], where the 
unsteady wakes are obtained by numerically solving the Navier-Stokes equations at low Reynolds 
numbers. The evolution of the wake and the unsteady lift generated by the flapping wing models 
are analysed in details. The limitations in applying the KJ theorem to flapping wings are 
quantitatively examined by using a simplified lift model for unsteady viscous flows [3]. It is 
found that neither the unsteady nor the time-averaged lift coefficient is correctly predicted when 
the parameters for the KJ theorem are selected according to the widely accepted ways in the 
literature.  
 
We propose a vorticity-centroid wake width model based on the vortex impulse theory to improve 
the prediction to the lift. The proposed model computes the effective span width based on the 
vorticity centroid width of the wake, in which the evolutionary effects of the complex vortex 
structures in the wake is taken into account. When the vorticity-centroid wake width is used, the 
KJ theorem gives a good prediction to the time-averaged lift. Furthermore, we investigate the 
phase difference of unsteady lift caused by the quasi-steady assumption of the application of the 
KJ theorem to the flapping flight and quantitatively link the phase difference to the local fluid 
acceleration. We show the phase difference can be corrected by using an added mass lift model. 
The proposed model can be used to estimate the lift from the velocity and vorticity on a Trefftz 
plane in the wake. This work is helpful to clarify the error in estimating the lift of flapping flight. 
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In Mars exploration, rovers often suffered from rugged areas such as cliffs and dunes, which are opera-
tionally hazardous and could be very challenging to investigate. The success of the first small helicopter,
Ingenuity, by NASA has a significant impact for its demonstration that the device with rotary wings could
fly in a low-Reynolds-number regime on Mars [1]. However, we consider a flapping-wing micro air ve-
hicle (FWMAV) promising on Mars because the flapping flight is efficient in the low-Reynolds-number
regime, at least on the Earth, as birds and insects take advantage of various unsteady mechanisms to
achieve flight [2]. The biggest challenge for its development is an appropriate understanding of a flap-
ping flight with flexible wings, which is significantly complicated because flexible flapping wings can
undergo large-scale deformations due to the effects of wing inertia and the aerodynamic forces exerted
by the surrounding atmosphere. Fluid–structure interaction (FSI) analysis is a powerful tool for accu-
rate investigations, but it usually has a very high computational cost, making it challenging to perform
necessary parametric studies for practical designing. An efficient FSI analysis method is required. On
Mars, whose atmospheric density is around 1% that of Earth, aerodynamic forces have a relatively small
influence on wing deformation and may even be negligible in some cases. We thus investigate the relative
contributions of the inertial force of a flapping wing and the aerodynamic forces exerted by the surround-
ing Martian atmosphere using a two-way coupled FSI simulation [3], and identify the conditions under
which the aerodynamic forces are negligible. Then, we develop a computationally efficient one-way cou-
pled FSI analysis system based on the interface-capturing method to design a flexible flapping wing for
Mars exploration [4]. Under the obtained conditions, we perform parametric studies on flexible flapping
wings in the Martian environment with multiple aerodynamic parameters, various kinematic parameters,
and material properties of the wing. We conclude that an FWMAV with a payload of around 5 g can fly
for more than 1 minute for the maximum density of the Martian atmosphere.

REFERENCES

[1] NASA Jet Propulsion Laboratory, https://www.jpl.nasa.gov/missions/ingenuity
[2] C. P. Ellington, C. van den Berg, A. P. Willmott, A. L. R. Thomas, Leading-edge vortices in insect

flight, Nature 384 (6610) (1996) 626–630.
[3] G. Hong, S. Kaneko, N. Mitsume, T. Yamada, S. Yoshimura, Robust fluid–structure interaction

analysis for parametric study of flapping motion, Finite Elem. Anal. Des. 183-184 (2021) 10349.
[4] K. Kawakami, S. Kaneko, G. Hong, H. Miyamoto, S. Yoshimura, Fluid–structure interaction anal-

ysis of flexible flapping wing in the Martian environment, Acta Astronaut. (2022) accepted.

733



Fluid-Structure Interaction Design of Insect-Inspired Flapping Wings with 2.5-Dimensional 
Structure
Daisuke Ishihara, Vinay Shankar and Minato Onishi

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

 Fluid-Structure Interaction Design of Insect-Inspired Flapping 
Wings with 2.5-Dimensional Structure 

 
Daisuke Ishihara1*, Vinay Shankar2, and Minato Onishi3 

1 Department of Intelligent and Control Systems, Kyushu Institute of Technology, 
680-4 Kawazu, Iizuka, Fukuoka, 820-8502, Japan, ishihara.daisuke399@mail.kyutech.jp 

2 Department of Computer Science and System Engineering, Kyushu Institute of Technology, 
680-4 Kawazu, Iizuka, Fukuoka, 820-8502, Japan, shankar.vinay374@mail.kyutech.jp 

2 Department of Computer Science and System Engineering, Kyushu Institute of Technology, 
680-4 Kawazu, Iizuka, Fukuoka, 820-8502, Japan, oonishi-m@solid.mse.kyutech.ac.jp 

 
Key Words: Insect Flapping Flight, Fluid-Structure Interaction (FSI) Design, Insect-Inspiration, 
2.5-Dimensional Structure, Computational Biomimetics, Passive Mechanism, Flapping Motion, 
Feathering Motion, Design Window (DW), Micromachining, Nano Air Vehicle (NAV) 
 
 
A flight device for insect-inspired nano air vehicles (NAVs) can use the fluid-structure interaction 
(FSI) to create the characteristic motions of flexible flapping wings. This design concept or the 
FSI design will be essential for further miniaturization of NAVs, since it will reduce the 
mechanical and electrical complexities of the flight device. 
 
In this study, an insect-inspired flapping wing with a 2.5-dimensional (2.5-D) structure is 
proposed using a computational approach for the FSI design [1], which consists of the direct 
numerical modelling of the strongly coupled FSI, the dynamic similarity framework, and the 
design window (DW) search. The proposed wing uses the passive mechanisms of both the 
flapping and the feathering mimicking actual insects. This wing can be fabricated using 
micromachining techniques based on the photolithography because of the 2.5-D structure. 
 
The proposed wing consists of the flexible wing membrane, the leading-edge beam, and the plate 
spring at the base connected to a micro actuator. The membrane and spring lead to the FSI-cause 
of the feathering motion [2] and the resonance in the flapping motion, respectively. These 
motions are strongly coupled with each other. Hence, the direct numerical modelling of the 
strongly coupled FSI is essential in the performance evaluation of each design solution. 
 
The flapping frequency and the lift force are taken as the design parameter and the objective 
function, respectively. An existing area of satisfactory design solutions or the DW [3] is searched 
such that each design solution in the DW can generate a sufficient lift force. In our future work, 
the manufacturable solutions will be selected from the DW, and they will be fabricated using the 
micromachining technique. 
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Insects are impressive creatures due in part to their small size and agile flight maneuvers [1]. 
Additionally, butterflies can be highly efficient fliers, as evidenced by monarchs having the 
longest migration amongst insects [2]. To begin uncovering the complex mechanisms enabling 
monarchs to migrate roughly 80 million times their average body length, high-fidelity modeling 
tools must be developed. These tools must consider the distinguishing features of monarchs – 
their low flapping frequency, high Reynolds number (amongst insects), large wings relative to 
their body, low wing loading, flexibility of their wings, and the highly coupled interplay between 
the instantaneous wing aerodynamics and dynamic body response.  
 
Many high-fidelity models have been used for the study of butterfly flight to date [3–5]. 
However, most have neglected the passive wing pitching arising from butterfly’s flexible wings. 
Here, we propose a framework that tightly couples the effects of all three physics solvers using a 
dynamic relaxation scheme. As such, the highly nonlinear interplay between fluid, body, and 
passive wing dynamics is efficiently accounted for in each time step. We apply the model to the 
free flight of monarch butterflies, resulting in stable motion for many periods without any 
controller. Analysis of the vortex dynamics resulting from the unsteady aerodynamics coupled to 
the large rotations and undulations of the body will be presented. 
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Characteristic deformations are observed in many species of insects. Especially, cambering in the 
flapping wings plays an important role in increasing their aerodynamic efficiency [1]. Mimicking 
the cambering in insect-like flapping wing nano air vehicles (FWNAVs) will increase their flight 
performance. It seems that the cambering is caused by the aerodynamic and wing’s inertial forces 
(passive cambering) because of the lack of interior muscles in insect’s wings. It is important to 
determine the relative importance of their forces in the passive cambering, which will provide an 
insight for the further development of insect-like FWNAVs. 
 
Hence, in this study, the relative importance of the aerodynamic and wing’s inertial forces in the 
passive cambering is determined using the fluid-structure interaction (FSI) analysis framework 
for insect’s flapping wings. This framework consists of (1) a pixel wing model, which consists of 
a structured mesh using shell finite elements [2], and can simulate the passive cambering as well 
as the passive feathering, (2) a projection method [3, 4], which splits the simultaneous equation 
system for the FSI into two equilibrium equations and a pressure Poisson equation, and (3) the 
FSI nondimensional parameters [5], which can measure the dynamic similarity between the 
model flight and the actual insect flight. 
 
It is shown from a numerical example using the flight data of small insects that the aerodynamic 
force is the basis of the passive cambering, and the wing’s inertial force enhances it. In our future 
work, this understanding will be used in the design of insect-like FWNAVs. 
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A considerable number of recent studies have been conducted on a numerical simulations for flapping-
wing flight of a bird and an insect as a fluid–structure interaction (FSI) phenomenon. Numerical methods
to deal with moving boundaries in FSI analysis can be categorized into tracking and capturing methods.
However, the tracking method may generate distorted mesh for fluid domain, which makes the calculation
unstable, because the flapping motion is associated with a large deformation, movement, and contact of
boundaries. On the other hand, the capturing method can not maintain high-resolution boundary layer
meshes for the moving boundary layers, resulting in low accuracy.
To overcome these challenges, we have extended s-version of FEM (SFEM) [1] to FSI analysis. SFEM
has been studied mainly in the field of structural mechanics. In addition, we propose a new method to
achieve both robustness of fluid meshes for moving boundaries and high resolution in a local domain. In
this framework, we apply structured meshes based on interface capturing method to the entire domain.
Higher resolution arbitrary Lagrangian–Eulerian (ALE) meshes based on interface tracking method are
superimposed on the boundary layers and the surrounding area which require high spatial resolution.
In addition to conventional Gauss quadrature, SFEM requires Gauss quadrature for partly superimposed
finite elements with different basis functions. In SFEM, it is well known that using Lagrange polynomials
as the basis functions leads to discontinuous integrand which reduces the accuracy. To solve this problem,
many studies have been conducted to improve the integral accuracy by decomposing integral domains
[2], but all of them are computationally expensive. In this study, we use 2nd-order B-spline function as a
basis function of the structured mesh in order to make the integrand continuous and improve the integral
accuracy while reducing computational cost. Numerical benchmark tests using manufactured solutions
are presented to validate the numerical accuracy. Finally, the proposed method is applied to the coupled
problem of flapping-wing flight.
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The effects of wing kinematics on both normal forward flight and escape flight of a dragonfly [1] 
are numerically investigated. A Navier-Stokes-based numerical model has been adopted and 
results substantiated by experimental data [2]. To shed light on the interplay between kinematics 
and aerodynamics, a parametric study of the kinematics has been conducted. It is found that in 
escape flight the dragonfly can generate additional lift while redistributing some of the thrust as 
well however to the expense of overall efficiency that drops by 13%. Compared to the normal 
forward flight, the escape mode produces larger force peaks along with higher wing loading and 
corresponding to more pronounced wing deformation. In escape flight wing-wing vortex 
interactions and downwash effects increase lift as result of mostly the changes in flapping 
positional angle. Regarding the phasing of the wings, in comparison with the force change caused 
by angle of attack variation, the influence of the phasing between fore- and hind-wing in escape 
flight is secondary. On the other hand, the change of angle of attack played a major role in 
facilitating the aerodynamic performance of normal forward flight by affecting the formation and 
orientation of the wing bound vortexes and directing momentum. With appropriate combination 
of phase and angle of attack of fore- and hind-wings, the relative magnitudes between the thrust 
and the lift vary. The results can help develop flight control strategies for micro scale air vehicle 
design.  
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Stress urinary incontinence (SUI), i.e., “the complaint of involuntary loss of urine on effort or 
physical exertion or sneezing or coughing” is prevalent in adult women. Pelvic floor muscle 
(PFM) strength components have been positively associated with continence (1). Stronger 
abdominal muscles contraction is associated with higher Intra-abdominal pressure (2). From a 
biomechanical perspective, woman with stronger abdominal muscles would need stronger PFM to 
maintain continence. 
 
PFM strength (cmH2O) and PFM endurance (s) were assessed by manometry. Peak torque of 
trunk flexor muscles (Nm), Maximal Expiratory Pressure and Maximal Inspiratory Pressure 
(cmH2O) were used as a surrogate measure of superficial abdominals, deep abdominals, and the 
respiratory diaphragm strength, respectively.  
 
The sample comprised 48 healthy women aged 19 to 49 years with normal Body mass index. 
Thirty-four were continent and 14 had SUI symptoms. The majority were nulliparous (n=42; 
87.5%) and reported regular physical exercise/sport practice (n=35; 72.9%). No differences were 
found between continent and incontinent women in the reported variables (p>0.05). Regarding 
PFM function variables, there was no statistically significant differences in maximal strength 
between continent and incontinent: 62.7 cmH2O (95% CI: 53.8 - 71.6) versus 62.6 cmH2O (95% 
CI: 45.3 -80.0) p=0.725, strength: 51.9 cmH2O (95% CI: 44.7 - 59.0) versus 55.0 cmH2O (95% 
CI: 40.5 -69.5) p=0.964, and endurance 52.9 s (95% CI: 36.0 - 69.8) versus 57.2 s (95% CI: 23.7 - 
90.6) p=0.812, respectively. Differences were found in abdominal cavity muscles strength 
between continent and incontinent: superficial abdominals 105.9 Nm (95% CI: 96.4 - 115.4) 
versus 128.5 Nm (95% CI: 115.7 - 141.2) p=0.005, deep abdominals 62.9 cmH2O (95% CI: 55.6 - 
70.2) versus 76.2 cmH2O (95% CI: 65.0 - 86.4) p=0.028, and Diaphragm 61.4 cmH2O (95% CI: 
53.8 -69.0) versus 73.4 cmH2O (95% CI: 64.1 - 82.7) p=0.048. 
 
In this sample, no differences were found in PFM strength components between groups. Women 
with SUI had stronger abdominal cavity muscles strength than continents. 
Should PFM strength components be considered in relation to abdominal muscles strength when 
evaluating women with SUI? 
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During a normal vaginal delivery, the muscle cells propagate electrical signals throughout 

the uterine wall, which will result in a synchronized set of uterine contractions and resting stages 
[1]. An uncoordinate uterine activity may change the uterine contractions pattern and impact fetal 
and maternal health [2]. There are many uterine activity abnormalities identified by the specialists, 
such as precipitate labor, excessive frequency of contractions (tachysystole), excessive contraction 
duration, excessively short resting intervals, among others. 

The main goal of this work is to investigate the maximum principal stress distribution and 
the collagen fibers stretch in the uterine tissue during a vaginal delivery with (i) a normal 
contraction pattern, (ii) excessively short resting intervals and (iii) excessively uterine high 
frequency (tachysystole). 

A biomechanical model comprising a fetus and a uterus was developed and an electro- 
chemo-mechanical constitutive model that triggers uterine contractions was implemented and 
validated with literature findings. The normal contraction pattern was defined with a contraction 
time of 80s and a resting time of 60s, while for the excessively short resting interval the contraction 
time was maintained, and the resting stage was shortened to 20s. Finally, the tachysystole was 
characterized by a contraction time of 55s and a resting stage of 35s. 

Generally, the excessively short resting intervals exhibit higher average maximum principal 
stresses during the contraction and resting stages, lower average fibers stretch values in the 
longitudinal direction, and higher stretch in the circumferential direction. This indicates that more 
intense uterine contractions will be created, which my interfere with the fetal oxygenation, since 
higher contractions tend to compress the uterine vessels. On the other side, the tachysystole exhibit 
generally lower stress values during the uterine contraction and higher stress values during the 
resting stages, higher stretch in the longitudinal direction and lower stretch in the circumferential 
direction. Once more, oxygenation deficiency may be detected, since the uterine muscle does not 
have time enough to rest, leading to higher stresses at the end of each resting interval. 
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Childbirth can be a mechanically traumatic event. The impact of the fetal position on women and neonates is
considerable, with high rates of birth trauma associated with occipito-posterior (OP) positions [1]. The main
goal of this study is to analyze the influence of a persistent OP malposition on the maternal pelvis and pelvic
floor, with the mother assuming a flexible-sacrum birthing position.

A finite element model was used to simulate vaginal delivery in the vertex presentation. The mother’s model
includes the pelvic floor muscles (PFM), hip bones, sacrum, coccyx, and main pelvic ligaments [2, 3]. The
movement of the coccyx around the sacrococcygeal joint is allowed, to mimic maternal positions in which the
weight of the body is off the sacrum. The fetus is composed of the skin, skull, brain, sutures, and fontanelles
[4]. Two simulations were performed in Abaqus® software to mimic the fetus in occipito-anterior (OA) and
OP positions. To evaluate the effect of distinct fetal positions, the stretch, maximum principal stresses, and
coccyx rotation were analyzed.

The maximum principal stresses were measured at different paths of the PFM and were higher for the OP
position. The major difference was an increase of 55.20% in the OP position compared to the OA. The
coccyx rotation in the OA and OP positions was, respectively, 0.98º and 2.17º. The fetus has more difficulty
progressing in the OP position since the maximum muscles’ stretch is achieved at a later stage.

Childbirth is a complex biomechanical process that can put both mother and fetus at risk of injuries. The
maximum principal stresses obtained indicate that the muscles are subjected to higher stresses in the OP
position at the instant of maximum stretch. These results demonstrate that the OP is more demanding for
the PFM, corroborated by previous numerical and clinical studies [5]. Furthermore, in the OP position the
coccyx needs to rotate twice as much as the OA position for the fetus to progress. In clinical terms, the OP
position appears to be more demanding for the mother’s pelvis. To conclude, the current work demonstrates
that the OP position can be harmful to the pelvic floor muscles during a flexible-sacrum maternal position.
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Despite being a natural physiological event, childbirth is a very complex process that can have a 
negative impact on women. Childbirth-related trauma impacts millions of women and babies 
worldwide [1]. Pelvic floor muscle injury, both micro and macrotrauma, has an incidence of 10-
36%, and anal sphincter injury of 4-6.6% [2]. Pelvic floor injuries are exacerbated by fetal 
malposition, such as persistent occiputposterior (OP) position, which is estimated to affect 1.8-
12.9% of pregnancies [3]. Childbirth-related trauma plays an important role in the development of 
pelvic floor dysfunction, and diagnosis rates at the time of injury are still poor [4]. 
 
The biomechanical aspects of childbirth are still not entirely understood; as such, computer 
models aim to improve current knowledge by evaluating mechanical aspects during vaginal 
delivery, such as stress, strain, forces and contact pressures. A 3D biocomputational model 
previously developed to simulate vaginal deliveries was used in our studies, including the mother 
and the fetus [5]. The birthing process is a complex physiological phenomenon, so it is important 
to have a representative anatomical model to perform accurate biomechanical simulations. From 
our studies, we realized that the OP position induces a greater increase of the anteroposterior 
diameter. Furthermore, the maximum value occurs at a higher location in the birth canal 
compared to the normal position (occiputanterior, OA). This need for longer stretches at an earlier 
time of fetal descent can be a reason for prolonged second stage of labor in case of fetal 
malposition. The OP position is more demanding for the pelvic floor muscles than the OA 
position, corroborated by clinical studies [5]. On the other hand, the OP position was considered 
biomechanically favorable to the fetus since it suffers less head deformations. The molding index, 
which evaluates the variation of predefined diameters of the fetal head, shows significantly lower 
values for the OP position compared to the OA position. 
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The uterosacral (USLs) and cardinal ligaments (CLs) are the primary pelvic structures that provide 
apical support to the upper vagina and uterus [1]. The impairment of these connective tissues is 
strongly associated with pelvic organ prolapse (POP), namely the uterine prolapse, that has long 
been studied [2]. The prevalence of POP, which is now up to 41.1%, is likely to increase due to 
improvements in overall healthcare and increase life expectancy [3].The synthetic implants are used 
for the reconstructive surgery of POP, but severe complications associated with their use have been 
reported, mainly related to their mechanical properties. 
In this study, we mimicked a transvaginal reconstructive surgery to repair/replace the apical 
ligaments (USLs) and CLs), by modeling, after their impairment and/or total rupture, respectively. 
The implants to reinforce/replace these ligaments were built based on literature specifications and 
their mechanical properties were obtained through uniaxial tensile tests. Additionally, the effect of 
mesh anchoring technique (simple stitch and continuous stitch) was analyzed. 
The absence/presence of the synthetic implant was simulated when total rupture of the CLs and 
USLs occurs, causing a variation of the vaginal displacement (9% for the CLs and 27% for the 
USLs). The simulations also showed that there was a variation of the supero-inferior displacement 
of the vaginal wall between different anchoring techniques, being approximately of 10% for the 
simulation USLs and CLs implant. 
The simulation was able to mimic the biomechanical behavior of the USLs and CLs, in response to 
different anchoring techniques, which can be help improving the outcomes of the prolapse surgery 
in the future. 
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The intracellular transport process plays an important role in delivering essential materials 
throughout branched geometries of neurons for their survival and function. Many 
neurodegenerative diseases have been associated with the disruption of transport. Therefore, it is 
essential to study how neurons control the transport process to localize materials to necessary 
locations. Here, we develop a novel optimization model to simulate the traffic regulation 
mechanism of material transport in 3D complex geometries of neurons. The transport is 
controlled to avoid traffic jam of materials by minimizing a pre-defined objective function. The 
optimization subjects to a set of partial differential equation (PDE) constraints that describe the 
material transport process based on a macroscopic molecular-motor-assisted transport model of 
intracellular particles. The proposed PDE-constrained optimization model is solved in complex 
tree structures by using isogeometric analysis (IGA). Different simulation parameters are used to 
introduce traffic jams and study how neurons handle the transport issue. Specifically, we 
successfully model and explain the traffic jam caused by reduced number of microtubules (MTs) 
and MT swirls. In summary, our model effectively simulates the material transport process in 
healthy neurons and also explains the formation of a traffic jam in abnormal neurons. Our results 
demonstrate that both geometry and MT structure play important roles in achieving an optimal 
transport process in neuron. 
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In this study, a 3D-1D-0D multiscale method is developed for simulating pulmonary airflow. Airflow
in the respiratory bronchioles and alveoli were calculated by a two-phase mixture model (0D) coupled
with the lung deformation. The terminal bronchioles were approximated by a pipe model (1D) which
is connected with the 0D lung parenchyma. Such strong coupled 0D-1D system is solved by finite
element method. For the airflow inside the trachea and bronchus, a three dimensional (3D) computational
fluid dynamics analysis was performed by finite volume method based on the real bronchial geometry
extracted from CT images (3D). The multi-scale respiratory simulation system was realized by satisfying
the mass and momentum conservation law. In addition, the continuous condition of pressure was also
ensured at the terminal nodes of the 1D airways and the corresponding mesh central points of 0D mixture
solid. The coupling between 3D bronchus and 1D terminal bronchioles is conducted by transferring the
information of the flow rate and pressure between the 3D bronchial terminal’s outlets and the connected
1D bronchioles inlets. Such data transfer is performed by a serial staggered fashion. Therefore, the
overall 3D-1D-0D coupling algorithm belongs to the class of two-way weakly coupling type. The results
showed the same changed lung volume with the volume of inhalation flow, which demonstrated the mass
conservation condition. Moreover, to consider the effect of airway deformation on the airflow patterns,
we extracted the displacements of airway wall from the elements of surrounding lung parenchyma. A
dynamic mesh method was then employed to describe the temporal and spatial nodal displacements of
the whole 3D airway domain. The results indicate that the airway deformation has an apparent influence
on the airflow structure in the respiratory system.
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The recent development of physics-informed deep learning (PiDL) that leverages domain 
knowledge and physical prior has shown promise in solving physical problems in many 
science and engineering fields. In most existing PiDL works (e.g., physics-informed 
network, or PINN), physics prior knowledge is mainly utilized to inform or constrain the 
training process of the network by incorporating known governing equations into the loss 
function in a soft manner. However, the mathematical understanding of the system has 
not been fully leveraged, for example, in network architecture design. In this work, we 
develop a novel physics-informed deep learning architecture for predicting 
spatiotemporal dynamics. The network construction, layer connections, and output 
constraints are based on the discretized structure of the governing partial differential 
equations (PDEs). The learned model can be used as a parametric surrogate model for the 
fast prediction of spatiotemporal dynamics, facilitating UQ analysis in high-dimensional 
complex systems. We will demonstrate the proposed method on cardiovascular 
biomechanics, where the geometries of the problems are complex and irregular. In 
particular a statistical generative model for 3-D patient-specific shapes will be 
constructed based on a handful of available baseline patient geometries. An unsupervised 
shape correspondence solution is used to enable geometric morphing and a compact 
geometric design space can then be constructed by the statistical generative shape model. 
With the fast surrogate model, we demonstrate its application in shape optimization and 
UQ analysis in a massively scalable manner.  
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The motion of human musculo-skeletal (MSK) systems result from a complex interaction 

of the neural signals that activate the muscles leading to forces produced by the length 

and velocity changes from the contraction of muscle tendon units. These forces produce 

torques at the joints (joint kinetics), updating the joint angles and velocities (joint 

kinematics) resulting in the controlled movement of the human MSK system. In practise, 

for analysing the motion of a specific subject, the muscle activation can be estimated by 

using surface electromyography (EMG) signals whereas the muscle tendon force 

generating properties can be obtained by using parameterised hill-type models. These 

parameters are identified by solving an optimization problem with given motion capture 

data, in which the algorithms for calibration can be computationally expensive. In this 

work, a physics-informed data-driven framework for parameter identification of human 

MSK systems is proposed, where neural networks enhanced with physics-based 

constraints are employed. Specifically, residuals of governing differential equations are 

penalized in the loss function for a more robust system identification procedure satisfying 

the underlying physics, such as both joint kinetics and joint kinematics. The proposed 

framework is examined by identifying parameters in muscle models given subject 

specific EMG and motion data, where the identified parameters of the subject are then 

compared against physiological estimates. Future work to enhance the framework using 

continuum level muscle-tendon behaviours as well as medical imaging data is also 

highlighted. 
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Shear stress in medical devices such as ventricular assist devices and microfluidic devices can 
be significantly higher than physiological range, leading to damage of cells. Under these high 
shear stresses, cells experience sublytic damage, which is temporary pore forms allowing 
cellular content to release or outside agent to delivery in, or in more critical cases, complete 
rupture and apoptosis of cell. Cell damage can cause serious problems like anemia, 
arrhythmias, stroke for hemolysis of red blood cells, or immune response for white blood 
cells. However, transient cell damage is also widely used for intracellular delivery of drugs 
and agents into cells, yet the underlying mechanics is not well understood. We developed a 
cellular model of cell damage through multiscale modelling and experimental 
characterization. This a bottom-up cellular model, in contrast with the present continuum 
approaches, is not device-dependent, thus can predict cell damage and agent delivery in any 
device. At the continuum scale, computational fluid dynamics (CFD) simulations are used to 
get the shear stress history of individual cells passing. Mesoscale fluid-structure interaction 
simulations is performed to determine the critical threshold of pore formation and geometrical 
characteristics of pores under various loading conditions. Coarse-grained molecular dynamics 
(CGMD) simulations of pore formation in a membrane patch that explicitly includes both 
lipid bilayer and cytoskeleton particles are used to develop the subcellular damage model.  
The critical strain and dynamic process of pore formation under physiologically strain/shear 
rates are quantified.  The cell damage and intracellular delivery are found to be a function of 
shear stress and exposure time. Finally, the cell damage during squeezing through microfluid 
channels of various widths and length was studied experimentally. The simulated cell damage 
agrees well with experimental results. 
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Radiofrequency catheter ablation (RFCA) is an effective treatment for various types of cardiac arrhyth-
mias [1]. However, constitutive models of RFCA lack a reliable three-dimensional microstructural repre-
sentation of the tissue. In the present work, we propose a novel transverse isotropic thermo-hyperelastic
constitutive model of the myocardium fully coupled to the thermo-electrical problem arising from the
RF procedure. We account for the local anisotropy in the thermo-electrical conduction mechanisms
and employ a three-state cell death model including mechanical damage. We implemented a two-way
coupling between the mechanical and heat transfer model at the constitutive level through the multiplica-
tive decomposition of the deformation gradient. A thermoelastic equation for the heat transfer model,
consistent with generalized thermodynamics-based constitutive theories [2], is further advanced. We
numerically solved the multiphysics problem within an idealized tissue domain, adopting a mixed finite
element scheme augmented by a constant power constraint for the RFA procedure. Remarkable results
include: (i) the elliptically-shaped thermal lesions; (ii) stiffening of the tissue; (iii) a residual tensional
state due to damage accumulation. These results offer compelling evidence for enhanced predicting ca-
pabilities of RFCA numerical models, including microstructural features of the tissue and multiphysics
coupling with the clinical procedure. We discuss future developments, including viscous dissipation and
generalized remodel theories, as well as an extensive clinical validation that is foreseen to confirm the
application of our approach to device design and therapeutic optimization.
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Adherens junctions (AJs) are protein complexes at the cell-cell interface that withstand mechanical 
forces and maintain tissue structure. They also regulate intracellular signalling for cell growth, 
division and death. Proper adherens junction structure and function is therefore critical for tissue 
development. Adherens junction dysfunction causes cancer metastasis. Deciphering the molecular 
regulators of adherens junctions is challenging partly because of complex interactions between 
mechanical forces and chemical signals within the junction. Unravelling the interactions would 
help identify potent targets for cancer therapies and also help advance technologies like bioprinting 
and regenerative medicine.  
 
AJs involve extracellular bindings between cadherin molecules and intracellular interactions 
between cadherins and the actin cytoskeleton. Both cadherin and actomyosin cytoskeletal dynamics 
are reciprocally regulated by mechanical and chemical signals, which subsequently determine the 
strength of cell-cell adhesions and the emergent organization and stiffness of the tissues they form. 
However, an understanding of the integrated system is lacking.  
 
We present a new mechanistic computational model of intercellular junction maturation in a cell 
doublet to investigate the mechano-chemical crosstalk that regulates AJ formation and homeostasis. 
The model couples a 2D lattice-based model of cadherin dynamics with a continuum, reaction-
diffusion model of the reorganizing actomyosin network through its regulation by Rho signaling at 
the intercellular junction. We demonstrate that local immobilization of cadherin induces cluster 
formation in a cis less dependent manner. We then recapitulate the process of cell-cell contact 
formation. Our model suggests that cortical tension applied on the contact rim can explain the ring 
distribution of cadherin and F-actin on the cell-cell contact of the cell-doublet. Furthermore, we 
propose and test the hypothesis that cadherin and F-actin interact like a positive feedback loop, 
which is necessary for formation of the ring structure. Different patterns of cadherin distribution 
were observed as an emergent property of disturbances of this positive feedback loop. We discuss 
these findings in light of available experimental observations on underlying mechanisms related to 
cadherin/F actin binding and the mechanical environment. 
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In this talk we propose a novel coupled poroelasticity-diffusion model for the formation of extracellular
oedema and infectious myocarditis valid in large deformations, manifested as an interaction between
interstitial flow and the immune-driven dynamics between leukocytes and pathogens. The governing
partial differential equations are formulated in terms of skeleton displacement, fluid pressure, Lagrangian
porosity, and the concentrations of pathogens and leukocytes. A similar model with applications in
morphogenesis is also discussed.

A five-field mixed-primal finite element scheme is proposed for the numerical approximation of the
problem, and we provide the stability analysis for a simplified system emanating from linearisation. We
also discuss the construction of an adequate, Schur complement based, nested preconditioner. Numerical
tests exemplify the properties of the new model and of the mixed schemes.
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One-dimensional blood flow modeling has proven to be a powerful tool to capture flow and 
pressure waveforms in complex vascular networks. Despite its computational efficiency, the 
existing developments are still far from achieving real-time, especially in large vascular networks, 
and keeping in mind the large number of time steps required to model a single cardiac cycle. 
Additionally, one-dimensional models typically rely on the use of 0 D lumped parameter models 
to capture the effect of the truncated vasculature at each of the model outlets. This turns into dozens 
of parameters to be estimated at the patient-specific level. Overall, this still results in 
computationally intensive simulation pipelines, incompatible with the stringent clinical time frame. 
 
In the last years, a wealth of techniques have been proposed to accelerate computational physics 
simulations via machine learning. These techniques fall into two large groups. From one side, non-
intrusive reduced-order modeling techniques, which typically use a (sufficiently) large dataset of 
simulations to extract, via proper orthogonal decomposition, intrinsic similarities of the solutions 
and project them into a lower-dimensional space. Then, machine learning (neural networks, 
Gaussian process regression) is used to find the nonlinear relationship between model parameters 
and the solution on the reduced space. On the other side, physics-informed machine learning is 
based on building a neural network architecture aimed to replace the computational physics model 
via enforcing the satisfaction of the driving physical laws. More recently, techniques that combine 
the two approaches have also been proposed. 
 
Whereas these techniques are very promising, their relative advantages and disadvantages remain 
unclear. This work aims at comparing different machine learning-based reduced-order modeling, 
physics informed machine learning, and hybrid methods for accelerating one-dimensional blood 
flow simulations. The methods will be compared in terms of accuracy of the predicted solution, the 
satisfaction of the underlying physical laws, required offline training time, and computational 
speed-up in the on-line evaluation. To do so, a set of models based on idealized and patient-specific 
geometries will be used to extract relevant conclusions. 
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Background and Purpose. Moyamoya disease (MMD) is a progressive steno-occlusive 
cerebrovascular disease leading to recurrent stroke. There is a lack of reliable biomarkers to 
identify unilateral stroke MMD patients who are likely to progress to bilateral disease and 
experience subsequent contralateral stroke(s). We hypothesized that local hemodynamics are 
predictive of future stroke and set out to noninvasively assess this stroke risk in pediatric MMD 
patients.  
 
Methods. MR and X-ray angiography imaging were utilized to reconstruct patient-specific 
models of the circle of Willis of 6 pediatric MMD patients who had previous strokes, along with a 
control subject. Blood flow simulations were performed by using a Navier-Stokes solver within 
an isogeometric analysis framework. Vascular regions with a wall shear rate (WSR) above the 
coagulation limit (> 5000 s-1) were identified to have a higher probability of thrombus formation, 
potentially leading to ischemic stroke(s). Two metrics, namely, “critical WSR coverage” and 
“WSR score”, were derived to assess contralateral stroke risk and compared with clinical follow-
up data.  
 
Results. In two patients that suffered a contralateral stroke within two months of the primary 
stroke, critical WSR coverages exceeding 50% of vessel surface and WSR scores greater than 6x 
the control were present in multiple contralateral vessels. These metrics were not as conclusive in 
two additional patients with 3-to-5-year gaps between primary and contralateral strokes. 
However, a longitudinal study of one of these two cases, where a subsequent timepoint was 
analyzed, accurately predicted disease stabilization on the primary stroke side and an elevated 
contralateral stroke risk, thus indicating that post-stroke follow-up at regular intervals might be 
warranted for secondary stroke prevention. 
 
Conclusions. WSR-based metrics could be predictive of future stroke risk after an initial stroke in 
MMD patients. In addition, more accurate predictions may be possible by performing patient-
specific hemodynamic analysis at multiple timepoints during patient follow-up to monitor 
changes in the WSR-based metrics 
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We are interested in learning reduced-order models for cardiovascular applications from high-
fidelity 3D simulations. We are motivated by the fact that traditional physics based reduced-
order models—e.g., 0D and 1D models—can suffer from loss of accuracy in complex geometries
(featuring, for instance, many bifurcations and/or pathological conditions such as stenoses)
[1]. We first consider a combined domain-decomposition and Proper Orthogonal Decomposition
(POD) approach; here, the target geometry is approximated by simple geometrical building
blocks equipped with a low number of basis functions for velocity and pressure. In [2], we show
that this approach is accurate in approximating velocity, pressure and wall-shear stress, and leads
to significant speedup (at least 10 times) with respect to the Finite Element Method (FEM). We
also consider a machine learning method trained on a large dataset of high-fidelity simulations
available in the Cardiovascular Biomechanics Computational Lab at Stanford University, the
Vascular Model Repository (VMR). We develop a surrogate 1D solver based on graph neural
networks (GNNs) by following a strategy similar to that presented in [3]. In each timestep of our
method, the GNN encodes, processes and decodes the flowrate and pressure values located at the
nodes on the centerline of the cardiovascular model and outputs the updated state of the system.
We will present comparisons with standard 1D reduced-order and high-fidelity simulations and
highlight the strengths and challenges of our approach.
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Coronary artery disease is characterized by a narrowing or stenosis in the vessel. Fractional flow reserve
(FFR), a measure of stenosis severity, is the pressure gradient across a stenosis and is measured by
an invasive and technically challenging procedure. Developing a computational method to estimate
FFR avoids risks associated with this procedure; however high-fidelity (3D) models are computationally
expensive and impractical for real-time diagnosis. Low fidelity models based on 1D nonlinear theory
are computationally inexpensive[1], but cannot fully characterize the complexities of the flow across
a stenosis. In this project, we aim to develop a reduced order model (ROM) capable of accurately
describing the complexities of flow across a coronary stenosis.

An ensemble of precomputed solutions can be represented on a graph, where each node is a separate
boundary value problem. This allows the use of nonlocal calculus to calculate the terms for a library of
candidate operators[2]. The terms we choose to include in the candidate library are based on techniques
such as polynomial expansion of the quantities of interest. We also include terms based on existing mod-
els of the pressure gradient across a stenosis[3]. Terms from this library are eliminated through stepwise
regression until the loss reaches a Pareto front. The new model is identified as the most parsimonious
one on the Pareto front.

To validate this approach, we started with a problem with a known analytical solution, laminar flow
through a pipe. We successfully recovered the known model for the pressure gradient, i.e., Poiseuille
flow. The methods presented are a preliminary proof of concept for generating a reduced order model
using a graph theoretic approach. These methods will be used for models of increasing geometric com-
plexity, from a tapered pipe, to an idealized stenosis, to a more realistic stenosis with curvature.
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Technological advances in medical imaging and computer simulations have made it possible for us to
better understand the cardiovascular system. Even though there are several morphologies of the aortic
cusps in the native anatomy of a healthy heart, the leaflets always match the sinuses of Valsalva. Recent
studies have shown that the mechanism of aortic leaflet closure is correlated with the formation of the
vortices in the sinus of Valsalva. These vortices allow the cusps to open and close while exerting a fluid
dynamic control mechanism that positions the cusps away from the aorta wall, and the slightest reversed
flow in the ascending aorta will close the valve [1]. Bioprosthetic aortic valve interventions change the
hemodynamic behaviors of the heart and the formation of these vortices. While there have been efforts
to design asymmetric frames to better match the aortic annulus, the effect of sinus-matching leaflet
design has not been investigated. In this work, we present a comprehensive framework for designing
axially asymmetric/symmetric stented prosthetic aortic valves and aortic roots using parametric geometry
and Fluid-Structure Interaction (FSI) analysis [2, 3]. We investigate the effects of a sinus-matching
leaflet design in an axially asymmetric aortic valve configuration and compare it to the conventional
axially symmetric leaflet design. We look at the orifice and coaptation areas quantitatively and the vortex
formations qualitatively. This framework can be ultimately used to design optimal bioprosthetic aortic
valves that match the sinus geometry for a given patient, leading to better hemodynamic performance of
the left cardiac system.
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Optimization and uncertainty quantification (UQ) have been receiving an increasing 
amount of attention in computational hemodynamics. However, existing methods based 
on principled modeling and classic numerical techniques have faced significant 
challenges, particularly when it comes to complex 3D patient-specific shapes in the real 
world. First, it is notoriously difficult to parameterize the input space of arbitrarily 
complex 3-D geometries. Second, the process often involves massive forward 
simulations, which are extremely computationally demanding or even infeasible. We 
propose a novel deep learning solution to address these challenges and enable scalable 
geometric UQ and optimization. Specifically, a statistical generative model for 3-D 
patient-specific shapes will be constructed based on a handful of available baseline 
patient geometries. An unsupervised shape correspondence solution is used to enable 
geometric morphing and a compact geometric design space can then be constructed by 
the statistical generative shape model. In order to build a fast forward map between 
geometric input space to the solution space of functional information, we propose a 
supervised deep learning solution. With the fast surrogate model, we ran test cases to 
demonstrate its application in shape optimization and UQ analysis in a massively scalable 
manner.  
.  
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Modelling thrombosis with numerical simulations remains as a challenging task [1] consisting of multi-
physics, multiscale, and complex fluid dynamics with fluid-structure interactions. In this work, we focus
on the problem of identifying the mechanical properties of developed thrombi within blood vessels, using
the dynamics of the interface between blood flow and thrombi.

A viscoelastic porous medium was assumed for the thrombus because of its fibrous network. The fluid-
structure interaction between the thrombus and blood flow was modelled in the Eulerian reference frame
using the Cahn-Hilliard and Navier–Stokes equations [2]. Two biomechanical properties of the thrombus,
specifically the permeability and viscoelastic modulus, was identified with an inverse model using a
twin experiment approach. Synthetic results were first generated with a prescribed permeability and
viscoelastic modulus, and then second an optimiser was employed for minimising the difference between
the simulated and synthetic thrombus interface. Such a method of parameter identification has previously
been used elsewhere, including for describing temperature-dependent lava rheology [3].

We discuss the sensitivity of biomechanical properties to the thrombus dynamics, and the robustness of
the inverse method by adding noisy data to imitate experimental uncertainties. Finally, we compare our
results with recent work using physics-informed neural networks [4].
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Despite numerous advances in diagnosis and treatment, cardiac disease (CD) remains the leading cause
of death in the United States. Prevention and early diagnosis of CD often requires monitoring of the
heart itself. Monitoring is typically accomplished through echocardiographic (i.e., cardiac ultrasound)
screening due to its accessibility, cost-effectiveness, real-time capabilities, and demonstrated prognostic
value.

Identifying and evaluating biomarkers for CD depends on efficient segmentation and analysis of echocar-
diographic images. Processing these images can be time-consuming, expensive, and error-prone due to
reliance on expert human technologists and radiologists. Automation of MR and CT image processing
using deep learning has shown significant promise, but processing of volumetric ultrasound data has
lagged behind other modalities due to its lower signal-to-noise ratios, lower image contrast, bone and
gas image artifacts, and organ boundary uncertainty. For example, open-source image-to-analysis toolk-
its like SimVascular can automatically process cardiac MR and CT images [2], but this functionality is
not supported for echocardiographic data [3].

In this talk, we will present ongoing work in our comprehensive investigation of automatic segmentation
methods for 3D and 4D echocardiographic images [1]. We will show how these echo segmentations
can serve as patient and mouse-specific geometry in blood-vascular and blood-heart simulations in Sim-
Vascular. Then, we will present novel regional geometric and biofluidic biomarkers of cardiomyopathy
obtained from mouse and human data sets.
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Fluid-particle interaction phenomena in complex domains are prevalent in many physiological and biomed-
ical applications. One important application concerns the transport of emboli in a large artery, where
the complexity of embolic particle dynamics and their interaction with complex pulsatile flow structure
inside large arteries renders significant challenges in predicting the transport of such particles. This
problem is particularly important for arterial embolisms, where knowledge of embolus transport to ma-
jor blood vessels helps in diagnosis and treatment planning for stroke and other major cardiovascular
diseases. Despite several existing approaches to handle two-way coupled fluid-particle interaction, si-
multaneous coupling for a multi-particle system in a complex physiological flow domain remains a chal-
lenge. In this work, an implementation of a coupled fluid-particle interaction algorithm for a complex
multi-particle system is presented. The two-way coupled fluid-particle interaction is resolved using an
immersed finite element method in which the particle domain is represented as a Lagrangian mesh mov-
ing on top of a fixed Eulerian fluid mesh [1, 2]. This allows for the fluid mesh to be generated indepen-
dently from the solid structure, thereby simplifying the meshing process for multi-particle systems. The
no-slip condition and interaction force at the fluid-particle interface is enforced using a mesh-to-mesh
interpolation via finite element basis function transformation. Support size on which the fluid-structure
interaction force is applied is commensurate with size of elements touching the particle domain and
therefore optimal in an element-wise sense. Each immersed inertial particle is treated as a discrete el-
ement interacting with other particles or domain boundaries. In this presented work, particle-particle
and particle-wall interactions are handled using a Hertzian elastic body collision model. Results from
two canonical particle-laden flows problems are presented to validate the implementation, followed by
simulations for a two-way coupled embolus transport simulation inside a physiologically realistic vessel.
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We present recent advancements on multiphysics and multiscale models for the numerical simulation of
the whole cardiac function. In particular, we detail our contributions to cardiac electromechanics of the
ventricles and then of the whole heart. Specifically, we couple state–of–the art models for the electro-
physiology of the tissue, mechanical activation at the cellular level, and the passive mechanical response
of the muscle, thus yielding a coupled electromechanical problem within the active stress paradigm. Our
multiscale model for cardiac electromechanics accounts for miscroscopic active force generation at the
cellular level by means of model order reduction based on Machine Learning algorithms. In addition,
our 3D electromechanical model is coupled with a 0D, closed-loop model of the systemic and pulmonary
blood circulations, other than of the other cardiac chambers. We consider the space approximation of
the Partial Differential Equations therein involved by means of the Finite Element method. We numer-
ically solve the coupled electromechanics problem by exploiting intergrid transfer operators, as well as
partitioned–staggered schemes for realizing the numerical coupling. We present and discuss numerical
simulations, obtained in the high performance computing framework, of cardiac electromechanics prob-
lems in the human heart, both in physiological and pathological conditions. Finally, we also present a
Machine Learning method that enables real-time numerical simulations of cardiac electromechanics.

This project has received funding from the European Research Council (ERC) under the European Union
Horizon 2020 research and innovation programme: grant agreement No 740132, iHEART – “An inte-
grated Heart Model tor the Simulation of the Cardiac Function”, 2017–2022.

REFERENCES

[1] Dede’, L., Quarteroni, A. and Regazzoni, F. Mathematical and numerical models for the cardiac
electromechanical function. Atti Accad. Naz. Lincei Cl. Sci. Fis. Mat. Natur. (2021) 32: 233–272.

[2] Piersanti, R., Regazzoni, F., Salvador, M., Corno, A.F., Dede’, L., Vergara, C. and Quarteroni, A.
3D-0D closed-loop model for the simulation of cardiac biventricular electromechanics. arXiv
(2021) 2108.01907.

[3] Quarteroni, A., Dede’, L., Manzoni, A. and Vergara, C. Mathematical Modelling of the Human
Cardiovascular System: Data, Numerical Approximation, Clinical Applications. Cambridge Uni-
versity Press, (2019).

762



Quantifying the Range of Mechanical Stimuli from the Severity and Duration of Aortic Coarc-
tation that Prevents Permanent Vascular Remodeling
Jamasp Azarnoosh, Arash Ghorbannia and John LaDisa

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Quantifying the Range of Mechanical Stimuli from the Severity and 
Duration of Aortic Coarctation that Prevents Permanent Vascular 

Remodeling  
 

Jamasp Azarnoosh Ph.D.1*, Arash Ghorbannia M.S. 2, John F. LaDisa Jr. Ph.D.3  
1 Medical College of Wisconsin, 53226, jazarnoosh@mcw.edu 

2 Medical College of Wisconsin and Marquette University, 53226, aghorbannia@mcw.edu 
3 Medical College of Wisconsin and Marquette University, 53226, jladisa@mcw.edu 

 
Key Words: Coarctation of the aorta, Congenital cardiovascular defects, Hypertension, Fluid-
structure interaction 
 
Coarctation of the aorta (CoA) is one of the most common congenital cardiovascular (CV) defects. 
Surgical repair of the coarctation is used to enhance lifespan from CV morbidity [1], but life 
expectancy is still lower than normal mainly due to refractory hypertension (HTN) even after 
successful treatment [2]. The current treatment guideline of a peak-to-peak blood pressure gradient 
(BPGpp) ≤20 mmHg implemented clinically has revealed irreversible changes in arterial structure 
and function, yet revised guidelines have not been proposed [3]. Prior studies have been limited to 
older ages so the temporal evolution of mechanical stimuli at younger ages driving irreversible 
vascular remodeling are unknown [2]. We hypothesize that excessive coarctation-induced 
mechanical stimuli over time lead to changes in structure and function in the aorta and its branches, 
ultimately manifesting as HTN. The main objective of this work is to define specific ranges of 
mechanical stimuli from the severity and duration of CoA that prevent permanent remodeling 
(structure and function). Following IACUC approval, rabbits were exposed to BPGpp severities 
≤10, 11-20, and >20 mmHg for 1, 3, or 20 weeks by varying the severity and duration of CoA using 
permanent, dissolvable, and rapidly dissolvable sutures tied around the aorta at the sight CoA most 
often presents clinically. Longitudinal fluid-structure interaction (FSI) simulations over age were 
conducted in SimVascular (simvascular.github.io) using geometry and boundary conditions 
measured empirically for each group. Elastic modulus at younger ages was estimated in the 
simulation tuning process based on diameter variation from the systolic and diastolic phases 
measured during ultrasound imaging. Mechanical stimuli were then characterized including blood 
flow velocity patterns, medial tension, strain, and wall shear stress (WSS) indices. Preliminary data 
show vascular alternations such as thickening, stiffening, and dysfunction in the proximal region 
above the coarctation with increasing severity and/or duration of CoA. For instance, results for 20-
week CoA with severity ≤10 suggest an increase in wall tension with age of ~10%, which drives 
changes in thickening and function. Upon quantification of mechanical stimuli from all groups, 
these methods will reveal the specific range of mechanical stimuli that avoid permanent vascular 
remodeling from CoA. The current work may then be implemented clinically via imaging and FSI 
modeling as part of protocols that limit the likelihood of HTN in CoA patients.  
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This study introduces a novel wall shear stress (WSS) estimation method for 4D flow magnetic 
resonance imaging (MRI). The method improves the WSS accuracy by using the reconstructed 
pressure gradient and incorporating the flow-physics constraints of the conservation of mass and 
linear momentum to correct the velocity gradient estimation. The method was tested on synthetic 
4D flow data of analytical Womersley flow and flow in cerebral aneurysms. The proposed method’s 
performance was compared to the state-of-the-art method based on smooth-spline fitting of the 
velocity profile [1] as well as the WSS calculated from uncorrected velocity gradient. The proposed 
method improved the WSS accuracy by as much as 100% for the Womersley flow and reduced the 
underestimation of mean WSS by 39% to 50% for the synthetic aneurysmal flow. The method was 
further applied to in vivo 4D flow MRI data acquired in cerebral aneurysms. The predicted mean 
WSS using the proposed method was 31-50% higher than predictions using the other methods. This 
suggested improved WSS accuracy as a previous study showed that the WSS calculated from 4D 
flow MRI was underestimated by 40-60% in intracranial aneurysms due to limited spatial resolution 
[2]. The distribution of high-WSS regions predicted using the proposed method was consistent with 
patient-specific CFD results. The method was further applied to in vivo 4D flow data in aortas. The 
mean systolic WSS estimated by the proposed method was 5-8 Pa, which was 4-6 times higher than 
the results using the other methods. The range of WSS estimated using the proposed method was 
consistent with the previous CFD studies, and the predicted high-WSS regions showed an improved 
correlation with the vortical structures (VSs) at systole. The correlation between VSs and high WSS 
has also been observed in a previous investigation using CFD simulations [3]. The proposed 
pressure-gradient-based WSS estimation method improves the accuracy of WSS estimation from 
4D flow MRI data, which can help predict blood vessel remodelling and progression of 
cardiovascular diseases. 
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The mild traumatic brain injury (mTBI) is one of the most common injuries to service members 
in recent conflicts. Combat helmets have been designed and evaluated to perform against 
ballistic and blunt impact threats, but not blast threats. An optimal design of combat helmet 
considering blunt, ballistic impacts and blast effects is a key requirement to improve the head 
protection against mTBI. Combat helmets are usually designed based on costly and time 
consuming laboratory tests. Computational models can offer insights in understanding the force 
transmission through the head-helmet system into the brain and underlying mechanism of brain 
injury, and help the development of effective protective design. The objective of this work is to 
develop a design approach integrating the effect of both blast and blunt threats to a helmet 
system by utilizing multi-physics computational tools and representative human head and helmet 
models. The high-fidelity computational models were used to capture the dynamic response of 
the composite shell, suspension pads, retention straps and head. We used a validated human head 
model to represent the warfighter’s head. The helmet composite shell was represented by an 
orthotropic elasto-plastic material model. A strain rate dependent model was employed for pad 
suspension material. Available dynamic loading data was used to calibrate the material 
parameters. Multiple helmet system configurations subjected to blast and blunt loadings with a 
combination of loading magnitude and orientation were considered to quantify their influence on 
brain biomechanical response. Parametric studies were carried out to assess energy absorption 
for different suspension geometry and material morphology for different loadings. The resulting 
brain responses in terms of pressure, stress, strain, and strain rate as well as the head acceleration 
were used with published injury criteria to characterize the helmet system performance through a 
single metric for each threat type. Approaches to combine single-threat metrics to allow 
aggregating performance against multiple threats were discussed. 
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Mucosa is a thin layer of nonuniform soft tissue covering bones in the oral cavity. It consists of abundant 
vasculature and nerve systems, acting as the gateway of material exchange to bone and providing important 
sensation in mastication. In the edentulous population, the residual ridge of a mandible faces significant 
risks of progressive and continuous bone loss, due to lack of mechanical stimulation from the missing teeth. 
A prosthodontic overdenture is often fitted to the mandible or maxilla to restore the masticatory function; 
but in the meantime, it exerts non-physiological loading to the mucosa beneath. While this thin soft issue 
bears and dissipates mastication forces to some extent, the compression has been found to potentially cause 
localised ischemia and inflammation with increasing hydrostatic pressures in the mucosa [1,2]. This ill-
suited biomechanical condition is believed to accelerate this unwanted residual ridge resorption (RRR) [3]. 
However, the role of the biomechanical stimulation from the soft tissue has not yet been quantified or 
separated from the natural bone loss [4,5].  

Our study recruited 8 implant-retained overdenture patients with follow-ups over 5 years, primarily aiming 
to elucidate the governing relationship between the RRR and the local hydrostatic pressure (𝜎𝜎𝐻𝐻) in the 
mucosa and then, to develop a predictive algorithm of this dynamic process. We first developed a 
computational framework for quantifying the localised bone profile changes to differentiate the natural and 
the prosthesis-induced bone loss. Patient-specific models were created from the segmented CT image sets, 
and the hydrostatic pressure distribution and changes in the mucosa was evaluated. The profile changes 
were then correlated to the local 𝜎𝜎𝐻𝐻. Our results showed the total resorption under denture compression 
was most severe (𝑝𝑝 < 0.001) during the first year with an average ridge height reduction of 0.53 ± 0.08 
𝑚𝑚𝑚𝑚. By using the resorption in the uncompressed regions as control, we found 40.6% of the resorption 
was induced by the compression onto the soft tissue. During the 2nd to 5th years, the total resorption 
gradually decreased to 0.10 ± 0.01 𝑚𝑚𝑚𝑚  per year, and the natural bone loss was the dominant. The 
correlation (R2) between RRR and the local 𝜎𝜎𝐻𝐻 varies between 0.55 and 0.57 with a power-law function, 
which has a constant term representing the natural bone loss. Based on this correlation, we can further 
develop a soft-tissue driven bone remodelling algorithm. In addition, our findings provide a biomechanical 
basis for gaining new insights into the mechanobiological responses in the soft-hard tissue interfaces to 
external forces, thereby benefiting the treatment. 
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The bone is an incredibly dynamic organ whose homeostasis emerges from the interactions between 
a large variety of resident cell types such as osteocytes, macrophages, mesenchymal stem cells, 
osteoclasts, osteoblasts, etc. These interactions are facilitated by factors and signals that help 
orchestrate bone dynamics. While purely experimental approaches have provided us with intriguing 
data and reductionistic insights, mathematical and computational models can integrate multiscale 
data and biological insights in ways that other models cannot. Here we use an agent-based model 
that captures the ecological and evolutionary features of the bone ecosystem. The models are 
hypothesis-driven and hypothesis-generating, they are parameterized with the help of experimental 
models and calibrated to capture bone’s dynamic homeostasis. This model provides us with a high 
temporal and spatial resolution view of the bone and allows us to understand not only how it can 
naturally change over time but how tumors can start (or metastasize) and how the interactions 
between the tumor cells and the bone environment shape the Darwinian dynamics that characterize 
cancer progression. With the help of this model we have studied both the initiation of multiple 
myeloma as well as prostate cancer metastases in the bone. Extending this model to consider cancer 
treatments such as proteosome inhibitors (for myeloma) and androgen deprivation therapies (for 
prostate cancer) our model can also explain the impact of the bone ecosystem in the emergence of 
treatment resistance in bone cancers. 
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Collagen mineralisation plays a critical role in the growth, development, and ageing of tissues, including 
bone and its interfaces with cartilage, ligament, and tendon. One or multiple cell groups can be involved 
in the process, depositing mineral into the collagen matrix secreted. The soft and hard components must 
maintain a delicate equilibrium in order to give rise to the highly regulated and multiscale architecture, 
thereby meeting the biomechanical demands, such as fracture resistance [1]. Disruption of the 
mineralisation process is associated with many disorders like osteosclerosis, craniosynostosis, and 
osteogenesis imperfecta. Although extensive efforts have been dedicated to studying the mechanism of 
mineralisation in the intrafibrillar and interfibrillar space of collagen [2], we still have lack of 
understanding as to how the collagen structure changes in this process as well as the response to mechanical 
loading. The recent development in polarisation-resolved second harmonic generation (pSHG) microscopy 
revealed a hierarchical arrangement of collagen fibrillar and molecular organisation [3]. This fast-scanning 
label-free method allows capturing the ultrastructural features of collagen and the responses to loading. 
 
Our study is to investigate the multiscale structural organisation and mechanical response of collagen at 
different degrees of mineralisation. We adopted turkey leg tendons, a widely and readily available model 
for studying collagen mineralisation. This avian tendon model exhibits a gradient of mineralisation in the 
same specimen. 4 fresh and unprocessed specimens were dissected from 20-week-old turkeys. The 
specimens were first imaged with x-ray absorptiometry to identify the mineralisation in the tissue. Half of 
the samples were individually mounted to a custom-built multiphoton microscope coupled with a tensile 
loading rig, on which pSHG and two-photon excitation fluorescence (TPEF) were acquired 
simultaneously. From pSHG data, the principal orientations and fibre dispersions of collagen were 
evaluated. From TPEF, the distribution and orientation of elastin were correlatively evaluated with respect 
to the collagen. The scans were performed under unloaded and statically loaded states at four regions of 
interest, namely unmineralised, fully mineralised, highly mineralised, and slightly mineralised regions. 
The changes in the orientation and dispersions of collagens were quantified. The other half of the 
specimens were scanned with x-ray diffraction on the VMXi beamline at the Diamond Light Source. This 
technique provides direct measurements of the orientations and anisotropy of collagen fibrils and mineral 
particles in specimens, as well as their changes as the responses to loading. Strong heterogeneities of 
collagen and elastin organisation were observed in both multiphoton and diffraction images, among and 
within different regions of interest along the gradient of mineralisation. The mechanical responses of the 
constituents will be evaluated as the next stage of this project. 
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The osteocyte network in bone is believed to play an important role for how bone tissues sense and
respond to mechanical stimulation. Yet, the functional adaptation of bone is often conceptualised as a
simple bone response to mechanical stimuli, such as Wolff’s law or Frost’s mechanostat [1], which are
based on purely mechanical variables and take no account of cellular aspects of the mechanical reference
state (setpoint). In this contribution, we present a theory of bone tissue sensing and adaptation based on
osteocytes to provide new understanding of the role played by osteocyte signals in bone tissue regulation.
This theory is based on prior work [2] and extends Frost’s mechanostat theory by linking the mechanical
setpoint to osteocyte properties. It further assumes that setpoint adaptation is due to the replacement
of osteocytes during remodelling. We present numerical simulations to explore how mechanobiologi-
cal response curves (Wolff’s laws) are modulated by setpoint adaptation due to osteocyte replacement
during remodelling, and by disruptions to osteocyte signals due to loss of osteocytes with age. We find
that setpoint adaptation could have significant consequences, including (i) long-term irreversibility of
mechanical sensitivity, which is relevant to exercise in age-related bone loss and to multi-mission astro-
nauts; and (ii) hysteresis in Wolff’s laws, which may be experimentally observable.
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Large mandibular defects resulted from trauma, tumour, or osteoradionecrosis represents some 
common and critical morbidity in the maxillofacial reconstruction. Using osteosynthesis devices to 
bridge the defect with fibula free flap (FFF) has become a major approach for mandibular 
reconstruction, owing to the advantages of adequate bone length, low donor site damage, and an 
abundant periosteal blood supply[1]. However, failure of these devices due to fatigue under cyclic 
loading has been recognized as a primary concern on therapeutic longevity. In this study, we 
develop a computational approach for modelling fatigue process in the reconstruction plate based 
upon the eXtended Finite Element Method (XFEM). When a reconstruction plate is placed, the 
bone would remodel itself continuously; thus, the stiffness of the prosthetic system would change 
over time [2] The crack initiation and propagation due to the excessive loads will affect the stiffness 
of the plate and consequently bone remodelling process by varying the mechanical loading transfer 
on the bone. To investigate the interaction between fatigue process and bone remodelling, we 
propose a time-dependent fatigue analysis approach by taking into account the effect of the Wolff’s 
law-based bone remodelling process. The influence of biting force measured over treatment time 
on the fatigue life of fixation plate and bone remodelling is also analysed. Under various occlusal 
loadings, the interactive effects between fatigue crack growth and bone remodelling are 
investigated to obtain some new insights into the design of prosthetic devices. This study showcases 
an effective approach for predicting fatigue failure of prosthetic devices in-silico, thereby guiding 
design optimisation of patient-specific prosthetic devices to ensure their longevity. 
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Osteonal pores in cortical bone provide highly confined spaces infilled by new bone during bone remod-
elling. The geometric crowding and spreading of new tissue material at concave and convex areas of the
bone surface induce strong geometric control on the rate of growth of new bone tissue in these pores.
A record of the differential growth rates is provided by the concentric rings of lamellae seen in the new
bone. The lamellae indicate past surface locations, and their arrangement and geometry give insights into
bone generation mechanisms [1]. However, these experimental data comprise a tangled combination of
geometric influences and cell behavioural influences of bone tissue growth.

To disentangle these influences, we build on a mathematical model of the geometric control of cells
growing new tissue, based on rigorous principles of material balance on moving boundaries [2]. The
mathematical model enables us to factor out the mechanistic influence of geometric crowding on growth
rate in the experimental data. By comparing numerical simulations of pore infilling with experimental
osteon geometries quantitatively, we gain insights into the diffusive and active/inactive behaviours of the
cells in a variety of regular and irregular osteonal pores.
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The load bearing integrity of tooth against chewing stresses within alveolar bone is most likely 
associated with instantaneous stiffness and subsequent time-dependent stress relaxation of 
periodontal ligament (PDL). Despite it comprising only thin (hundreds of microns) outer 
membrane of tooth root, PDL characteristics meet the multifunctional criterial, hence identifying 
the mechanical properties of PDL is an important insight to conceptualize new load bearing 
biomaterials and/or industrial applications. A major difficulty of this concept is lack of precise 
first-hand data of PDL at tissue level. Here we demonstrate a new nanoindentation protocol for 
PDL and its validations.
This study adopted 7-week-old male BALB/c mice as the animal subject and euthanized it in a 
carbon dioxide chamber. Immediately after the sacrifice of the animal, the hemi-mandible, 
containing three molars and one incisor, was excised and dissected at the fibrous mandibular 
symphysis. All the animal procedures in this study were developed in accordance with Guiding 
Principles for the care and use of Animals.These specimens were transversely cross sectioned 
using a microtome at the level of cervical line as well as the approximately mid-root level of the 
molars, exposing the PDL at different anatomical position for nanoindentations.
Nanoindentation tests were carried out using a quantitative nanomechanical test instrument (TI 
950 TriboIndenter, Hysitron, Inc, Eden Prairie, MN, USA). A diamond flat-end indenter with 10 
µm diameter was used for corresponding to required measurement size for fiber bundles. The 
indenter was attached to the high bandwidth transducer (nanoDMA III, Hysitron Inc.) allowing 
dynamic mechanical analysis (DMA) on PDL. The load applied to the PDL was controlled using 
a feedback closed-loop load-control algorithm for all the tests. Force-displacement curves were 
recorded under loading rates of 10 µN/s with a maximum force at 50 µN. The loading portion 
was followed by 2 sec holding with superimposed dynamic oscillations at a frequency of 200 Hz 
and displacement amplitude of 1-2 nm. The dynamic sinusoidal oscillation captures contact 
(storage) stiffness almost associated with loading strain so that storage moduli were measurable.
A validation was also carried out using a quasi-static load function, using the fast 
loading/unloading rate (50 µN/0.1s) so that elastic and viscoelastic responses can be discerned, 
since viscus portion cannot be responsible against such fast loading/unloading strains.
Both calculated storage moduli and quasi-static elastic moduli were comparable, hence
instantaneous elastic modulus of PDL at fiber bundle level is around 100 MPa irrespective of 
loading rates. Further investigation of delayed viscoelastic response with a combination of FEA
and first-hand nanoindentation data would be desirable to fully understand the nature of PDL.
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Central to the functions in load bearing and mobility, the biomechanical properties of articular 
cartilage arise due to its extracellular matrix (ECM) consisting of a collagenous network interacting 
with an interstitial fluid rich in proteoglycans [1]. The recent development in analysing the 
polarisation-dependence of second-harmonic generation (pSHG) imaging revealed hierarchical 
complexities of collagen fibrillar and intrafibrillar organisation [2, 3]. This advance technique 
allows examination of the well-known zonal variations along with the depth of the tissue across 
length scales. The fast-scanning speed also provides capability of visualising dynamic responses to 
external loading, to which both levels of structural organisation were found highly sensitive. 
However, a quantitative relationship between the collagen organisation and the mechanical 
response has not yet been established. Apart from the zonal variation, different compartments and 
regions of the joint experience different types of mechanical loading [4]. We hypothesize that the 
collagen organisation is tailored to its local biomechanical environment at different anatomical 
locations of the joint, and such organisational variation is also manifested in their susceptibility to 
injury and degenerative disease, like osteoarthritis.  
 
The overarching aim of our study is to establish a quantitative relationship between the cartilage 
structural organisation and its biomechanical function by comparing different regions of articular 
joints. A pair of bovine metacarpophalangeal (MCP) joints were acquired from a local abattoir, and 
24 explants in cuboid shapes were harvested from the medial, lateral, and patella-femoral 
compartments. We first map the longitudinal cross-section of the explants with pSHG and evaluated 
the structural variations among three zones (superficial, transitional, and deep zones) by quantifying 
the principal angles and degrees of dispersion of collagen. Next, the same specimens were mounted 
and loaded on a custom-built rig integrated with our pSHG microscope, to visualise structural 
responses under two levels of tissue strains applied at 8% and 16%. These two strain levels present 
a medium and an extreme case in normal activities, respectively. The structural responses were 
evaluated in terms of the re-orientation and re-alignment of the collagen fibrils.  
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The generic flexible-cell focus in viscoelastic flows through a contraction-expansion microchannel
is investigated by an immersed boundary-lattice Boltzmann method [1, 2]. The effects of the
fluid viscoelasticity, the initial position of the cell and the confinement of the microchannel on
the cell migration are evaluated. It is found that the migration of the cell includes two stages:
(a) the migration in the center plain and (b) the migration away from the center plain. At
stage (a), the cell may focus to one trajectory or different trajectories (from different initial
positions) depending on the viscoelasticity of the fluid and the confinement of the microchannel.
The viscoelasticity of the fluid and the confinement of the microchannel facilitate the focusing
of the cell. At stage (b), the cell focuses to a steady trajectory after a long-term migration. The
equilibrium projected trajectory of the cell (on a cross section of the microchannel) forms a ring,
and the stronger viscoelasticity of the fluid generally induces a higher equilibrium trajectory of
the cell.
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Multicellular systems–ranging from ecosystems of single-cell organisms to healthy and diseased tissues–
are dynamical multiscale systems where complexity emerges from myraid cell-cell and cell-environment
interactions. Cells can read chemical and mechanical signals in their environment, and process them
via complex intracellular networks to drive changes in their metabolism, proliferation, death, migration,
mechanical characteristics, and secretion of chemical signals to communicate with other cells [1]. Chem-
ical and mechanical signals can propagate through over fast time scales across short distances (e.g., by
contact), or over slow time scales over larger distances (e.g., by diffusion). Simulation models can act as
“virtual laboratories” to help understand these highly nonlinear systems, but cellular-scale heterogeneity
and stochasticity sometimes require that such models incorporate cell-scale behaviors and interactions.

After introducing cell-based models [2], we will describe PhysiCell [3]: an open source, cross-
platform 3-D simulation platform that models individual cells as discrete agents in complex chemical
microenvironments governed by reaction-diffusion equations. We will describe general formulations for
cell-cell interactions by contact, mechanics, and chemical communication. Using this repertoire of inter-
actions, we will explore a broad range of models including mechanics-driven arrest of cancer metastases
[4], hypoxia-driven cancer invasion [5], predator-prey systems, oscillations in cell colonies, cell special-
ization, cancer-immune interactions [6], and multiscale modeling of immune response to viral infections
[7]. We will also describe how PhysiCell can be combined with intracellular signaling models into mul-
tiscale models that span from molecular to tissue scales [8]. We will conclude by demonstrating recent
advances to create a simplified “signal-response” representation of cell-cell interactions, and to use this
to create graphical “expert-in-the-loop” model design tools for multidisciplinary teams.
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Changes in cell shapes are mostly driven by forces generated from the cytoskeleton. Recently, 
several in vitro experiments developed a synthetic cell-like system consisting of actin networks, 
cross-linking proteins, and myosin motors encapsulated by lipid vesicles or water droplets in order 
to study cell-scale behaviors facilitated by forces generated from actomyosin networks. However, 
these experiments are very hard to conduct, thus preventing exploration of wide parametric spaces. 
To overcome experimental limits and thus perform extensive parametric studies, we developed a 
novel agent-based model for a minimal cell-like structure comprised of discrete actomyosin cortex, 
osmotic pressure, and cell membrane simplified into a triangulated mesh. The cortex is coupled to 
the cell membrane to various extents via cross-linking proteins. Using this model, we found how 
cell shapes are regulated by a competition between actomyosin contractility that tends to induce 
contraction and osmotic pressure that tends to lead to expansion. We demonstrated that bulge that 
mimics cell blebs can be formed when the coupling level between the cortex and the membrane is 
intermediate. Our results provide insights into understanding how cell shapes are regulated under 
diverse conditions. 
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Cell migration is critical for many vital processes, such as embryogenesis and tissue repair, as 
well as harmful processes, such as cancer cell metastasis. In experiments, cells have been shown 
to exhibit different migration strategies based on the properties of their external environment [1]. 
For example, cells migrating through a 3D gel use myosin-driven rear contraction for motility [2].   
In [3], cells migrate using round membrane protrusions called blebs while confined between two 
surfaces, a gel and glass coverslip. Additionally, recent experiments demonstrate that cells do not 
need to adhere to the channel walls in order to migrate under confinement [4], yet it is unclear 
how traction forces are coordinated in space and time to generate motion. Dynamic 2D 
computational models of a migrating cell using intracellular pressure gradients generated by (1) 
rear contraction and (2) blebbing in a narrow channel are presented. The cell model consists of an 
elastic membrane, poro-(visco)elastic cortex, membrane-cortex adhesion, and the fluid cytoplasm.  
Evolution equations for the actin density of the cortex are included for modeling bleb retraction. 
The channel walls are modelled as rigid structures with different shapes. The model is formulated 
using the method of regularized Stokeslets [5].  Results show that the cell cannot effectively 
migrate when the cortex is modeled as a poroelastic structure using repeated cycles of either rear 
contraction or blebbing, even when the channel walls are asymmetric.  Simulation data show cells 
can migrate in symmetric and asymmetric straight channel walls only if the cortical turnover is 
included by modelling the cortex as a poro-viscoelastic structure.  
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Many fluid-structure interactions in biology involve the near-contact of elastic objects separated by a
thin layer of viscous fluid. In viscous fluids such as blood, deformable objects can acquire lift forces and
migrate away from walls, a phenomenon known as wall-induced migration [1].

Blood vessels are lined by an endothelial surface layer that has a thickness up to 1 micron. This layer
has physiological roles in fluid-solute exchange and coagulation response, and may also influence blood
flow through interactions with the suspended blood cells [2].

To simulate the interaction of red blood cells with vessel walls, we use the immersed boundary method
[3] to explore the effects on red blood cell lift of surface roughness and changes in the endothelial surface
layer thickness that arise in pathological conditions such as sepsis. Perturbations in the lift force lead to
changes in the cell free layer, which we speculate may have consequences on the spatial distribution of
platelets, which indicates potential importance of the endothelial surface layer.
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In humans, normal red blood cells (RBCs) are flexible and deformable. The extreme deformability 
allows them to squeeze through narrow capillaries without any damage. However, in many blood 
disorders, the membrane defects of diseased RBCs cause the impaired blood flow and other 
pathophysiological aspects of disease-related vascular complications. By combining dynamic 
microfluidic experiments with multiscale simulations, we investigated the biomechanical 
properties and flow dynamics of RBCs in health and disease. We showed that the RBC undergoes 
a severe deformation as it traverse microvascular passages, and the membrane defects of the RBCs 
play a crucial role in the regulation of blood flow. 
 

REFERENCES 

[1] Li, X., Peng, Z., Lei, H., Dao, M., and Karniadakis, G. E. Probing red blood cell mechanics, 
rheology and dynamics with a two-component multiscale model. Phil. Trans. Royal. Soc. A 
(2014) 372: 20130389. 

[2] Li, X., Du, E., Dao, M., Suresh, S., and Karniadakis, G. E. Patient-specific modeling of 
individual sickle cell behavior under transient hypoxia. PLOS Comput. Biol. (2017) 13: 
e1005426. 

[3] Papageorgiou, D. P., Abidi, S. Z., Chang, H.-Y., Li, X., Kato, G. J., Karniadakis, G. E., Dao, 
M., and Suresh, S.  Simultaneous polymerization and adhesion under hypoxia in sickle cell 
anemia. Proc. Natl. Acad. Sci. U.S.A. (2018) 115: 9473-8478. 

[4] Qi, X., Wang, S., Ma, S., Han, K., and Li, X. Quantitative prediction of flow dynamics and 
mechanical retention of surface-altered red blood cells through a splenic slit. Phys. Fluids. 
(2021) 33: 051902. 

[5] Wu, C., Wang, S., Qi, X., Yan, W., and Li, X. Quantitative prediction of elongation 
deformation and shape relaxation of a red blood cell under tensile and shear stresses. Phys. 
Fluids (2021) 33, to appear; doi: 10.1063/5.0071441. 

779



Modeling and Simulation of Osteocyte-Fluid-InteractionLuoding Zhu, Jared Barber, Sungsoo Na and Hiroki Yokota

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 
               

Modeling and Simulation of Osteocyte-Fluid Interaction 
 

Luoding Zhu1,*, Jared Barber1, Sungsoo Na2, and Hiroki Yokota2 

1  Department of Mathematical Sciences, Indiana University Purdue University Indianapolis,  402 
N Blackford Street, LD 270, Indianapolis, IN 46202 {luozhu, jarobarb}@iupui.edu 

2  Department of Biomedical Engineering, Indiana University Purdue University Indianapolis, 723 
W Michigan Street, SL 220, Indianapolis, IN 46202 {sungna,hyokota}@iupui.edu 

 
 
Key Words: Osteocyte, Mathematical Modelling, Lattice Boltzmann, Immersed Boundary 
 
The osteocyte is a bone cell that is responsible for mechanotransduction and guides growth 
and remodeling in bone. The cell consists of a nucleus, cytoskeleton, cytoplasm, plasma 
membrane, and numerous dendritic cellular processes. It is encased in a lacuna in the 
lacunar-canalicular network that permeates the bone matrix. The interstices between the 
cell and the bone matrix are filled with a salt-water-like fluid and the pericellular matrix 
(PCM), which consists of cell-associated proteins surrounding the cell. When the bone is 
mechanically loaded, the interstitial fluid is forced through the PCM, introducing stresses 
on the cell. Experiments suggest that those stresses and associated strains are amplified 
approximately ten-fold compared to the macroscale stress and strain that occur during 
normal motion. The mechanism of this stress amplification is not well characterized. In 
vivo experiments are challenging to conduct because of the complexity of the osteocyte’s 
microenvironment. Modeling and simulation, however, can provide a viable approach for 
shedding insights into the force amplification that occurs in the system. 
 
Here, we use two mathematical models to characterize the force amplification mechanism 
in osteocytes. In the first two-dimensional model, the osteocyte’s main body is modeled as 
a deformable ellipse composed of multiple interconnecting flexible fibers, which represent 
the membrane and the internal cytoskeleton, immersed in viscous flow, representing the 
cell’s cytoplasm/interior. The cellular processes are modeled as multiple flexible fibers 
attached to the main body that are immersed in a viscous incompressible fluid that 
represents the surrounding interstitial fluid of the lacunar-canalicular network. That fluid 
is encased in the bone matrix that is modeled as a rigid body whose wall bounds the fluid 
region. To approximate typical motion, a random set of canaliculi are modeled as outlets 
while the remaining canaliculi are modeled as inlets. We consider the influence of the 
number and geometry of the canaliculi on the wall shear and normal stress on the osteocyte 
membrane and processes. The second three-dimensional model is based on images taken 
during laboratory experiments. The osteocyte is represented as a network of connected 
tetrahedrons immersed in a viscous incompressible fluid, with different refinement levels 
for the membrane, cytoskeleton, and nucleus. Each tetrahedral edge is made of a 
deformable fiber. The model considers how stress and strain are distributed throughout the 
osteocyte’s main body when external flow exerts force on the cell.  In both models, the 
viscous flow is modeled by the lattice Boltzmann equations (D2Q9 and D3Q19) and the 
fluid-structure interaction is modeled by the immersed boundary method.  
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Mechanochemical processes play a crucial role during morphogenesis, the formation of complex 
shapes and tissues out of a single cell. On the cellular level, the actomyosin cortex governs shape 
and shape changes. This thin layer of active material underneath the cell surface exerts an active 
contractile tension, the strength of which being controlled by the concentration of force-generating 
molecules. Advective transport of such molecules leads to a complex interplay of hydrodynamics 
and molecule concentration which gives rise to pattern formation and self-organized shape 
dynamics [1,2]. 
In this talk, we present a numerical model to simulate an active surface immersed in viscous fluids. 
The cortex is modelled as a viscoelastic surface material [3], described by a freely evolving Finite-
Element grid. The dynamics are coupled to a surface concentration equation of force-generating 
molecules (actomyosin).  
We show the resulting mechanochemical patterns which emerge in different parameter 
configurations. This patterning goes along with surface and intracellular flows which drive cell 
division or cell migration, accompanied by impressive cell shape dynamics. We compare the results 
to linear stability analysis [2] and experimental data. 
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Growth is a phenomenon that occurs in almost all living cells. It is essential for important cellular events

such as organism development and cell division. In particular, Saccharomyces cerevisiae yeast has been

one of the preferred organisms for the study of growth [1]. Yeast cells polarize their growth in response

to both external and internal stimuli. In the present study, focus is made on internal ones. Being walled

cells, they possess high internal turgor pressure that allows them to grow and survive in the environment.

A theoretical and numerical modeling is derived to describe this growth. Yeasts are herein regarded as

axisymmetrical shells and, in view of their soft nature, a finite strain approcah is adopted. The kinemat-

ical choice is based on the multiplicative decomposition of the deformation gradient into an elastic part

and growth part. It is shown how continuum thermodynamics is crucial in setting convenient forms for

the coupling between stress and growth, e.g. [2]. As a modeling example, an Ogden-type constitutive

relation is used for the elastic part, and for the growth evolution, a potential is introduced that takes into

account the stress stimulation through a growth threshold and a characteristic time parameters.

The whole framework is embedded into a finite element context. For the shell kinematics, use is made

of the quasi-Kirchhoff type theory for thin shells of revolution derived in, e.g. [3]. In this case, the

meridional and circumferential strains are regarded as principal. Hence, this allows for an easy use of a

theory based on principal stretches of the Ogden-type. Representative numerical simulations are given

that show, among others, the influence of the turgor pressure as a stimulus for growth, and the influence

of the characteristic time for its kinetics.
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A thermodynamically consistent phase-field model is introduced for simulating motion and shape 
transformation of vesicles under flow conditions. In particular, a general slip boundary condition 
is used to describe the interaction between vesicles and the wall of the fluid domain. A second-
order accurate in both space and time C0 finite element method is proposed to solve the model 
governing equations. Various numerical tests confirm the convergence, energy stability, and 
conservation of mass and surface area of cells of the proposed scheme. Vesicles with different 
mechanical properties are also used to explain the pathological risk for patients with sickle cell 
disease. 
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Experiments have shown that red blood cells (RBCs) are nonuniformly distributed throughout the 
microvasculature.  With RBCs making up approximately forty to forty-five percent of blood, this 
has important consequences for transport of materials such as oxygen (carried by RBCs), 
nutrients, other cells, and drugs.  In nonuniform partitioning at diverging vessel bifurcations, 
where blood flows from one vessel into two downstream vessel branches, downstream branches 
with higher percentage flow regularly claim an even higher percentage of RBCs in that branch.  
This phenomenon plays a significant role in the earlier mentioned nonuniform distribution of 
RBCs throughout the microvasculature.   
 
While many studies have considered different aspects of partitioning, few have considered the 
effects of a protein layer that coats the vessel wall often referred to as the endothelial glycocalyx 
layer, glycocalyx, and/or endothelial surface layer (ESL).  The ESL has been increasingly 
recognized as being important with identification of its role in overall vessel flow resistance and 
in general cell adhesion to vessel walls.  Despite this increasing recognition, studies have not yet 
explicitly targeted the potential effects of this important layer on RBC dynamics during 
partitioning.  
 
To better understand how the ESL may affect partitioning, we constructed a computational model 
of RBCs passing one at a time through a bifurcation lined with a 1 micron thick ESL.  RBCs are 
represented by an interconnected set of damped springs.  The surrounding fluid is modelled using 
the Stokes flow equations. The ESL is modelled as a porous media that resists compression.  The 
system is solved using a finite element solver that couples the three systems together.  Decreasing 
the ESL's hydraulic resistivity and/or its resistance to compression generated more nonuniform 
partitioning. We also considered how ESL properties affected RBC deformation and penetration 
of the ESL. We found that decreasing the ESL's hydraulic resistivity and/or its resistance to 
compression increased RBC penetration of the ESL and, usually, decreased RBC deformation. 
We will also share preliminary results on how varying ESL properties affect RBC interactions 
with each other as they pass through a bifurcation. While all results are limited to very low 
hematocrits and a somewhat specific setting, they provide a strong start towards more fully 
characterizing ESL-RBC interactions including effects on RBC deformation dependent activity 
such as release of vasodilators and on RBC adhesion assisted clotting. 
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Nearly 20% of people in the US suffer from osteoarthritis (OA) affecting the quality of life 
through pain, functional limitations, lost earnings, anxiety, and depression – yet we still do not 
understand the cause nor progression of the disease. While mechanical stimuli helps to maintain 
the healthy status of cartilage, overloading (e.g., trauma) and reduced loading (e.g., 
immobilization) causes upregulation of catabolic cytokines and downregulation of anabolic 
growth factors resulting in morphological and mechanical changes (e.g., softening, fibrillation, 
ulceration, and erosion). Current investigations of the effects of mechanical loading on cartilage – 
including both in vitro experiments with human cartilage and in vivo animal models – fall short of 
true human physiological relevance. Current mathematical models of signalling pathways lack 
mechanical inputs, while the biomechanical models lack the effects of cytokines. Here we 
propose a novel chemo-mechano-biological mathematical model including anisotropic, 
volumetric changes affecting the load-bearing behavior of osteoarthritic cartilage.  

Leveraging our constitutive model for cartilage [1] we establish evolution equations for key 
chemical species and solid constituents [2], whereby the progression of OA results in volume loss 
normal to the articular surface [3]. We simulate six physically relevant conditions in the knee 
over 30 months: both normal walking and immobilization in health or after injury, and two 
therapeutic interventions after injury. Our model predicts homeostasis (i.e., no changes in the 
constituents or cytokines) for healthy individuals walking normally. Immobilization of healthy 
individuals increases both cytokines and loss of mass/volume of key constituents. The adverse 
effects of injury improve with normal walking but worsen with immobilization. Therapeutic 
interventions produce improvements in the mass of key constituents. Our proposed framework is 
a first step towards a new class of computational tools that consider, for the first time, the 
turnover and production of constituents and cytokines within cartilage in health and disease.  
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Osteoarthritis (OA) is a multifactorial disease characterized by cartilage degeneration [1]. In vitro 
and in vivo animal experiments show that altered mechanical loading is a driver of OA onset and 
progression [2, 3]. However, a thorough understanding of the mechanisms behind cartilage 
degenerative changes and their interactions in healthy and OA cartilage remains to be further 
elucidated. 
In the “Happy Joints” project we use in silico modelling as a bridge between in vitro and in vivo 
experiments investigating the role of mechanical loading on cartilage homeostasis. Our 
musculoskeletal computational models can estimate realistic mechanical stimuli as seen in the joint, 
as well as validate and optimize parameters used in in vitro and in vivo experimental designs. We 
implement cartilage mechano-regulatory algorithms reflecting healthy and OA cartilage biology in 
in silico models through adaptive finite element approaches [4]. These models relate the mechanical 
loading on cartilage to tissue degeneration and regeneration based on observations from in vitro 
bioreactor experiments and biological analysis. After calibration and validation with experimental 
data, the adaptive finite element models can predict cartilage tissue adaptation upon mechanical 
loading. Our adaptive modelling results show that collagen fibril degradation has a unique role in 
OA progression followed by injurious mechanical loading, as it contributes to developing a 
cartilage tissue degeneration loop once the collagen degradation has been started.  
This work relies on a multidisciplinary approach combining expertise from biology, tissue 
engineering, computational, biomechanical and clinical fields, in a new interdisciplinary research 
line called “mechanomics”. In the short term, our computational models can help reduce in vitro 
experiments and contribute to the 3Rs in animal research (replacement, reduction, refinement). In 
the long term, validated models of cartilage mechano-regulation in humans have the potential to be 
translated into a clinical setting to predict cartilage adaptation after interventions, such as tissue 
engineering approaches, surgery, exercise and drugs. 
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Atmospheric Pressure Plasma Jet (APPJ) is very promising in such that it can effectively be used 
against cancer. Plasma jet produces reactive species, ultra-violet radiation, and intense electric 
fields, which affect the functionality of biological matter, avoiding thermal damage due to the low 
APPJ gas temperature [1]. In various in-vitro and in-vivo studies, APPJ are applied either directly 
(i.e., cancer cells cultured in media subjected to APPJ) or indirectly (i.e., APPJ-treated cell media 
injected to cancers). Furthermore, APPJ can be used as adjuvant therapies with other cancer 
treatment modalities to achieve enhanced therapeutic outcomes [2]. To date, very few research 
works have investigated APPJ effect on neoplasia using in-silico models.  
 
In this work we present a novel in-silico model to simulate murine melanoma cancer cell response 
to helium APPJ or/and doxorubicin drug (DOX). The in-silico considers an agent-based 
modelling approach [3]. The model is informed by relevant in-vitro experiments on cancer-cell 
viability that provide information on cell number development during incubation, and probability 
values for apoptosis and mitosis following subjection to a plasma-conditioned medium, DOX, 
and DOX combined with APPJ. The simulations highlight the impact on cell number, apoptosis 
or/and mitosis of each treatment scenario, depending on plasma-treatment duration and DOX 
concentration. The in-silico results agree with the corresponding in-vitro data. The proposed 
modelling approach offers great potential to predicting cancer-cell behaviour upon exposure to 
APPJ or/and chemotherapeutics by quantifying cell biomechanics – this demonstrates the 
capacity of in-silico in plasma (cancer) medicine. 
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While microcracks in bone have been characterized extensively, and sub-millimeter-scale surface

fissures are well known for early to advanced osteoarthritis (OA), we recently demonstrated that
low-energy impact usually considered non-injurious can in fact cause micrometer-scale cracks in

the  collagen  network  of  human  cartilage  [1].  While  pre-clinical  OA  may  originate  with
microcracks in the network of collagen, it is likely crack propagation in the extracellular matrix

(ECM)  that  initiates  the  cascade  of  OA  degeneration.  However,  the  extent  of  microcrack
propagation  during  repetitive  mechanical  loads  to  cartilage  during  normal  daily  activities  is

unknown. Finite element (FE) models are well-established at the macro (e.g. joint) scale, but
accurate  intra-tissue modeling must  reflect  complex intra-tissue interactions.  Emerging multi-

scale FE2 methods (FE analyses augmented to derive the material behaviors from a distribution of
finer scale FE analyses) are ideally suited to bridge the joint and intra-tissue scales, but have not

yet  been  applied  to  multi-phase  fibrous  cartilage.  We combined the  theory  of  porous  media
(TPM) [2] and the FE2-method [3] (i.e. the TPM2 method) to solve 3-D, two-scale, non-linear,

coupled, and time-dependent boundary value problems for materials with porous microstructures.
We simulate, using our custom TPM2 modeling framework implemented in FEBio, unconfined

compression of cartilage explants.  Within the superficial  zone we employ new fibrous RVEs
(with  microcracks  initiated)  while  the  remaining  cartilage  (middle  and deep zones)  uses  our

existing custom FE framework. We perform: (1) sensitivity analysis on the modeling framework
to quantify prediction sensitivity to input material parameters, (2) statistical analysis of material

parameters  to  determine  patient-dependent  ranges.  Finally,  validation  studies  using  cartilage
explants to quantify propagation of microcracks ex vivo will confirm the predictive power of the

simulation tools for ex vivo and in vivo studies [4].  The TPM2 framework we established to
understand how physical activity propagates microcracks in the collagen network of cartilage not

only characterizes one of the earliest observable signs of deterioration related to osteoarthritis
(OA), but also facilitate studies of other soft tissues and engineering materials.

REFERENCES

[1] Kaleem, B., Maier, F.S., Drissi, H., Pierce, D.M., Low-Energy Impact of Human Cartilage:

Predictors  for  Microcracking  the  Network  of  Collagen,  Osteoarthritis  Cartilage  (2017)
25:544-553.

[2] de Boer, R., Theory of Porous Media - Highlights in the Historical Development and Current
State, Springer-Verlag, 2000.

[3] Feyel, F., A Multilevel Finite Element Method (FE2) to Describe the Response of Highly
Non-Linear Structures Using Generalized Continua,  Comput. Methods Appl.  Mech. Eng.

(2003) 192:3233-3244.

[4] Santos, S., Emery, N.C., Neu, C.P., Pierce, D.M., Propagation of Microcracks in Collagen

Networks of Cartilage Under Mechanical Loads, Osteoarthritis Cartilage (2019)  27:1392-
1402.

788



Effect of Hardware Density Reduction to Avoid Proximal Junction Failure in Adult Spine Sur-
gery: FE Analysis
Morteza Rasouligandomani, Alex del Arco, Ferran Pellisé, Miguel González Ballester, Fabio 
Galbusera and Jérôme Noailly

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Effect of Hardware Density Reduction to Avoid Proximal Junction 
Failure in Adult Spine Surgery: FE Analysis 

 
Morteza Rasouligandomani1*, Alex del Arco3, Ferran Pellisé4, Miguel González Ballester1,2, 

Fabio Galbusera5, Jérôme Noailly1 
1 University of Pompeu Fabra, Spain (email: morteza.rasouli@upf.edu; URL: www.biomech.es) 

2 ICREA, Spain (email: ma.gonzalez@upf.edu) 
3 Hospital del Mar, Spain (email: alexdelarco2502@gmail.com) 

 4 University Hospital Vall d’Hebron, Spain (email: 24361fpu@comb.cat) 
5 Lab. of Biological Struct. Mech., IRCCS, Italy (email: fabio.galbusera@grupposandonato.it) 

 
Key Words: Proximal Junction Failure, Finite Element Model, Adult Spine Deformity 
 
Purpose: Post-operative incidence of Proximal Junctional Failure (PJF) is observed by 61.7% in 
sagittal imbalance surgery [1]. In this study, Finite Element Model (FEM) is employed to find out 
the biomechanical etiology of PJF, highlighting effect of hardware density reduction. 
Material and Methods: In this study, 42 patients (20 controls and 22 failures, EOS modality) are 
selected using inclusion criteria: age 50-75, Pelvic inclination> 20°, SVA> 5cm, PJF complications 
by the Hart criteria [2]. 3D spine tetrahedral meshes for non-operated images are generated using 
sterEOS software. To deploy the Statistical Shape Model (SSM), all 3D models are aligned and 
using Principal Component Analysis (PCA), principal modes of variation are obtained. 
Unstructured meshes of mean model is converted to the structured meshes using morphing 
techniques (TPS [3] for vertebras, and CPD [4] for IVDs). Then, dense deformation fields of SSM 
are applied to the mean structured model in order to have robust structured SSM. Two P-S control 
and failure models are regenerated including ligaments. Anisotropic hyper-elastic [5], linear elastic 
[6] and hypo-elastic [7] models are introduced for material properties of IVD, vertebra and 
ligaments, respectively. Eccentric load path in each vertebra centre is applied based on the weight 
of the patient [8]. Following FE simulation steps are used: 1-8hrs pre-swelling for IVDs, 2- 15mins 
to apply kinematic constraints (deformation fields between pre-op and post-op model) to correct 
the spine, 3- 1min for Instrument implantation and applying eccentric loads and 4- 3hrs to have 
steady-state conditions. 
Results: Two P-S control and failure cases with hardware extended to T10 (UIV) are compared 
using FEM. Results revealed that the fibre maximum principal strain in IVD of UIV/UIV+1 in the 
failure case was 73.99% higher than in the control case (16.06% vs 9.23%). Also reducing 2 or 3 
screw level below the UIV in the failure case could lead to get closer the mean fibre strain to the 
control. However, screw pull-out force was increased by 54% in case of hardware density 
reduction. But use of Cr-Co rod instead of TiAl4V could decrease pull-out forces by 50.5%. 
Conclusions: Increasing fibre strains at UIV/UIV+1 may cause incremental disc degeneration in 
the etiology of PJK and leading to PJF. Also, screw density reduction reduces the chronic load at 
proximal IVD. However, such reduction has a limit because of screw pull-out. Trade-off analyses 
showed that removing 2 screws inferior the UIV with Cr-Co rod would be optimal by controlling 
the IVD strain and screw pull-out force. Effect of osteoporotic is interested for future works. 
Acknowledgements: Funds received from DTIC-UPF, IMIM and IRCCS Galeazzi. 
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Osteoarthritis (OA) is a degenerative joint disease that is a leading cause of joint pain, disability, 
and health care costs worldwide. Diagnosing early-stage OA can be difficult due to a lack of 
validated outcome measures for individuals with early knee OA [1]. As most OA progresses from 
an initial injury to the superficial zone of cartilage and leads to biochemical and mechanical changes 
to the entire cartilage region, quantifying changes to cartilage material properties non-invasively in 
vivo is of substantial interest. MRI is unique among imaging tools as it can characterize tissues 
with high spatial detail, has a deep penetration depth, and can assess tissues noninvasively [1]. 
Recently, displacement encoded stimulated echo MRI (DENSE) has been used to calculate pixel 
level full field displacement maps of soft tissues under repetitive motion [2]. Leveraging this 
previous work, here we coupled DENSE MRI to displacement under applied loading MRI 
(dualMRI) to capture in vivo full field displacement and mechanical strain maps of the human knee 
while under load.  We then present data for animal and human subjects combining this MRI method 
and a novel post-processing pipeline to acquire full-field cartilage displacements, and quantify in 
vivo cartilage stiffness and Poisson ratio. 

An MRI-compatible loading apparatus that provides a varus-valgus load along the joint line of the 
knee was manufactured and validated. Following validation, the subject was imaged in a clinical 
MRI system (3T; Siemens Prismafit) using a cyclic loading regime (pneumatic, 25N load at foot, 
1s load, 1s unload) to mimic a walking cadence. DENSE MRI was collected following achievement 
of quasi-steady-state response within the cartilage. Displacements for each pixel within the 
cartilage ROIs were determined and smoothed from phase data using custom software [2]. Material 
property characterization leveraging full-field displacement information was accomplished by 
combining both the virtual fields method (VFM) and a constrained FEBio-based optimization 
method to determine medial cartilage material properties. Ultimately, we hope this framework can 
provide a way forward to measure cartilage material properties in a clinical MRI setting and could 
potentially be extended to other load-bearing musculoskeletal tissues, including ligament and 
intervertebral disc. 
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Osteoarthritis (OA) is a debilitating joint disease, characterized by articular cartilage degradation, 
local inflammation, and pain. An extensive range of in vivo and in vitro studies provide evidence 
that mechanical loads induce changes in chondrocyte gene expression, through a process known 
as mechanotransduction (MT). MT involves cascades of complex molecular interactions that, when 
triggered, convert physical signs to cellular response(s) that favor chondroprotection or cartilage 
destruction regarding the nature of loads. Systematic representations of those interactions can 
positively inform early strategies for OA management, and dynamic modelling allows semi-
quantitative representations of the steady states (SS) of the system according to imposed initial 
conditions. In cell biology, we would compare long-term cell activity or phenotypes to these SS or 
attractors. To this end, a novel network-based model (NBM) in the form of a continuous dynamical 
system of CC activity is proposed. 

 
The NBM incorporates key interactions from a corpus of 82 peer-reviewed articles from indexed 

journals. Then, an interactome is developed, consisting of a set of 115 nodes, i.e., cellular 
receptors, second messengers, transcription factors and proteins, related to each other through a 
specific topology of 256 directed edges. It is converted into a semi-quantitative mathematical model 
through a system of differential equations. To simulate a healthy SS of a CC including MT, the 
network is first stimulated with a physio-osmotic initial condition (TRPV4 and (a5b1 activation). We 
further assess its capability to predict expected SS under inflammation and injurious loads (under 
static compression (ST) or high hydrostatic compression (HC) when PIEZO channels and patched 
receptor (PTCH) become activated). To validate the model, a qualitative validation (QV) is 
performed: we look for reported experiments and then we have counted how many of them can be 
replicated with our NBM. 

 
Results show that under physio-osmotic conditions, an anabolic SS is reached with low levels of 

matrix metalloproteinases (MMPs), and high levels of structural proteins. Pro-inflammatory and HC 
perturbations lead to a significantly different (t-test, a=0.05) CC expression profile, as a catabolic 
SS is reached, reflected by fully expressed pro-inflammatory cytokines and MMPs. ST does not 
have such a strong influence on chondrocyte metabolism, but it reduces the presence of anabolic 
indicators. Regarding transcription factors, healthy markers (Sox9 and CITED 2) are fully 
expressed under physio-osmotic conditions, and reduced under inflammation, HC and ST. 
Contrary, NF-kB and Runx2, characteristic of an osteoarthritic CC, are activated by inflammation, 
HC, and ST. Concerning the QV, our NBM can replicate 88% of the experiments tested, but PTCH 
related experiments could not be reproduced, suggesting the need for a targeted enrichment of the 
NBM. 

 
A regulatory network that maps intracellular signalling pathways of a CC was successfully 

developed. The model could predict expected MT and inflammation effects on general cell 
metabolism, revealing the potential of exploitation in OA. 
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Peripheral Nerve Injuries (PNIs), affect more than 1M people per year in Europe and the USA [1] with 
estimated costs above £1B in the USA alone. Paralysis and loss of sensation are common in severe PNIs, 
potentially leading to lifelong pain and loss of autonomy for patients. The current gold-standard 
treatment for large-gap PNIs use autografts to bridge between severed nerve stumps. Such a treatment 
requires additional surgeries, induces donor-site morbidity, and often yields underwhelming functional 
recovery [2]. 
 Engineered Neural Tissue (EngNT) [3] is being developed to address these issues. EngNT 
constructs consist of cylindrical cellular hydrogels surrounded by a sheath of protective material. They 
aim at providing a supportive microenvironment to accelerate regeneration, whilst also enabling the 
careful spatial seeding of therapeutic cells and other regenerative factors. 
 Revascularisation of the injury site is an essential preliminary step of nerve repair, as 
microvessels are central in the delivery of nutrients and can serve as mechanical cues for neurite 
regrowth. To promote vascular regeneration, therapeutic cells seeded in EngNT release pro-angiogenic 
factors that act as chemical cues for the formation of new micro-vessels [4]. A key question is then to 
find which therapeutic cell type, density and spatial distribution will lead to the best revascularisation 
and be able to sustain long term regeneration.  
 We address this challenge by combining experiments with simulations. We develop a system of 
continuous, coupled, non-linear, diffusion-reaction equations that we parameterize using a dedicated set 
of in-vitro experiments. Doing so allows us to describe the interplay between the therapeutic cells and 
their microenvironment, including cell proliferation, nutrient consumption, and growth factor secretion. 
We then overlay this continuous description with a discrete model for vessel dynamics that includes a 
description of vessel growth, blood flow and molecular exchanges between the vasculature and the 
surrounding tissue. Coupling these two models allows us to reproduce the rich spatio-temporal dynamics 
between blood flow, angiogenic processes, oxygen delivery, growth factors and seeded cell population 
during the early stages of nerve repair. 
 Simulations are performed for different therapeutic cell types and for a range of cell-seeding 
densities and spatial distributions to explore the impact on angiogenesis and cell survival. Results predict 
the spatio-temporal distribution of cell density, oxygen, and growth factor throughout the 
microvasculature and EngNT. In particular, they indicate that seeding cells beyond a given threshold 
appears to be detrimental for long-term cell survival and vascular regeneration but that seeding them 
preferentially close to the nerve stumps can help sustain gradient of growth factors in the nerve repair 
construct. This computational-experimental approach therefore allows us to explore efficiently a wide 
variety of scenarios and identify new cell seeding strategies that may accelerate revascularisation of a 
repair construct and improve cell survival to be taken forward to in vivo experimental testing. 
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Introduction: Strain energy density (SED) is a scalar measure of deformation that can be 
decoupled into hydrostatic and deviatoric parts. Hydrostatic energy controls volume changes while 
deviatoric energy controls shape changes (distortion). Decoupling SED is a common practice in 
biomechanics as the different parts are predictive of biomaterial damage, growth, and remodeling 
[1]. Moreover, uncoupled SED formulations are often used by finite element (FE) solvers to avoid 
numerical issues when modeling nearly- and fully-incompressible material behavior [2]. However, 
a notable limitation of existing hydrostatic formulations used for decoupling is that they are only 
suitable for modeling materials with a Poisson’s ratio close to 0.5; yet, many biomaterials, including 
ligament, tendon, and collagen gels, exhibit Poisson’s ratios that greatly exceed 0.5. Therefore, 
continuum constitutive models used to describe soft tissue behavior generally do not reflect the 
volumetric material behavior seen experimentally. A need thus exists to develop a constitutive 
framework to decouple energy in materials with large Poisson’s ratios. Here we present numerical 
and analytical methods for decoupling SED in materials with Poisson’s ratios larger than 0.5.  

Methods: The numerical approach consisted of decoupling stress and strain tensors in small 
increments of areas and numerically integrating the areas under the stress-strain pairs. A custom 
MATLAB function was developed to implement this technique and was validated using three test 
cases with known answers: uniaxial tension (T), uniaxial compression (C), and biaxial tension-
compression (CT). For the analytical approach, we introduced a new mathematical expression for 
hydrostatic energy that was paired with a deviatoric Mooney-Rivlin counterpart. Cauchy stress was 
derived based on this new decoupled SED formulation and implemented in MATLAB. This code 
optimized model parameters to experimental data using the Levenberg-Marquardt algorithm. The 
numerical and analytical methods were used to decouple SED on type-I collagen constructs that 
displayed large Poisson’s ratios over 0.5 and were subjected to different loads (T, C, and CT). 

Results: The numerical approach accurately calculated total SED in all three cases with less than 
0.02% error, and calculated deviatoric and hydrostatic SED with less than 0.4% error. The 
analytical approach proved successful in modelling both small and large Poisson’s ratios (all 
NRMSE’s less than 0.2%). Moreover, these approaches revealed that collagen constructs have a 
significant difference in hydrostatic and deviatoric energies due to loading condition, as well as a 
negative hydrostatic energy in the large Poisson’s ratio cases (T, CT), which supports the 
observation that soft tissue can lose fluid under loading [3]. 

Conclusion: The numerical and analytical methods developed in this study will help investigate 
whether hydrostatic and deviatoric energy can predict damage, growth, and remodeling in native 
and surrogate soft tissue. Importantly, the analytical framework has the potential to be implemented 
in FE solvers, which would open doors for more accurate modeling of volumetric behavior in a 
plethora of materials that display large Poisson’s ratios.  
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The biomechanical properties of brain play an important role in understanding the basics of brain 
injury and development [1]. While many constitutive representations of healthy brain tissue are 
emerging [2-4], studies have found brain tissue becomes less stiff following damage [5, 6]. Besides 
stiffness change, injured brain tissue had significant morphological changes of cerebral vasculature 
[5]. We hypothesize the structure formed by this vasculature plays a central role in the mechanical 
response of brain tissue both before and after injury, and may be a determinant of an individual’s 
injury susceptibility. To investigate structural changes of brain tissue after injury, we constructed a 
fluid-structure interaction (FSI) model of brain parenchyma and studied how vessel size, cerebral 
spinal fluid (CSF) flow velocity, and CSF flow mode could change the biomechanical properties 
of brain tissue. A representative volume element (RVE) was constructed for compression and shear 
testing. Results showed the vessel size, flow velocity, and flow mode could affect the shear modulus 
of RVE during shear, but not Young’s modulus in compression. These highlight the importance of 
considering cerebral vasculature as a structure in predicting and analyzing the brain’s response to 
mechanical loadings before and after injury. 
 
For any question, please contact Yuan Feng. 
E-mail: fengyuan@sjtu.edu.cn 
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In the United States, over 1.7 million people sustain a traumatic brain injury each year, and about 
5.3 million people are currently living with a traumatic brain injury-related disability [1]. While the 
trauma itself occurs at the larger spatial scale of the whole head, the damage can be traced down to 
the smaller scale of individual axons within the brain. Computational head trauma models predict 
axon injury by applying a damage threshold to the calculated strains. However, the current 
roadblock in accurate predictive injury simulation is the selection of the appropriate safety level 
threshold for axonal failure.  
 
Previous studies have used computational models of the axon cytoskeleton to investigate how axons 
fail under applied loading [2]. These past studies have all assumed an idealized geometry with 
regularly spaced microtubules and constant cross-sectional areas; however, serial section electron 
micrographs show that microtubules vary in number and length along neurites [3]. Since the 
weakest cross section initiates failure in this heterogeneous cytoskeletal structure, simulations using 
an idealized geometry tend to overestimate axon strength.  
 
To address this issue, we used electron micrographs to build an axon model with more realistic 
microtubule structure and compared its mechanical response to that of an idealized geometry. Using 
serial section transmission electron micrographs taken of a 15-um long section of a C. elegans touch 
receptor neuron [3], we established a semiautomated procedure to identify microtubules in these 
images and reconstructed the structure of the microtubule bundle within the neurite. We then 
discretized the microtubule geometry using beam elements in Abaqus Standard and added truss 
elements to represent crosslinking proteins. For comparison, we also created idealized models with 
constant cross-sectional areas equal to the smallest, largest, and average areas found in the electron 
micrographs. In the realistic geometry, simulations of tensile loading revealed localized regions of 
high strain corresponding to the weaker cross sections with fewer microtubules. On the other hand, 
the idealized models exhibited a more uniform strain distribution along the axon. Furthermore, for 
the same overall axon strain, the peak crosslink stretch in the realistic geometry exceeded that of 
the idealized geometries by a factor of 1.5. For a given total axon strain, the heterogeneous 
distribution of deformation along the realistic geometry results in a higher risk of failure compared 
to the idealized geometry. Our study shows that idealized geometries overestimate axonal strength 
and underestimate the risk of axonal damage. We anticipate that our new axon model more 
accurately represents the microstructural failure mode of the axon under mechanical loading.    
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The mechanical and cellular processes that govern brain folding remain subjects of active research. 
Experimental data support a primary role of constrained cortical expansion, resulting in physical 
buckling, to drive the formation of gyri and sulci [1]. At the macroscopic level, computational 
models have provided useful exploration into the effects of mechanical feedback on developing 
brain morphology [2-3]. At the microscopic level, computational models require further 
development to understand the role of mechanical feedback on tissue-level changes. 
 
Recently, we proposed a modelling framework in which biological behaviours, such as stress-
dependent growth, may be assigned to specific cellular elements of brain tissue using volume 
fractions. By tracking changes in specific cellular constituents over time, this approach allows us 
to simulate tissue remodelling and infer microstructural changes that may result from mechanical 
factors. For example, by explicitly defining stress-dependent axon growth in terms of subcortical 
fiber volume fractions, models have predicted emergence of stereotyped anisotropy consistent with 
white matter organization [4]. In the present work, we extend this framework to consider 
microstructural remodelling in the cortex. We hypothesize that bending stresses resulting from 
cortical folding, such as increased compression in the superficial layers of sulci, contribute to 
differential patterns of cortical tissue anisotropy observed between gyri and sulci.  
 
To probe cortical microstructure over the course of brain folding, we examined high resolution ex 
vivo diffusion tensor imaging from ferrets and rhesus macaques. We report stereotyped spatial 
patterns in diffusion anisotropy relative to gyri and sulci that are consistent with predictions of the 
computational model over the period of cortical folding. Thus, by simulating expected stress-
dependent responses of specific tissue elements – including cell bodies, axons, dendrites, and 
extracellular matrix – in our model, we show that mechanical stresses resulting from folding may 
influence cortical microstructure in ways consistent with imaging and previously reported 
histological observations. As high-resolution diffusion tensor imaging becomes more common in 
research and clinical settings, these findings will provide context for the interpretation cortical FA 
maps as they relate to normal and abnormal brain development. 
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In recent years, it has been recognized that mechanics play an important role for human brain 
development, injury and disease [1]. Due to its extreme complexity, different experimental 
studies characterizing the mechanical behavior of brain tissue have reported seemingly 
contradictory results concerning the stiffness difference between gray and white matter tissue [1]. 
Computational models based on the theory of nonlinear continuum mechanics have proven to be 
a valuable tool to understand the physical mechanisms underlying the tissue response and can 
assist a profound analysis of associated experimental data. While the observed discrepancies in 
experimental data can be attributed to different testing techniques varying in time and length 
scales, also different boundary and drainage conditions in combination with the biphasic, poro-
viscoelastic nature of brain tissue affect the results [2, 3]. 
In order to investigate the influence of viscous and porous contributions to the tissue response 
under different loading conditions, we model brain tissue as a poro-viscoelastic material using a 
numerical framework based on the Theory of Porous Media [2]. We explore the effects of various 
material parameters on the numerical response for three experimental loading modes: large-strain 
cyclic compression-tension, stress relaxation in compression and small strain flat-punch 
indentation. Thereby, we observe a strong coupling between viscous and porous effects, highly 
depending on the yet unquantified intrinsic permeability. Our simulations can explain why 
indentation experiments indicate that white matter is stiffer than gray matter, while large-strain 
compression tests show the opposite trend, and reveal the utmost importance of appropriate 
experimental data analysis. 
Through our systematic numerical simulations, we find that the extremely complex and nonlinear 
tissue behavior evoked by its biphasic nature, cannot be captured by a single effective modulus 
from indentation experiments at relatively low strains nor by maximum stresses during large-
strain loading. Such values do not necessarily represent the actual stiffness of the material and 
might change depending on the loading and boundary conditions. Since the fluid flow within and 
across the boundaries of the sample is key to the overall tissue response, experimental setups 
should be carefully designed in the future to avoid unwanted effects and measure the particular 
property relevant for a certain application. 
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Using simulation to predict the mechanical behavior of heterogeneous materials has applications ranging
from topology optimization to multi-scale structural analysis. However, full-fidelity simulation tech-
niques such as Finite Element Analysis can be prohibitively computationally expensive when they are
used to explore the massive input parameter space of heterogeneous materials. Therefore, there has been
significant recent interest in machine learning-based models that, once trained, can predict mechanical
behavior at a fraction of the computational cost. Over the past several years, research in this area has
been focused mainly on predicting single Quantities of Interest (QoIs). However, there has recently been
an increased interest in a more challenging problem: predicting full-field QoI (e.g., displacement/strain
fields, damage fields) for mechanical problems. Due to the added complexity of full-field information,
network architectures that perform well on single QoI problems may perform poorly in the full-field QoI
problem setting. There are three components to the work presented in this talk. First, we introduce the
Mechanical MNIST dataset designed to enable the investigation of full field QoI prediction. Second, we
established strong baseline performance for predicting full-field QoI with MultiRes-WNet architecture.
Third, we show results for creating generative models of spatially heterogeneous input patterns based
on a limited number of examples to enhance a ML training dataset. In addition to presenting the results
here, we have released our model implementations and datasets under open-source licenses. We antic-
ipate that future researchers will directly use our model architecture on related datasets and potentially
design models that exceed the baseline performance for predicting full-field QoI established in this paper.
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Hypoplastic left heart syndrome (HLHS) is a severe congenital heart disease where the left 
heart and aorta are underdeveloped. Some HLHS developed due to fetal aortic stenosis and specific 
associated abnormalities during mid-gestation. Natural history of this condition showed that it led 
to progression to HLHS by birth in a majority of cases, thus the condition is known as evolving 
HLHS (eHLHS). In such patients, fetal aortic valvuloplasty could resolve abnormalities, induce 
better growth for some cardiac structures, and prevent progression to HLHS in some cases (66-72% 
biventricular births compared to natural history of 26-33%) [1,2]. Currently, little is known about 
the biomechanics consequences of the disease and intervention, although biomechanics stimuli are 
understood to guide cardiac development. 

Here, we conduct image-based simulations to enable deeper understanding of eHLHS and 
intervention biomechanics, so as to inspire optimization of the intervention, and to enable better 
prediction of outcomes and more accurate patient selection, so as to improve efficacy. Both 
computational fluid dynamics (CFD) of blood flow mechanics, and finite element (FE) modelling 
of myocardial mechanics, based on 4D clinical echo images were conducted in conjunction with 
an age-scalable fetal Windkessel lumped parameter model. 

CFD simulations demonstrated that eHLHS left ventricles (LVs) had a distinctively 
different flow dynamics, where mitral inflow occurred as a monophasic, narrowed and fast jet that 
transported a vortex ring directly to impinge on the apical region, leading to altered WSS spatial 
patterns. This was likely due to impaired mitral valve opening. Further, LV pressures, 
intraventricular pressure gradients, and energy losses were drastically higher than normal LVs. In 
post-interventional hearts, these abnormalities alleviated, but owing to aortic regurgitation from 
valvuloplasty injury, a narrow and fast aortic regurgitation jet that impinged onto the apical region 
dominated flow dynamics, retaining features of the altered WSS patterns. 

FE simulations demonstrated that eHLHS hearts had drastically elevated LV and left atrial 
(LA) pressures and myocardial stresses and drastically reduced stroke volumes that depended on 
aortic stenosis severity, but these effects were moderated by mitral regurgitation. Myocardial 
hypertrophy often manifested that led to enhanced regurgitation severity, but contractility were 
likely reduced by cardiomyopathy. In the post-interventional LVs, de-pressurization of the LV 
could be attained to various extend, depending on extent that aortic stenosis was resolved. De-
pressurization of the LA, however, depended further depended on the extent of aortic regurgitation, 
suggesting room for optimization on size of the valvuloplasty balloon.  A workflow for quickly 
predicting acute outcomes from pre-interventional scan data was developed, which may improve 
on our currently poor ability to predict outcomes.  
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The lamina cribrosa of the eye is continuously under intraocular pressure (IOP) and cerebrospinal 
fluid pressure (CSFP) from the anterior and posterior surfaces, respectively. A body position-
dependent effect on the difference between IOP and CSFP may increase translaminar pressure 
(TLP), which that has been hypothesized as a possible risk factor in glaucoma pathogenesis. 
However, there have been few studies of the resultant stresses and strains within the lamina cribrosa 
trabeculae and interspersed neural tissues with TLP change. This study aimed to calculate the 
influence of postural change (sitting vs. supine) on the resultant stresses and strains in the optic 
nerve head, especially the lamina cribrosa beam and neural tissue, under simultaneously applied 
IOP and CSFP. Three eye-specific posterior microstructural finite element models were 
constructed, with circumferential, radial, and planar isotropic cable elements representing 
anisotropic collagen fibers embedded in the peripapillary sclera via a fully coupled, mesh-free, 
penalty-based beam-in-solid material-modeling algorithm. The FE models were then subjected to 
three different combinations of IOP and CSFP loading consistent with postural changes; results 
were then interpreted in relation to the postural role in the resultant optic nerve head deformations, 
stresses, and strains. The supine body position caused a larger tensile, compressive, and shear 
stresses and strains in the optic nerve head compared to the sitting position. IOP was the dominant 
(p<0.05) factor in the resultant stresses and strains in the laminar trabeculae and neural tissues 
compared to CSFP. IOP also was the dominant factor (p<0.05) driving deformations of the anterior 
and posterior scleral canal openings as well as anterior and posterior laminar insertions (~ 3 times 
larger than CSFP) while CSFP played a pivotal role in controlling the posterior laminar 
deformation. The cable elements representing the collagen fibers in the peripapillary sclera 
experienced a larger axial force in the supine compared to the sitting position, with IOP being the 
dominant factor compared to CSFP. Estimation of the resultant stresses and strains in the lamina 
cribrosa beams and neural tissues due to body posture could have practical implications for 
understanding the pathogenenic mechanisms of glaucoma and the ocular effects of idiopathic 
intracranial hypertension, as well as explaining visual impairment in astronauts in long-duration 
spaceflight. 
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Cardioembolic strokes are a leading cause of mortality in atrial fibrillation (AF), the most 
common arrhythmia with an estimated lifetime risk > 33%. During AF, impaired atrial wall 
motion creates stagnant regions where clots can form, typically in the left atrial appendage 
(LAA). Current tools to predict stroke risk in AF patients are not personalized and have modest 
accuracy. This paper outlines image-based computational approaches aiming to improve our 
mechanistic understanding of LAA thrombosis and predict cardioembolic stroke risk.  First, we 
consider multi-physics LA simulations resolving the electrophysiology (EP), biomechanics, and 
flow physics. The simulations are informed by patient-specific MRI data, including late 
gadolinium-enhanced scans mapping fibrotic regions. Of note, atrial fibrosis is clinically linked to 
stroke risk but the underlying mechanisms remain elusive. In our EP model, fibrotic areas have 
altered action potential dynamics (slowed upstroke and prolonged refractoriness) and impaired 
conduction. Besides, we model mechanical fibrosis effects by locally increasing stiffness and 
reducing peak contractile active tension. These models are coupled to a computational fluid 
dynamics (CFD) solver to calculate blood flow, hemostasis metrics (e.g., residence time), and the 
evolution of clot promoting chemical species (e.g., thrombin). Our simulations suggest fibrosis 
dramatically increases thrombogenic risk in patients with tortuously shaped LAAs. Second, we 
consider the problem of inferring LAA hemodynamics, hemostasis metrics, and the concentration 
of clot promoting species from the dynamics of a passive scalar (contrast agent) in 4D CT image 
sequences. We implemented reduced-order models (ROMs) based on simplified advection-
diffusion equations for the contrast agent, residence time, and chemical species, as well as physics 
informed neural networks (PINNs) representing the whole flow physics. The ground truth was 
obtained from CFD simulations. We found that, while advection-diffusion ROMs fail to capture 
the fine-scale features of residence time and chemical species, they accurately infer their average 
values. Due to their low computational cost, ROMs are well suited for extensive parametric runs 
to derive optimal imaging settings and contrast injection profiles. On the other hand, when 
contrast injection is properly tuned, PINNs fully infer LAA hemodynamics using each patient’s 
4D contrast agent concentration fields from CFD as training data. Overall, these studies illustrate 
how computational modeling can interface with medical imaging at various points along the 
fidelity vs. translatability axis to shed light on the determinants of atrial thrombosis.  
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Accurate biomedical simulations play an important role in aiding doctors with the diagnosis of 
and treatment of various diseases. High-order PDE solvers for biomedical simulations have 
recently attracted the interest of the computational science community since they yield accurate 
PDE solutions at a lower computational cost. 
 
Most patient-specific geometric models and biomedical applications involve geometries 
containing curved surfaces.  To represent the highly-curved geometries of the biomedical 
geometric models, high-order surface meshes with curved elements are used; these are paired 
with high-order volume meshes of the geometric domain’s interior and high-order PDE solvers.   
 
While various high-order mesh generation schemes have been developed, most of these methods 
require the geometric domain to be represented using a computer-aided design (CAD) model.  
However, CAD models are not readily available for biomedical applications.  As such, the goal of 
our research is to develop a high-order mesh generation scheme that does not depend on use of a 
CAD geometry but instead generates high-order patient-specific meshes from medical images.       
 
In this talk, we present our method for generating high-order patient-specific biomedical meshes 
from medical images [1]. To this end, low-order surface meshes are first obtained from the 
medical images.  Next, these overrefined meshes are simplified and converted to high-order 
surface meshes.  Our method then directly generates a high-order tetrahedral volume mesh using 
an advancing front approach.  Finally, the mesh is smoothed to take advantage of the high-order 
degrees of freedom and to improve its quality.   
 
We present several examples of high-order patient-specific biomedical meshes of soft tissues 
(e.g., liver and heart) and rigid tissues (e.g., bones) that our method generated from medical 
images.  In addition, we present a dynamic cardiac application.  For this application, the deep 
learning framework proposed in [2] was used to segment the cardiac chambers and estimate the 
cardiac motion from the cardiac cine magnetic resonance images. 
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Skin is a complex, multilayered biomechanical structure, whose properties are dependent 
primarily on multiscale mechanical interactions that occur in the dermis. The dermis is a 
heterogeneous structure that largely consists of collagen, elastin, and proteoglycans. The 
composition and arrangement of these proteins, which can vary substantially with anatomic 
location, sex, ethnicity, age, and health, gives rise to its rich mechanical behavior. Although the 
biomechanics of skin has been studied for decades, new and interesting mechanical phenomena 
continue to emerge as new technologies become accessible. For example, the ability to observe 
both macroscale tissue deformation and microscale fiber-level restructuring has recently become 
possible1. These experiments use multiphoton microscopy during macroscale mechanical testing of 
mouse skin to acquire microscale quantitative data on collagen fiber density, organization, 
realignment, and kinematics. These experiments reveal that skin is not incompressible, that it 
exhibits large Poisson’s ratios, and the fiber kinematics are non-affine with the macroscopic 
deformation of the tissue.  

To better understand these data and their implications for explaining the mechanical 
behavior of skin, how the mechanical environment of skin changes with aging, and how aging leads 
to a higher susceptibility for tissue tearing, we have incorporated these data into a multiscale finite 
element model of the tissue. These imaging-informed mechanical models use volume averaging to 
connect a set of discrete microscale fiber networks to the macroscale mechanical behavior of the 
whole tissue. These models are able to capture many features of the complex behavior of the mouse 
skin observed experimentally. For example, the models were able to predict fiber restructuring 
within the sample gauge region, the force response, and the large decrease in volume observed with 
increasing stretch2. Models that were not informed with sample-specific details of the 
microstructure were not as accurate in their predictions.   

We are now using these imaging-informed models to better understand the mechanism of 
tearing in skin as a function of age. To help localize the location of tissue failure for imaging 
purposes, dog bone shaped mouse skin samples were notched on one side of the center of the gauge 
region. The surrounding microstructure was imaged with multiphoton microscopy at each step of 
stretch. Models matching the sample geometry and boundary conditions were produced, and rules 
that break fibers that exceed a set stretch ratio were implemented. These models reveal an 
interesting pattern of restructuring around the notch that progresses laterally to the unnotched edge 
as the fibers fail. This behavior was also observed experimentally.  
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Medical imaging has become an indispensable tool in medicine, enabling the diagnosis and 
treatment of previously debilitating diseases, by providing a patient-specific and patient-
customized approach to therapy planning and guidance [1]. Medical imaging enables accurate and 
precise extraction of desired anatomical features, which, in turn, can be converted into virtual (and 
physical, thanks to 3D printing and rapid prototyping) replicas of the anatomy that can be used to 
model, simulate, plan and guide patient-customized therapies. Nevertheless, the pathway from 
medical imaging to biomedical modelling and simulation for biomedical applications entails the 
use of intelligent image computing and computer vision tools, many of which have been 
revolutionized by the latest development in artificial intelligence, which have been shows to 
achieve unmet performance, in terms of both accuracy, precision, and computational efficiency. 

Our presentation as part of the Imaging-informed Computational Modeling for Medicine 
minisymposium will provide an overview of several tools and techniques that illustrate the power 
if integrating medical imaging, computer vision and artificial intelligence for several computational 
modelling and simulation applications in cardiology, image-guided robot-assisted interventions, 
and orthopaedic interventions. Specifically, we will present several deep-learning-based cardiac 
image segmentation and registration algorithms [2] that have enabled the creation of both static and 
dynamic surface and volume meshes of the heart [3] by capturing the geometry and deformation of 
cardiac features of interest from multi-dimensional medical imaging sequences, as well as their use 
for cardiac biomechanics simulations. Similarly, we will illustrate the performance of deep-
learning-based image segmentation to automatically identify and label robotic instruments, in the 
effort to augment video sequences used for robot-assisted laparoscopic interventions [4]. Lastly, 
we will show how image-based characterization can be utilized to infer the biomechanical strength 
of bone to model and simulate optimal spine implant deployment. 

In summary, this lecture will highlight several AI-enhanced computer vision tools that enable 
harvesting rich information from medical images to generate multi-dimensional 3D, 4D (3D + time) 
and 5D (4D + function) models of patient-specific anatomy or surgical instruments, to conduct 
simulations and provide new visualization to optimize computer-integrated diagnosis and therapy. 
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Despite millions of premature deaths and billions of dollars in medical costs annually, pulmonary 
research remains nascent and extraordinarily underdeveloped, continuing to undermine scientific 
breakthroughs as witnessed during the COVID-19 pandemic. Computer simulations are key to 
inaugurating novel lung therapies and medical devices, but often lack physiological relevance due 
to the absence of experimental data. Here we capitalize on the linkage derived from the local 
deformation behaviour of the inflating whole lung organ when subjected to global inflation 
pressures and volumes using our custom-designed electromechanical ventilator and digital image 
correlation (DIC) unique interface [1,2] in order to produce the first experimentally informed three-
dimensional inverse finite element analysis (IFEA) computational model [3]. Multiple hyperelastic 
continuum formulations are utilized to determine the optimal set of material parameters using both 
derivative-based and gradient-free algorithms to minimize the error between simulation and 
experiment. This reduced-order, image-based, pulmonary surface model (representing the 
contributions of the bronchi, parenchyma tissue, and visceral pleura) captures the heterogenous and 
anisotropic characteristics of the distending lung. The resulting innovative pulmonary 
macromechanics framework can be used to explore various medical ventilation modes, predict 
regional pulmonary force and stretch distributions, and be further adapted to assess diseased lung 
mechanics.  
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Medical imaging provides a diversity of data for building patient-specific computational models of the
heart. These models estimate performance variables that may not be measured directly (e.g., tissue
stress and strain, hemodynamics, or electrical activity). Cardiac magnetic resonance imaging (MRI) can
acquire time-resolved images that quantitatively encode myocardial displacements and microstructure.
Herein, we summarize recent advances on how these data are acquired and fused using computational
models to produce microstructurally anchored measures of patient-specific cardiac performance.

Cardiac MRI tagging and DENSE methods encode myocardial displacements in the magnitude and phase
of the complex-valued MRI signal, respectively. The observed tagging motion or phase evolution can
be decoded with conventional or machine-learning based image processing methods to produce a time-
resolved material deformation mapping ϕ(t) suitable for strain tensor (E) calculations. E can be pro-
jected along a vector of interest (⃗v, e.g., circumferential or c⃗) to produce a specific strain component
(Evv = v⃗E · v⃗). Cardiac diffusion tensor imaging (cDTI) is an MRI technique that enables in vivo esti-
mates of myocardial organization and produces a static pixel-wise estimate of the local diffusion tensor
(D). The primary eigenvector of D accords with the “myofiber” direction ( f⃗ ). Hence, “myofiber” strain
(Eff) can be obtained using a suitable model that integrates E and D. Eff is microstructurally anchored and
provides insight to cardiomyocyte performance, whereas Ecc is only a convenient geometric construct.

The most direct approach to estimate Eff computes E by directly differentiating the deformation mapping
measured with DENSE. Although efficient, differentiating the deformation mapping amplifies the exper-
imental error. To overcome this problem, we estimate cardiac strains based on a kinematics model that
contracts by imposing shortening along f⃗ measured from cDTI. By minimizing the difference between
computed and measured motion, differentiating is avoided and subject-specific strains are then estimated.

The clinical adoption of these performance metrics requires validation of the methods used to compute
them. Validation presents two challenges: 1) Evaluating image processing pipelines against a known
ground truth; and 2) Measuring strain confidence intervals due to different processing pipelines and
algorithms. In order to solve the first problem, we have developed a computational deforming heart
model with known ϕ(t). To solve the second challenge, we propose a cardiac kinematics benchmark
problem to compare inter-method differences.

Ultimately, MRI informed models of cardiac performance may transform cardiac diagnosis by provid-
ing microstructurally anchored strains that can also be the input for simulations of cardiac mechanics,
including the estimation of myocardial tissue properties and material law changes in disease.
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We present a new computational framework of neuron growth based on the phase field method 
and develop an open-source software package called "NeuronGrowth_IGAcollocation". Neurons 
consist of a cell body, dendrites, and axons. Axons and dendrites are long processes extending 
from the cell body and enabling information transfer to and from other neurons. There is a high 
variation in neuron morphology based on their location and function, thus increasing the 
complexity in mathematical modeling of neuron growth. We propose a novel phase field model 
with isogeometric collocation to simulate different stages of neuron growth by considering the 
effect of tubulin [1]. The stages modeled include lamellipodia formation, initial neurite outgrowth, 
axon differentiation, and dendrite formation considering the effect of intracellular transport of 
tubulin on neurite outgrowth. Through comparison with experimental observations, we can 
demonstrate qualitatively and quantitatively similar reproduction of neuron morphologies at 
different stages of growth and allow extension towards the formation of neurite networks. 
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Long bone fracture is usually stabilized with metal scaffolds like intramedullary implants. This tech-
nique implies two major surgeries, one for implanting the scaffold, and a second one for retiring the
scaffold after the bone healing process has finished, which is mandatory according to practitioners and
manufacturers due to possible long term negative effects [1].

We are involved in a project whose long term objective is to develop a numerical simulation tool for
substituting the metallic implant by a bioabsorbable implant in order to avoid the second surgery. The first
step of the process consist on simulating the bone healing process in order to obtain the daily mechanical
requirements for the implant. Therefore, this work is focused on developing a numerical simulation tool
for studding the patient-specific bone healing process. The technique used for that purpose is based on
the Cartesian Grid Finite Element Method (cgFEM), successfully used in image-base simulation in the
biomechanical context [2]. cgFEM allows to take into account the patient’s bone medical image and
bone remodelling process during the fracture healing process. In this case, the bone healing process is
based on the use of fuzzy logic rules [3], showing a good correlation with experimental tests.

The numerical results provide information about the loads applied over the implant during the healing
process, which is the starting point for the bioabsorbable implant design process.

Acknowledgements. The authors gratefully acknowledge the support of Ministerio de Educación (FPU19
/02103) and Generalitat Valenciana (Prometeo/2021/046).
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Clinically significant tricuspid regurgitation affects nearly 1.6 million Americans. Despite being 
termed a “public health crisis”, few patients with functional tricuspid regurgitation (FTR) receive 
treatment. Moreover, 10-30% of patients that do receive treatment redevelop tricuspid regurgitation 
within a few years of surgery. We submit that these poor surgical outcomes are driven, in part, by 
an incomplete understanding of valve mechanics. Computer models built from patient-specific 
clinical data may be critical to this endeavour. However, building computer models from clinical 
data alone yields many challenges. Specifically, clinical imaging modalities such as ultrasound are 
unable to faithfully capture the intricate network of chordae tendineae that tether the valve leaflets. 
Additionally, tissue stiffnesses estimated through imaging-based inverse analyses are often orders 
of magnitude larger than those measured in vitro. Thus, we are faced with uncertainties in valve 
geometry and tissue material properties that limit our ability to accurately model the tricuspid valve. 
In this work, we examine the sensitivity of finite element models of the tricuspid valve to such 
uncertainties. To this end, we first obtain human tricuspid valves with FTR from hearts explanted 
after transplant surgery. Before the hearts are explanted, we record ultrasound images of the 
tricuspid valve in addition to valve hemodynamics. We then create an imaging-based finite element 
model of the regurgitant valve in absentia of any high-fidelity patient-specific data. Specifically, in 
this model we use an ultrasound-derived valve geometry, vary material properties based on values 
provided in existing literature, and use a topology optimization scheme to vary chordal 
configurations [1]. Through finite element simulations of the valve at end-systole, performed in 
Abaqus/Explicit, we determine the sensitivity of the imaging-based valve model to varied material 
properties and chordal configurations. Furthermore, to validate this model we use our previously 
established modelling framework to characterize the explanted tissue and build a high-fidelity finite 
element model of the same regurgitant tricuspid valve [2]. We then quantify the difference in 
predicted stresses between the high-fidelity and imaging-based valve models. Quantifying and 
analysing model sensitivities is essential to the advance of predictive modelling in biomedicine. In 
the future, predictive tricuspid valve models may be used for pre-surgical planning and medical 
device optimization which may help improve tricuspid valve repair outcomes.  
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Collagen architecture plays a central role in the biomechanics of soft tissues. While much has 
been learned about the macro and meso-scale mechanical properties of collagen, far less is known 
about the microstructural basis for tissue behavior, especially in tissues with complex 
microarchitecture. Polarized light microscopy (PLM) is a label-free imaging technique that has 
been widely used to visualize and characterize collagen architecture. However, quantitative PLM 
requires acquiring and analyzing multiple images, which complicates time-sensitive mechanical 
testing and microstructural analysis. We recently presented instant polarized light microscopy 
(IPOL) that allows label-free and direct visualization of collagen microstructure and orientation. 
IPOL leverages the full spatial resolution of the microscope-camera system, and its acquisition 
rate is only limited by camera speed. We demonstrate the  IPOL-based tool by analyzing stretch-
induced recruitment and deformation of tissues from the highly complex optic nerve head region. 
 
Samples from the posterior pole of a sheep eye were prepared using sectioning techniques. The 
samples were then mounted on a custom micro-stretcher system and the stretching process was 
imaged with IPOL. Here we highlight three observations: First, the crimped collagen fibers in the 
peripapillary sclera (PPS) and lamina cribrosa (LC) beams straightened under stretch. At the 
initial state, the waviness (standard deviation of orientation) of crimp was significantly higher in 
the PPS (10.3°±2.6°) than in the LC (8.3°±2.5°). In addition, the uncrimping rate in the PPS 
(0.9±0.5) was significantly steeper than that in the LC (0.6±0.3°). This indicates PPS stiffening at 
a lower level of stretch, which could help protect the neural tissues in the LC from excessive 
mechanical insult. Second, we observed that stretch-induced PPS deformation was non-affine and 
inhomogeneous. Local deformations at the micro-scale varied greatly, even between adjacent 
collagen bundles. This indicates that resident cells may bear substantially different mechanical 
input even if only a few micrometers away. Third, at the micro-scale, the tissues do not behave in 
good accordance with some of the common assumptions of continuum mechanics. For instance, 
the tissues do not show conservation of volume or stretch-induced necking. Thus, to understand 
tissue and cell behavior it is necessary to develop more advanced models.  
 
In conclusion, IPOL allows visualizing and quantifying collagen microarchitecture changes with 
stretch. This technique provides data that helps understand how the complex nonlinear properties 
of tissues arise from the collagen fiber microarchitecture. The experimental measures of collagen 
microarchitecture changes help drive fiber-based constitutive model formulations. 
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Purpose: To evaluate the regional corneal biomechanical deterioration with keratoconus (KC) 
progression as measured by the stress-strain maps (SSI) 

Methods: In this retrospective record review, the preoperative of progressive KC cases that were 
submitted to corneal cross-linking (CXL) were evaluated. All cases were examined with Pentacam 
HR and the Corvis ST (Oculus, Wetzlar, Germany). Significant progression was based on the 
Pentacam’s ABCD system. The SSI Maps were built on the first and last visits using numerical 
modelling based on the finite element method [1,2]. Through inverse analysis of patient-specific 
corneas the regional variation of mechanical stiffness across the corneal surface was determined.  

Results: A total of 29 eyes were included. The cases presented the disease in different stages with 
maximum anterior curvature (Kmax) of 54.37 ± 4.55 D (44.5 – 64.4) and minimum thickness of 
468.55 ± 27.74 µm (414 – 520). The mean age at the last exam before the CXL procedure was 20.1 
± 7.0 years (9 – 40). The mean time between the two examinations was 17.1 ± 17.1 months (1.4 – 
58.4). The bIOP showed minimum non-significant alteration between the two exams (-0.08 ± 1.21 
mmHg, range: -2.0 to 2.3, p = 0.584). The overall corneal stiffness as measured by SSI value in 
8mm diameter presented slight but significant reduction from the first to the last exam (-0.02 ± 
0.02, range: -0.09 to 0, p < 0.001). The regional reduction in stiffness was concentred in the area 
inside the cone. The SSI values inside the cone were significant lower in the last exam (-0.15 ± 
0.09, range: -0.42 to -0.01, p < 0.001), while the SSI outside the cone presented minimum non-
significant difference (0 ± 0.01, range: -0.04 to 0.01, p = 0.999). 

Conclusions: It has been observed through the SSI maps that the regional deterioration in stiffness 
was concerted inside the cone area, while only mild non-significant alteration was observed outside 
the diseased area.  
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The swallowing mechanics is still unclear. The swallowing is an intrinsic motion consisted of 
both transporting food bolus from the mouth to the esophagus and preventing from entering the 
trachea. Although the functional anatomy supposes 38 kinds of muscles activating the tissues, the 
mechanics between the tissue motion and the muscle activity and the food bolus flow has been 
not revealed. One of the breakthrough methods to reveal the mechanics is a computer simulation 
based on the medical images and the anatomical knowledge.  
A computer simulation for swallowing needs both a tissue model and a food model. The tissue 
model consists of rigid models like the hyoid bone and elastic models like the tongue. The tissue 
model needed three steps to be created. The first step was to segment the tissues on images 
obtained from the four-dimensional Computed Tomography (4DCT) for swallowing. The second 
step was to adjust the muscles to the tissues. The third was to arrange particles to the muscles. 
The particles were calculation points for the simulation. The food model was created using its 
physical properties. The simulation method was a coupled analysis using the moving particle 
method which was one of the meshless methods. The muscle activity was obtained from the 
linear search method of the optimization calculation. 
The result indicated that the muscle-driven swallowing simulation clarified all the tissue 
motions including the wave movement of the tongue, the pharyngeal constriction and 
elevation, the arytenoid movement and the opening of the upper esophagus. Moreover, 
the tissue motion changed the way as the muscle activity increased or decreased.  
The muscle-driven swallowing simulation provided the precise soft tissue motion as well 
as the muscle activity which were unable for the 4DCT. The imaging-informed computer 
simulation will be able to reveal the whole mechanics on eating including mastication and 
swallowing. 
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Constitutive modeling of soft biological tissues has rapidly gained attention over the last 20 years. The
microstructure and macroscopic mechanical properties of soft tissues like arteries are closely related.
Histological anylsis, modern imaging, and biomechanical testing have deepend our understanding of
these complex interrelations. However, predicting the mechanical properties from microstructural infor-
mation yet remains an elusive goal.

To address this problem, we introduce a novel machine learning framework that combines advanced
theoretical concepts with deep learning [1]. Using data from mechanical tests, histological analyses and
advanced imaging, this architecture is trained to predict the nonlinear macroscopic mechanical properties
of arterial tissue. The incorporation of substantial prior knowledge from continuum mechanics and
materials theory enables our architecture to learn already from small amounts of data (101−102 samples)
to predict the stress-strain curves of soft tissue with high accuracy (R2 > 0.9). To the authors’ best
knowledge, this is the first time that macroscopic mechanical properties of soft tissue are predicted
with such high accuracy from the tissue microstructure. Moreover, we demonstrate that our machine
learning architecture is not limited to predictions but can also help to understand the mechanics of soft
tissue. Using advanced concepts of explainable artificial intelligence, we demonstrate that it enables the
automatic, systematic and largely unbiased quantification of the importance of different microstructural
features for the macroscopic mechanical properties.

The machine learning framework we present bears promise to be transformative for our understanding
of soft tissue mechanics and to provide new insights into the changes of soft tissues during aging and
various diseases.
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Introduction. Meniscus tears are one of the most common orthopaedic injuries,1 and surgeries to 
repair these tears are unable to effectively restore the native meniscus function. In order to help 
prevent meniscus tear injuries and improve surgical treatments, continuum damage mechanics 
(CDM) finite element (FE) models can be used to better understand the failure mechanisms and 
predict the loading conditions that cause tears to develop. However, the validation of these model 
formulations require comparisons to experimental data.2 Digital image correlation (DIC) paired 
with high-speed video can be used to track tissue strains up to the moment of tissue rupture, 
enabling a precise comparison between model and experimental strains in the failure region. 
 
Methods. Symmetric 1/8th dumbbell shaped coupons were built and analysed using FEBio studio 
(16144 elements).3 Model parameters were tuned to stress-strain data from 10 monotonic tensile 
tests of human meniscus4 using a transversely isotropic constitutive model. Damage evolution was 
modelled using a quintic polynomial with either von Mises stress criteria along the circumferential 
fibers, or 1st principle Lagrange strain criteria normal to them. The Lagrange strains and orientation 
of the tear region predicted by the model were compared to results from the DIC experiment.   
 
Results. The selected model formulation provided average R2 fits of 0.99 ± 0.01 for experimental 
data tested along the circumferential fiber network, and 0.97 ± 0.03 for data normal to the fibers. 
The concentration of maximum damage closely resembled the orientation of tissue ruptures from 
experimental data, with an oblique angle when loaded along the fiber axis, and a perpendicular one 
when loaded transversely. The model strains measured in this failure region were on average one-
half to one-third those measured experimentally. 
 
Conclusion. The excellent fits to experimental data, as well as the agreement between model and 
experiment regarding the tear orientation, suggest the selected constitutive model is appropriate to 
capture the anisotropic tensile failure behaviour of human meniscus. However, the inability of the 
FE model to correctly predict the high concentration of surface strain in the tear region indicates a 
potential limitation of CDM for modelling soft tissue failure.  This study is the first to use full-field 
strain data to validate a damage model of meniscus tissue, and the results serve as an important 
advancement of failure theory for soft tissue and computational modelling of knee injury. 
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Many biological materials behave attractive properties and attract scientists to investigate ingredient and
architecture of the materials. Among the natural materials, bone can be recognized as a biocomposite,
which consists of mineral and protein, and features higher toughness than its individual ingredient. This
characteristic gives a impetus to explore the bone further. The well-know theory for the mechanical
behavior of bone with consideration of its microstructure, which is usually called ”brick-and-mortar“, is
the tension-shear chain model [1] which can well capture the elastic modulus of bone [2]. The present
study proposes a viscoelastic model of bone taking into account the brick-and-mortar microstructure and
addresses the exact solutions of the viscoelastic model under stepwise, constant-rate, and cyclic loading
paths. The comparison between the response of the viscoelastic model and experimental data of bone
under monotonic loading shows an accepted result. The influence of mircostructure on the mechanical
properties of the bone including the creep function, the relaxation function, the instantaneous modulus,
the asymptotic modulus, the complex modulus, the storage modulus, the loss modulus as well as the loss
tangent are investigated.
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Bone with the volume fraction of mineral more than 70 % is usually classified as the cortical bone (or
so-called compact bone). The mechanical features of the cortical bone including the anisotropic and
the pressure-sensitive response as wall as the yielding asymmetry in tension and compression and slight
hardening have be widely observed. In the present study, we propose an elastoplastic material with
an anisotropic elastic part, an associated flow rule with anisotropic-pressure-sensitive yield surface, a
nonlinear isotropic hardening, and a nonlinear kinematic hardening to model the mechanical behavior of
the cortical bone. In order to calculate the accurate simulation of the model, we consider the strain control
cases as wall as the mixed control cases and develop the return-free integration of the model which is
underpinned the internal symmetry of the Lie group SO(n,m,g) transformation, where the metric g is
singular, and automatically updates the stress on the yield surface during plastic phase. The capability of
the return-free integration is tested by the error analysis including consistency errors, average errors, and
iso-errors. It shows the return-free integration of the model for the cortical bone is stable, acceptable,
and reliable. Further, accurate simulation of the cortical bone based on the return-free integration enable
us to investigate the mechanical behavior of the bone under different loading conditions.
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Extracellular matrix degradation is a necessary process for numerous physiological and 
pathological events such as morphogenesis and wound healing, and matrix 
metalloproteinase-8 (MMP-8) is the major peptidase in the extracellular matrix that can 
catalyze several molecules, including aggrecan, gelatin, and collagen types I, II, III, VII, 
VIII, and X. The pollution of nanoplastics is of growing concern owing to their potential 
negative impacts on organisms. Nanoplastics are plastic particles with diameters less than 
100 nm. Since nanoplastics are at least two orders smaller than eukaryotic cells, they are 
possible to penetrate into cells and influence organisms in molecular level. Moreover, 
nanoplastics have been found in the circulatory system of organisms. However, it is still 
unclear that how nanoplastics impact biological tissues after entering our body. Here we 
introduce a molecular dynamics approach to gain an insight into the effects of different 
nanoplastics on extracellular matrix degradation. It is found that different kinds of 
nanoplastics can cause different degrees of enzyme conformational changes, and they all 
influence the catalytic function of MMP-8 in different aspects. Our study shows the 
effects of nanoplastics on functional protein from an atomic-scale perspective, 
illuminating the urgent need for further understanding about the effects of various 
nanoplastics on other biological materials. 
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Organogel[1] is a class of gel composed of organic solvent and cross-linking polymer network 
structure. The network structure within this material not only fixes organic solvent but also 
provides excellent mechanical stretching properties[1]. However, conventional organogel is 
unable to withstand high tensile stress. Recently, it has been found that by adding metal ions[2], 
the organogel can reach high failure stress and remain its high stretching property at the same 
time. While knowing that metal ion may increase crosslink density, the thorough mechanism is 
still unclear[2]. In our study, we focus on adding lithium chloride (LiCl) in polyethylene glycol 
(10-mer PEG) / 2-hydroxyethyl methacrylate (100-mer HEMA) organogel to study the 
strengthen mechanism. 
 
Molecular dynamic simulation is used to study the difference between organogel and ionized 
organogel. We create two molecular models: pure PHEMA-PEG organogel and LiCl PHEMA-
PEG organogel, and perform equilibrium simulation under NPT-ensemble with 300K and 1 atm. 
End-to-end distance, radius of gyration and persistence length of PHEMA and PEG are 
measured to understand the changes of polymers structure in two systems. Numbers of 
hydrogen bond and lithium-oxygen coordinate bond are analyzed. Finally, we perform tensile 
stress to study the modulus and structural change of the systems at the micro scale. 
 
In LiCl PHEMA-PEG organogel system, we observe that end-to-end distance, radius of 
gyration and persistence length of PEG polymers decrease due to the effect of lithium ions. The 
number of hydrogen bond decreases from 974.69±71.35 to 770.61±38.62 while the number of 
lithium-oxygen coordinate bond between lithium and polymers dramatically increases, 
implying that the LiCl system has higher capability to withstand higher tensile stress. A higher 
density of crosslink of LiCl system implies that LiCl system is more stable and connected due 
to the coordinate bonds. Finally, from the tensile stress simulation, we obtain higher young 
modulus in LiCl than in pure PEG-PHEMA organogel. 
 
In this research, we use molecular dynamic simulation to study the structural and mechanics 
difference of organogel and ionized organogel, and provide the explanation of the mechanism of 
the better mechanical behavior of the ionized organogel. From our result, it is shown that 
although lithium competes the oxygen in hydrogen bond, leading to a decrease in hydrogen bonds, 
the substituted lithium-oxygen coordinate bonds not only increase the stability, but also increase 
the failure stress of LiCl system. The findings from the atomistic modeling may help engineers to 
develop various functional organogel. 
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The present study investigates the yield surface evolution of trabecular bone in an axial-shear stress space
via the finite element analysis. A representative element or so-called unit cell of the trabecular bone is
constructed with the microstructure of voronoi honeycombs and the initial and subsequenct yield sur-
faces of the representative element are probed. To model the mechanical property of trabecular bone, the
relative density of voronoi honeycomb is 40 % and a bilinear elastoplastic material with asymmetric yield
point in tension and compression is modelled in the finite element analysis. According to determination
of yield point in the classical experiment of metal, the finite element analysis is conducted to simulate
the uniaxial test and show the equivalent plastic strain of the voronoi honeycomb, then the proper deter-
mination of yield point in finite element simulations for the voronoi honeycombs is selected. The present
study further extends the selected definition of yield point for 1D stress space to detect yield surfaces of
the honeycomb in the axial-shear stress space via radial probing paths. Besides the initial yield surface
of trabecular bone is detected, the bilinear pre-loading paths of displacement are applied to the voronoi
honeycomb and the subsequent yield surfaces of trabecular bone are obtained. The observation on the
finite element simulations shows the shape and the area of yield surface vary in different pre-loading
paths of displacement.
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Biological cells embedded in fibrous matrices actively remodel the surrounding network by 
inducing unique deformation patterns. These patterns include tracts of elevated densification and 
fiber alignment and have been shown to regulate significant cellular processes such us cell 
migration and invasion [1] and intercellular communication [2]. Understanding the mechanism 
underlying these phenomena is equivalent to characterising the mechanical properties of 
Extracellular Matrix (ECM) fibers. 
Previous studies on fiber mechanics revealed unusual mechanical effects partly dictated by their 
hierarchical structure. These effects include multiple regimes of stress-strain responses under 
compression marked by transitions from hardening to softening [3,4]. Based on this evidence and  
moving beyond a previous continuum instability model [5] to include the crucial effects of 
discreteness, here we develop a discrete fiber network and implement various constitutive 
relations to explore fiber mechanical behavior under cell-induced loading. Our simulations reveal 
two distinct mechanisms of fiber and fiber group compressive instability due to buckling and 
identify matrix densification in the form of tethers connecting neighbouring cells and radial bands 
emanating around each cell, as a direct effect of these instabilities. Statistical inspection show 
enhanced alignment of tensed fibers along the direction of the densified zones while severely 
compressed fibres locate in the transverse direction, as experimentally observed. We show that 
both fiber alignment and matrix densification are prevented in the absence of elevated 
compression. Our models demonstrate that compression instability is a key player for both ample 
fiber alignment and matrix densification, rendering compression softening as the dominant 
nonlinear mechanism in fibrous ECM. This sets new insights in exploring fiber response to cell-
induced deformations and its implications to intercellular biomechanical interaction. 
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An angioscopy is an intravascular endoscopy device to visualize the colored interior of the 
blood vessel by delivering the endoscope to the arterial lesion using a catheter. Since the presence 
of blood flow usually blocks the view of the endoscopic camera, a transparent fluid flow, known 
as the flush flow, is needed to create a clear field of view between the camera and the arterial lesion, 
in order to obtain better quality images. In a previous study, we reported that using a step injection 
method, the visible area ratio of wall was 17-folds as large as that of using the conventional constant 
injection method; moreover, the optimised design of catheter also improved the visible area [1]. 
However, only a straight blood vessel was examined in the previous study, while the flushing 
behavior and effect of the step injection method on blood vessel in other geometries with more 
realistic feature remains unknown, which can be interesting and useful. Therefore, this study aims 
to evaluate the visibility of arterial walls in stenotic blood vessels using the step injection method. 

Three stenotic models of coronary vascular wall were constructed using CAD software. 
The stenosis models represented a ball-shape, bilateral-shape, dome-shape, respectively. A step 
injection (180 mL/min *0.5 pulse) and the conventional injection (90 mL/min) flush was 
respectively applied to the inlet. ANSYS CFX 2020 R1 was adopted as a solver for the transient 
fluid flow simulation (1 pulse=1 sec). Then an integral of visible area ratio in a pulse (ARvar) was 
calculated for quantitative comparisons to the conventional injection. 

Sections of the wall and the stenosis were observed from the camera viewpoint. The step 
injection created 1.4~7.0-folds higher ARvar than the conventional injection method in all models 
with different stenotic shapes. Especially, the bilateral-shape showed the highest ARvar, on the 
other hand, the ball-shape had the lowest ARvar. Compared to the straight artery, the effect of step 
injection is still higher than the conventional injection. However, the increase of visibility by step 
injection is smaller, especially the ball-shape. 

In conclusion, the step injection to stenotic artery shows higher visibility of arterial wall 
compared to the conventional constant injection. 
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Introduction: Mechanical thrombectomy with a stent retriever and/or aspiration catheter has been 
established as gold standard treatment for large vessel occlusion (LVO) in acute ischemic stroke 
(AIS). The first-pass effect, defined as successful complete or near-complete recanalization in the 
first attempt, has been associated with better clinical outcomes. Although high recanalization rates 
are reported with the advancement of devices and techniques, the rate of the first-pass effect is still 
approximately thirty percent. Therefore, it is imperative to understand the mechanisms underlying 
thrombectomy failure for early recanalization of LVO. 
 
Several challenges in mechanical thrombectomy have been reported, such as tortuous anatomy of 
the vessels and stiff clots. However, the mechanisms for poor results in case of these challenges 
remained unknown. The aim of this study is to assess a new-generation aspiration system with 
hydro-separator technology that works regardless of clot size or composition. 
 
The aim of this study is to examine the impact of vessel characteristics and clot stiffness on the 
performance of thrombectomy devices or techniques and to improve the efficacy and safety of 
stroke therapy. 
 
Methods: We created artificial clot analogues with diverse stiffnesses and intracranial vascular 
silicone models with several tortuosities. The success rates of thrombectomy and vessel retraction 
force were evaluated in standard and challenging situations in realistic vascular models. 
 
Results: Both the severity of vessel tortuosity and clot stiffness significantly affected the success 
rates of recanalization in simulated models. We observed that stent retrievers were stretched, 
collapsed in curved vessels, and lost clots in curved vessels. In addition, aspiration catheters 
ingested soft clots but not moderately stiff clots, whereas fragmentation of soft clots were observed 
with stent retrievers, although relatively stiff clots were well-integrated and removed. Aspiration 
catheters and stent retrievers with newer technology lead to significantly higher success rates than 
conventional devices. 
 
Conclusions: Challenging situations were successfully created in 3D intracranial vessel models. 
This thrombectomy simulation system was useful to understand the underlying mechanisms of 
difficulties and to improve clinical decision-making in challenging situations. 
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 In recent years, methods to generate virtual patient database of artery geometry have 
attracted much attention due to the lack of sufficient database of medical images. B. Thamsen et 
al. generated a database of vascular geometries by the Statistical Shape Model (PCA-SSM) using 
Principal Component Analysis [1]. However, the basic concept of PCA-SSM does not contain the 
correlation of landmark points position [2]. Then, landmark points without the correlation can 
generate the unrealistic geometry on anatomical aspect. Recently, a method for generating virtual 
patient database assuming a multivariate normal distribution (MVND) method are proposed based 
on covariates such as age, weight, gender, and blood pressure [3]. This MVND method enables to 
generate a large set of variables with correlation. In this study, we introduce the method on 
generating a virtual cerebral artery database using the MVND method. The generated database 
was evaluated by the distributions of geometric features of the generated shape database. 
 The position of the 3D vascular centerline was extracted from MRA data. The centerline 
was divided evenly for each artery part: basilar artery (BA), left and right internal carotid arteries 
(ICA). We examined the number of equipartition 2 to 30 for BA and 2 to 100 for ICA. We 
assumed that the coordinates of x, y, and z at the equipartition points and the corresponding inner 
diameters d follows MVND. According to MVND, point groups and corresponding inner 
diameters were generated for 100 patients at each artery part. B-spline interpolation was 
performed with point groups to create a virtual patient database. The distributions of geometric 
features of the virtual patient database were compared with that of real patient database using 
length, tortuosity, curvature, and SOAM (sum of angle metric). 
 For BA and ICA, the distributions of length, tortuosity, and curvature of the virtual 
patient database were generally similar to those of the real patient database. However, in case 
three equipartition points were selected, the BA curvature distribution of the virtual patient 
database did not fit that of the real patient database. Therefore, virtual patient database using 
MVND may represent the real database with the complexity of cerebral arteries’ bent if enough 
equipartition points number and B-spline interpolation are selected. 
 Virtual patient database of BA and ICA were generated using the MVND method. The 
distributions of the geometric features such as length, tortuosity, and curvature were similar to 
those of the real patient database, which suggests that this method is effective. 
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Computer simulation provides a unique opportunity to examine the relationship between 
microscopic findings and clinical observations. We previously developed a multi-scale 
model of the human heart and torso, which can reproduce the surface ECG based on the 
ionic currents of cell models of electrophysiology(1) (2) (3). In this study, we applied this 
heart model to examine the ionic mechanism of ST elevation on an electrocardiogram 
that is a hallmark of acute transmural ischemia. However, the underlying mechanism 
remains unclear. We hypothesized that high ischemic sensitivities of epicardial adenosine 
triphosphate(ATP)-sensitive potassium (IKATP) and sodium (INa) currents play key roles 
in the genesis of ST elevation. Using a multi-scale heart simulation under moderately 
ischemic conditions, transmural heterogeneities of IKATP and INa created a transmural 
gradient, opposite to that observed in subendocardial injury, leading to ST elevation. 
These heterogeneities also contributed to the genesis of hyper-acute T waves under 
mildly ischemic conditions. By contrast, under severely ischemic conditions, although 
action potentials were suppressed transmurally, the potential gradient at the boundary 
between the ischemic and normal regions caused ST elevation without a contribution 
from transmural heterogeneity. Arrhythmias were observed under hyperkalemia with 
preserved ATP concentration. Slow conduction in the ischemic region may play a key 
role in the development of arrhythmias. These results provide the comprehensive 
understanding of the ionic mechanisms of ECG changes during transmural ischemia. 
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An intracranial aneurysm (IA) is local ballooning of a cerebral artery. Historically, various 
hemodynamics indices have been proposed as etiologic factors of the development of intracranial 
aneurysms. However, which factor(s) is true remains controvertial. To sort out hemodynamic 
indices and shed light on the etiology of the disease, we are developing a numerical framework of 
the aneurysmal development, which accounted for an interactive linkage between hemodynamics, 
vascular wall mechanics and biological responses.  
 
The aneurysmal evolution was simulated by cyclically repeating three steps; blood flow 
simulations, tissue remodelling and deformation. Given vascular geometry, blood flow was 
simulated to obtain hemodynamic indexes such as wall shear stress (WSS), and oscillatory shear 
index (OSI). The amount of vascular components such as elastin and collagen were then locally 
changed based on the magnitude of the hemodynamic indexes to mimic pathological tissue 
remodelling. Finally, the vascular geometry was updated by defomration analysis with internal 
pressureliziation at a physiological pressure. Cyclically repeatitive implementation of these steps 
provided the aneurysmal evolution associated with pathological tissue remodelling. 

 
We illustrate its application to rat experiments where de novo aneurysms formed at the 
bifurcations created by end-to-side anastomoses with the bilateral common carotid arteries [1]. 
Blood flow simulations demonstrated high WSS, high WSS gradient (WSSG) at the apex of the 
anastomosis for flow impingement, and high OSI at the entire region of the anastomosis for 
recirculation. When high WSS and high WSSG were used combinedly as the driving factor, the 
aneurysm evolved at the apex. When OSI was adopted, the blood vessel bulged entirely near the 
anastomosis. The aneursms formed looked similar to the correponding rat experiments. These 
results suggest that a combination of high WSS and high WSSG, and high OSI are possible 
candidates of the driving factors of the aneurysm evolution.  
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Objective: Bicuspid aortic valve (BAV) is the most common congenital cardiovascular defect (1-
2% of all live births) characterized by the abnormal formation of two rather than three cusps. 
Approximately 50% of young adults with BAV, mostly fusion of the right and noncoronary (R/NC) 
cusps, develop premature calcification leading to aortic stenosis by age 35.1 The etiology of 
premature calcification in BAV is poorly understood, but mechanical contributions are implicated. 
Computational studies of the mechanical stimuli along BAV cusps have focused on adult cohorts 
after onset of calcification. Our objective was to create fluid-structure interaction (FSI) simulations 
of young BAV patients to elucidate BAV-induced mechanical stimuli prior to calcification. 
Methods: Magnetic resonance imaging of 23 y/o patients with R/NC BAV (n=1) and a healthy tri-
cuspid aortic valve (TAV, n=1) were conducted after IRB approval. Aortic and coronary artery 
morphology were extracted using SimVascular (simvascular.github.io). Valve cusps were 
constructed in SolidWorks (Dassault Systems) using dimensions made patient-specific by scaling 
to sinus geometry.2 Physiologic boundary conditions (BCs) were implemented including measured 
pressure at the aortic inlet, a lumped-parameter model of downstream physiology at the aortic 
outlet, and flow imposed at coronary artery outlets. Hyperelastic anisotropic material properties 
were applied using biaxial tensile results of human valve cusps from a 20 y/o.3 FSI simulations 
were performed by coupling FlowVision (Capvidia) with Abaqus/Explicit (Dassault Systems). 
Three cases were conducted from the TAV patient including (1) TAV, (2) virtual R/NC fusion with 
the same BCs to elucidate the impact of BAV alone, and (3) R/NC fusion with tuned BCs 
mimicking physiologic compensation to BAV. A validation case (4) included fusion from the R/NC 
BAV patient. Quantification of mechanical stimuli such as wall shear stress (WSS) and von Mises 
stress were then extracted. 
Results: Virtual fusion of the R/NC cusps in case 2 revealed reduced systemic pressure requiring 
tuning of BCs in case 3 to match clinical values. Both R/NC BAV cases showed similar alterations 
in mechanical stimuli, with differences due to tuning of BCs. The fibrosa/aortic surface of the BAV 
experiences higher WSS on the noncoronary cusp compared to the fused cusp during systole. High 
magnitude von Mises stress is also present near the fusion site, which is not present on TAV cusps. 
Conclusions: To our knowledge these are the first FSI simulations to characterize the mechanical 
stimuli for a young adult with R/NC BAV prior to calcification. The methods allowed for robust 
assessment of mechanical stimuli on the valve cusps, and thus may ultimately allow us to further 
characterize the temporal mechanical changes in pediatric BAV patients leading up to calcification.  
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Mitral valve (MV) is the left-sided atrioventricular valve of the heart, composed of the mitral 
annulus, two leaflets, branched network of chordae, and two papillary muscles. During systole, it 
prevents the retrograde blood flow between left ventricle and left atrium. Computational 
modeling of the MV has recently emerged from an approach used to define the native mechanics 
of the valve and explore its physiology and pathology, to a powerful tool that allows to 
investigate the impact of novel treatment strategies for the diseased MV. Several new techniques 
to surgically repair or replace the diseased valve are now in development. Therefore, 
patient-specific computational simulations of the MV function before and after surgical repair can 
help surgeons to assess the interventional outcomes of such repair techniques and may be 
extremely useful in preclinical procedure planning. 
 
We report a patient-specific 3D echo-derived MV modeling strategy, which can assist in 
procedure planning for the repair of functional mitral regurgitation (FMR), a disease that alters 
MV geometry resulting in inadequate closure and backward leakage of the valve. Such strategy 
was developed using echo images obtained in pigs with FMR. For each collected dataset, images 
were segmented and finite element model of the MV was reconstructed. FMR was induced by 
pre-straining the chordae. Annular contraction and movement of the papillary muscles were set as 
patient-specific kinematic boundary conditions. Physiologic transvalvular pressure was applied 
on the leaflets and explicit dynamic finite element simulation of the MV closure was performed. 
 
The results of our simulations faithfully mimicked MV alterations inherent to FMR: excess leaflet 
tethering and reduced mobility, restricted motion of the papillary muscles, increased 
interpapillary distance, elevated leaflet stresses and chordal tension forces. In addition, validation 
of the modeling strategy was performed by comparing computational results and imaging data: 
for each dataset, a good agreement between simulated configuration of the MV leaflets and 
corresponding 3D echo images was observed. 
 
Furthermore, the developed modeling strategy was tested to investigate the outcomes of various 
FMR repair techniques: undersized mitral annuloplasty, papillary muscle approximation, and 
implantation of MitraClip and Cardiac Leaflet Enhancer (CARLEN). In each case, we acquired 
realistic and reasonable simulation results, comparable to the results obtained on the bench in our 
lab [1],[2]. Therefore, the presented modeling strategy may be used for preclinical procedure 
planning to assess the outcomes of different FMR repair techniques. 
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Deep learning has begun to be used for predicting hemodynamics instead of computational fluid 
dynamics (CFD) [1]. Deep learning is a data-hungry approach, yet obtaining enough number of 
medical data is difficult. Therefore, data augmentation plays an important role to maintain the 
accuracy of deep learning prediction. For 3D geometry of aorta, statistical shape model (SSM) is 
often used to increase the number of training data. SSM generates the virtual patient geometry using 
principal component analysis (PCA) of several real patient’s geometry. However, in general, SSM 
has difficulty in maintaining the continuity of the geometry and controlling the geometry 
parameters. For these reasons, SSM is difficult to be applied to the complex artery shapes. In the 
study of artery SSM, only the aorta is mainly used [2]. In our study, we propose a new SSM 
approach for human’s aorta with carotid artery parts.  

The centerline and radius of each point was extracted from the 4 real patient’s aorta and carotid 
artery STL data. The centerline of the aorta was divided into 30 equal parts. The carotid artery was 
also divided in the same span as the aorta. Virtual patient data was generated as a set of centerline 
for each artery part by SSM. Then, 3D surface was reconstructed around the centerlines. To 
maintain the continuity of the model, we used the relative coordinates of the centerline instead of 
the absolute coordinates. In the relative coordinates, the previous point was used as a reference. 
The vector from the previous point to the next point was represented as a coordinate value. To 
evaluate the continuity of the model, the angle between each point and the front and back points 
was calculated.

Our SSM successfully constructs both parts of aorta and carotid arteries. Since SSM was 
constructed independently for each artery part, deformation can be performed respectively. The 
average angle of the aorta part is 2.52±0.52 rad in absolute coordinates. On the other hand, 
the average angle is 2.91±0.18 rad in relative coordinates. From the value of the SD, there 
is a larger angle variation in the absolute coordinates. This result shows that SSM using 
relative coordinates maintains the countinuity of the centerline SSM. 

Our developed SSM can add deformation to complex branches between aorta-carotid 
artery with maintaining continuity. 
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We develop a unified approach to mathematical modelling of muscles and polymeric 3D printed 
bionic actuators. It consists in three-dimensional finite element thermoelectromechanical modelling 
based on active strain approach. In the underlying mathematical model, the deformation gradient 
tensor is decomposed into passive and active parts. Passive response is modelled by a transversely 
isotropic nonlinear hyperelastic material model whereas the active behaviour is characterized by 
contraction associated with actin–myosin interaction in the case of muscles [1] or thermal activation 
in the case of polymers exhibiting shape memory (SM) effect [2]. 
 
In order to capture the SM effect, multi-branch models are often applied by considering the 
thermomechanical phase transition as the temperature crosses glass-transition temperature Tg. This 
type of models are time- and temperature-dependent and applicable for 4D printing with the fourth 
dimension referring to time [3]. 3D-printed SM polymeric objects demonstrate large recoverable 
deformations to the initial state being heated above Tg. Such programmable materials are often 
called “smart” due to their capability to change actively geometric configuration and widely used 
for medical, civil and aerospace applications. 
 
Current research involves constitutive models for skeletal muscles and shape memory polymers 
revealing electromechanical and thermomechanical behavior respectively, three-dimensional 
finite-element implementation and the corresponding experimental investigations of SM behavior 
of 3D-printed polymeric objects. 
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Long duration spaceflight has been reported to elevate the rates of back pain and spinal diseases in 
astronauts. It has been observed that long-term microgravity exposure causes significant atrophy of 
lumbar spinal muscles [1]. Studies have reported associations between muscle atrophy and spinal 
diseases such as lower back pain and disc herniation.  However, the biomechanical mechanisms 
underneath such associations are not clear. This study is aimed at exploring the influence of lumbar 
muscle atrophy on the loading of human lumbar intervertebral discs with a multibody modelling 
approach.  

The effects of lumbar muscle atrophy on disc loadings were studied using a full body 
musculoskeletal model developed with the AnyBody Modeling system (AnyBody 
Technology,V7.3, Denmark)[2]. Specifically, the lumbar intervertebral discs were modelled as 6 
degrees of freedom joints with linear elastic properties [3]. The swelling effects of the discs were 
considered, with swelling pressure dependent on the fixed charge density of the disc. The water 
content and fixed charge density are tissue deformation dependent. The ligaments were considered 
as non-linear elastic elements. The maximum strength of the muscles was dependent on muscle 
functional cross-sectional area (FCSA). In this study, atrophy of lumbar muscles was modelled 
with reduction of muscle FCSAs.  Two levels of FCSA decrease, namely, 20% and 40% decrease, 
of lumbar muscle groups (multifidus, erector spinae, quadratus lumborum, psoas major, transversus 
abdominis, obliquus internus, and obliquus Externus) under eight daily postures (lying supine, 
slouched seating, straight seating, relaxed standing, standing bent forward, standing lifting a 20 kg 
weight close to chest, standing lifting 20 kg with spine flexed 45o, and standing lifting 20 kg with 
arms stretched) were studied. 

Our predicted loads on the lumbar discs under eight daily postures without muscle atrophy were 
consistent with experimental data [2].  The predicted compressive and shear forces on the lumbar 
intervertebral discs showed no significant change with lumbar muscle atrophy in lying and sitting 
postures. However, they increased in the standing and standing flexed postures with or without 
carrying weight. The degree of increase was larger at a higher level of muscle atrophy. This study 
is important for understanding the biomechanical mechanisms of how lumbar muscle atrophy may 
affect the lumbar intervertebral disc health. 
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We are currently researching the application of musculoskeletal (MSK) models for new goals, such 
as sports performance monitoring and prosthesis and exoskeleton design and optimization. These 
applications require advanced MSK models, for example personalized models, models that include 
a model of the neural control system, or real-time processing of measurements in the natural 
environment. MSK model personalization and model extensions are challenging, since invasive 
and/or expensive measurements are required, while real-time data processing, especially of 
measurement in the natural environment, requires new biomechanical data processing methods. 
 
Machine learning (ML) is a promising technique to advance MSK models to achieve our goals. ML 
models could provide real-time data processing, while ML can also be used to extract more 
information from existing measurement data to allow for model personalization or extension. The 
application of ML has become possible recently due to the increasing availability of large datasets 
containing biomechanical movement data. Some laboratories have databases containing hundreds 
or thousands of measurements [1], while recent developments also allow for fast generation of 
movement simulations [2], which can artificially increase dataset size.  
 
We currently investigate if and how combining MSK models and ML can advance MSK models 
towards our goals of sports performance monitoring and prosthesis and exoskeleton design and 
optimization. Therefore, we will present (preliminary) results and highlight future approaches 
where ML techniques are used to improve MSK model outcomes.  

(1) Machine learning for real-time biomechanical analysis in-the-wild. We trained neural 
networks to output kinetics and kinematics from inertial sensor data, to develop an approach for 
real-time processing of biomechanical data recorded in the natural environment. We used gait 
simulations to increase data-set size and improve network accuracy [3]. 

(2) Neural networks for gait control. Currently, neural control models require a pre-defined 
model shape, e.g. a reflex model [4], which could bias their outcome. We are developing an 
approach to combine musculoskeletal simulations with neural network training to train unbiased 
controllers to replicate human control. 

(3) Personalized musculoskeletal models. Gait measurements of each person are unique. 
Therefore, we will explore if we can train a neural network to personalize MSK models from 
gait measurements, and use these neural networks to investigate individual anthropometrics. 
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Modelling and simulation of skeletal muscles are essential to better understand 
musculoskeletal diseases and improve treatment strategies. However model validation for in vivo 
muscular structures is not straight-forward. Muscle forces measured directly at the respective 
tendons intra-operatively can be used for validation [e.g. 1]. Though such an invasive intervention 
is not feasible for many scenarios in particular for healthy muscles. Surface electromyography 
(sEMG) is widely used for active muscle characterization, but it does not represent the passive state 
of muscles. Previously, muscle stiffness deduced from shear wave elastography (SWE) was shown 
to represent muscle mechanics [e.g. 2]. The objective of the present study was to investigate the 
use of a SWE approach in understanding active and passive force production of skeletal muscles in 
vivo by characterizing the biceps brachii muscle (BB) in relation to elbow joint position and 
function. We hypothesized that changes in mechanical properties of the BB can be detected both in 
passive state and during isometric ramp contractions at different activity levels for various muscle 
lengths. Therefore, we investigated whether SWE is a better method in revealing individual muscle
mechanics in relation to joint function which would help improve existing muscle models.

SWE, sEMG of BB, and isometric elbow torque measurements were performed on 10 
healthy volunteers (5 males, 27 ± 4.92 years, 72.7 ± 10.5 kg, 176.2 ± 5.03 cm) after they gave
written consent to participate. A passive trial, maximum voluntary contractions (MVC) and 
isometric ramp contractions (up to 25%, 50%, 75% of MVC torque) were performed for five elbow 
angles (60°, 90°, 120°, 150°, and 180°).

At passive state, elastic modulus of BB deduced from SWE significantly changed between 
flexed and extended elbow angles (e.g. between 60°/90° to 180°, p<0.02) but no significant 
differences were observed for sEMG root-mean squared amplitude (RMS) (p<0.05), supporting our 
hypothesis of SWE but not sEMG being able to characterize passive mechanical muscle properties. 
During ramp contractions, we found that normalized sEMG represents muscle activity (R2>0.75) 
but cannot detect contribution of BB to elbow function at higher lengths. In contrast to flexed 
positions, elastic modulus vs normalized elbow torque did not show a linear relationship at 
extended positions. We conclude that SWE providing more realistic results can be developed as an 
index of muscle force. If validated with experiments [e.g. 1], SWE findings can be used to improve 
muscle models and simulate the effects of e.g. exercise, neuromuscular conditions, or treatments.

Acknowledgements: Funded by the Deutsche Forschungsgemeinschaft (DFG – German Research 
Foundation) GRK 2198 – 277536708.
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For a better understanding of human locomotion, it is necessary to relate individual muscle 
function to the joints it crosses. More importantly, it is essential to assess the mechanical behavior 
of skeletal muscles not only in isolation but also with respect to the connective tissue matrix that 
they are embedded in. Previously, we developed an intraoperative approach based on measuring 
muscle forces through its respective tendon using buckle force transducers during orthopedic 
surgeries [e.g. 1-3]. Using this method, the mechanical behavior of healthy and diseased hamstring 
muscles was investigated in relation to knee joint angle. We found that even though children were 
taken to surgery due to a severe knee joint limitation, the data collected from spastic hamstrings 
indicated no abnormal mechanical characteristics if the muscles are activated alone [1]. 
Interestingly, when activated together with antagonistic and/or synergistic muscles, systematic and 
significant increases of the muscle force were observed [2, 3]. These indicated the relevance of 
muscular interactions through connective tissues on joint restriction in neuromuscular diseases. 

In the present work, force production capacities of muscles crossing the ankle joint are 
studied directly at various ankle positions. The experiments are performed in Universitätsklinikum 
Heidelberg, Germany after patients give written consent. The isometric forces of supramaximally 
stimulated triceps surae, tibialis anterior, and tibialis posterior muscles are collected at available 
ankle flexion and extension angles from patients with cerebral palsy, neurofibromatosis as well as 
non-neurologic foot deformities. Histological examinations performed on biopsied samples to 
quantify intramuscular connective tissue content are matched with the in vivo muscle function and 
state of the disease. The findings of the present study will reveal the effectiveness of surgeries 
performed in order to improve foot deformities such as tibialis anterior or tibialis posterior tendon 
transfers where not only the tendons but also the fascial connections are disrupted. The results will 
be discussed in terms of improving the existing modeling and simulation approaches that aim to 
guide surgical decision making and treatment strategies. In combination with advanced marker-
based motion tracking and ultrasound imaging as well as MRI scans obtained before and after 
surgery, a 3D continuum-mechanical model based on unique constitutive laws will be possible.  
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Whiplash injury and associated disorders are costly to society and individuals. Accurate simulations of
neck movement during car accidents are needed to assess the risk of whiplash injury. Existing simulations
indicate that Hill-type muscle models are too compliant, and as a result, predict more neck movement
than is observed during in-vivo experiments.

Simulating head and neck movement is challenging because many of the neck muscles operate on the
descending limb of the force-length curve [1], a region that Hill-type models inaccurately capture. Hill-
type muscle models have negative stiffness on the descending limb of the force-length curve and so
develop less force the more they are lengthened [2]. Biological muscle, in contrast, can develop large
transient forces during active lengthening and sustain large forces when aggressively lengthened [3].

Recently, a muscle model has been developed [4] that mimics the active impedance of muscle in the
short range and can capture the large forces generated during extreme lengthening. In this work, we
will compare the accuracy of simulated neck movements, using both a Hill-type model and the model of
Millard et al. [4], to the in-vivo neck movement. If successful, the improved accuracy of our simulations
will make it possible to predict and help prevent neck injury.

Acknowledgements: We gratefully acknowledge funding from the DFG under Germany’s Excellence
Strategy EXC 2075 390740016 through the Stuttgart Center for Simulation Science (SimTech)
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Cleft palate patients can significantly benefit from treatment based on alveolar graft deposition, a 
procedure with high success rate in young people. When treatment is delayed, after 12 years of age, 
the success of the procedure drastically decreases [1]. Probable causes for this decrease in success 
is the absence of both the child's growth stresses in the maxilla as well as of the eruption of the 
second dentition, which occurs up to the age of 12 [2]. This study aims to use numerical simulation 
to analyse the effect of a distractor to enhance the results of alveolar graft treatment in late cleft 
palate patients. The process of expanding the maxilla simultaneously with graft deposition would 
ideally induce stresses in the bone graft region, leading to osteoblast activation and bone growth.  

After standard cleft palate treatment without distraction, cone-beam computed tomography (CBCT) 
images were compared to a numerical simulation. The linear elastic model with non-homogeneous 
elastic moduli for the bone was subjected to a loading simulating palatal expansion using the 
distractor in ANSYS. The patient's graft density data were correlated to the bone elastic modulus 
to simulate the clinical conditions of maxillary expansion. Graft density data were acquired from 
CBCT images and loaded into automated reconstruction commercial software Dolphin 3D and the 
geometric model was constructed in MIMICS.  

The comparison of MEF stress distribution with the clinical bone resorption images of the CBCT 
for a cleft palate adult patient 60 days after surgery showed that low stress levels in the middle of 
the graft coincided with graft reabsorption areas as expected.  As for the simulation of the use of 
the distractor simultaneously with the graft application produced evidence that the stress 
distribution corresponds to a situation that can be related to a positive stimulus to bone growth and 
graft consolidation. Further clinical research is needed to validate these results, and numerical 
simulation has shown its potential for guiding alternatives in cleft palate treatment. 
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The role of the human heart is to circulate the blood in order to provide every cell with vital nutritions via

the cardiovascular system. Any irregularities might lead to the loss of life quality, and even sudden death.

Therefore, stable circulation in the cardiovascular system is important. The steady and healthy circulation

can be performed by the well-balanced harmonization between Excitation Contraction Coupling (ECC)

and Mechano-electric feedback (MEF). In contrast to ECC, by which electrical activation of cardiac cells

triggers the mechanical contraction of the heart, is well characterized, less is studied about the cellular

mechanisms of MEF, where mechanical alterations in the heart influence back cardiac electrical activity.

The goal of this study is to investigate the role of MEF in healthy cardiac cycles and in cardiac arrhythmia

using human ventricular models. The effect of MEF is manifested by stretch-activated channels (SACs).

The numerical formulation of SACs in terms of the fibre stretch of the myocardium is embedded in the

modified Hill model that describes the myocardium as an electro-visco-active material [1]. In addition to

the existing models of SACs in terms of the stretch along fibre direction [2], we propose models of SACs

formulated in terms of the rate of stretch along fibre direction and the stretch along sheet direction. The

influences of the three different models for SACs and different material properties on the regular cycles

are analyzed by using the electrocardiogram and volume-time curves, and show that the each model of

SACs leads to regionally varying reactions on the heart model. Moreover, we simulate ‘commotio cordis’

and ‘precordial thump’ and demonstrate that MEF take a vital role in fibrillation and defibrillation without

the structural impairment in the heart. Furthermore, we study the role of MEF in premature ventricular

contraction when the heart is hemodynamically disturbed.
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While experimental evidence shows that the mechanical response of most tissues is viscoelasticity, cur-
rent biomechanical models used in computational studies often assume only hyperelasticity. Fractional
viscoelastic constitutive models have been successfully used in literature to capture the material response.
However, the translation of these models into computational platforms remains limited due to a compu-
tational cost that is O(N2

T ) and a storage cost that is O(NT ) in order to store and integrate historical data.
We developed a novel numerical approximation to the Caputo derivative which exploits a recurrence re-
lation to give a computational cost that is O(N) and a storage cost that is fixed over time [1]. We used this
approach to extend the conventional analysis of residual stress in aortic soft tissues by considering the ef-
fects of viscoelasticity [2]. A substantial portion viscoelastic tissue is necessary to capture the long-term
dynamics of the residual stress experiment. In addition, the results show that conventional estimates of
residual stress are over-estimated a factor of 2 and that viscoelasticity is necessary to accurately estimate
residual strain. Using this approach, we developed a fractional viscoelastic model for myocardium that
improves the quality of fit compared to current models in the literature [3]. This allows us to develop an
inverse modeling approach, incorporating full 3D fiber architectures, for the estimation of the viscoelas-
tic properties of myocardium from tri-axial mechanical experiments. These results demonstrates that
fractional viscoelasticity has enormous potential for facilitating the analysis of viscoelastic properties of
soft biological tissues in computational problems.

REFERENCES

[1] Zhang, W., Capilnasiu, A., Sommer, G., Holzapfel, G. A., and Nordsletten, D. A. An efficient and
accurate method for modeling nonlinear fractional viscoelastic biomaterials Computer Methods in
Applied Mechanics and Engineering (2020) 362: 112834

[2] Zhang, W., Sommer, G., Niestrawska, J. A., Holzapfel, G. A., and Nordsletten, D. A. The effects
of viscoelasticity on residual strain in aortic soft tissues Acta Biomaterialia (2021) (In Press)

[3] Nordsletten, D., Capilnasiu, A., Zhang, W., Wittgenstein, A., Hadjicharalambous, M., Sommer, G.,
Sinkus, R., and Holzapfel, G. A. A viscoelastic model for human myocardium Acta Biomaterialia
(2021) 135: 441-457

837



Modeling the two-pathway contraction of smooth muscle in arterial wallsKlemens Uhlmann and Daniel Balzani

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Modeling the two-pathway contraction of smooth muscle in arterial walls

Klemens Uhlmann1 and Daniel Balzani2

1/2 Chair of Continuum Mechanics, Ruhr University Bochum, Universitätsstraße 150, 44801 Bochum,
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Patient-specific numerical simulations are considered a promising toolbox for the improvement of clin-
ical practice by allowing the detailed numerical analysis of atherosclerotic arteries with respect to e.g.,
efficiency and influence of antihypertensive drugs or plaque development and rupture. One important
contributor influencing the resulting mechanical fields is the active contraction of smooth muscle which
is in turn influenced by the deformations due to a change of the intravascular pressure. During the stretch
of smooth muscles cells (SMCs), two different mechanisms are triggered: the calcium-dependent and the
calcium-independent contraction [1]. For the calcium-dependent contraction mechanism, the stretch of
the SMCs leads to an inlet of calcium ions through various different pathways and activates the myosin
light chain kinase (MLCK) leading to the contraction. For the calcium-independent contraction mecha-
nism, stretch-dependent receptors of the cell membrane stimulate an intracellular reaction chain which
leads to an inhibition of the antagonist of MLCK, the myosin light chain phosphatase (MLCP). While
the calcium concentration can change over a rather small time frame, the inhibition of MLCP lasts much
longer. We present a chemo-mechanical model which describes both, the calcium-dependent and the
calcium-independent contraction of SMCs. As a basis for the mechanical description of the contractile
units, the model by Murtada et al. [2] making use of the chemical model of Hai and Murphy [3] is
considered. A new set of equations is presented to describe the stretch-dependent calcium inflow and
the inhibition of MLCP as a contractile mechanism. An algorithmic framework for the implementation
of the model in finite element programs is derived. Based thereon, simulation results of arteries under
time-dependent intravascular pressure, mimicking the scenario during a heart-beat, are analyzed and the
influence of the proposed model is shown. Quantitative comparisons with experiments show that the
response of the model enables realistic numerical simulations.
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Abstract 

Knowledge about patient-specific knee joint dynamics is crucial for the decision on therapeutic 
options in order to restore stability and functional/physiological joint motion after a cruciate 
ligament rupture. To achieve best possible approximation to the patient's native pre-traumatic 
knee joint condition, our research focus is concerned with a dynamic three-dimensional knee 
joint model employing the Finite Element method (FEM) for the assessment of the individual 
biomechanics. The patient-specific FE-model is automatically generated based on MR image 
segmentations of relevant anatomical structures of the knee joint: bones, articular cartilages, 
menisci, and ligaments. Linear and non-linear constitutive models, including initial strains are 
considered for modelling soft tissues. MR measurements of volunteers with in-situ loading 
(flexion, internal and external rotation) were used to validate the kinematics of bones and 
menisci. Analyses  of simulation results as well as comparisons to MR measurements at 
selected flexion and rotation angles are shown in Figure 1. The simulated patient-individual 
knee joint biomechanics can be used in the decision process in order to restore stability and 
physiological joint motion after a  cruciate ligament tear. Our vision is to establish computer-
assisted ligament reconstruction planning in clinical routines. 

 
Figure 1: FEM-simulation of a knee joint up to 20° flexion with subsequent external rotation up 
to 28° and the corresponding stresses [MPa]. Left: comparison of simulation-based femur 
position (orange) with MR measurement (grey). Middle: meniscus and cruciate ligament 
dynamics at external rotation. Right: dynamics at external rotation. 
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The membrane tensions of suspended nucleated cells moving in blood flows in microvessels are 
quite different from those of spreading cells, which is crucial to many pathological processes, 
such as the metastasis of cancers via circulating tumor cells (CTCs)1-3. However, few studies have 
examined membrane tensions in suspended cells, especially when interacting with other cells of 
different stiffnesses in low–Reynolds number flows at the cellular level. Taking CTCs as an 
example, we use the immersed boundary method to analyze the relationship between membrane 
tensions and their motional behaviors under the influence of fluid–cell–vessel interactions. The 
effects of vessel diameter and hematocrit on the shear tension and average isotropic tension are 
also analyzed. The results suggest that the confinement of the vessel wall determines membrane 
tensions on CTCs until the ratio of the vessel diameter to cell size becomes slightly larger than 
unity, at which point cell–cell interactions become the crucial factor. The increase in interactions 
between red blood cells (RBCs) and CTCs with the increase in the hematocrit in larger vessels 
promotes membrane tensions not only through the migration of CTCs to the vessel wall but also 
through a reduction in the translational motion and rotation of CTCs. The present study provides 
support rooted in biofluid mechanics for mechanobiological research on the metastasis and 
apoptosis of CTCs in microvessels.  
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The changes of the mechanical properties of red blood cells including the ratio of surface and 
volume, and shear modulus affect their dynamical behaviours in microcirculations apparently, and 
the interaction of cells and their surrounding fluid has a critical impact on the design of microfluidic 
chips as well. Here, we investigated the large deformations of a single red blood cell in extreme 
narrow channels and the hydrodynamics associated. The cell membrane was modelled as a hyper-
elastic thin shell. The cytoplasm was treated as Newtonian fluid with larger viscosity than the outer 
fluid. The immersed boundary method was adopted for the fluid-structure interaction. Strict 
conservation of the surface area and volume of cell were achieved. 
 
Numerical results show that the flow resistance correlates with the capillary number in two different 
mechanisms. At a relatively high capillary number (> 0.2), the average thickness of the thin film 
between the cell membrane and the vessel wall dominants flow resistance approximately following 
lubrication theory. At a relatively small capillary number (< 0.1), cell membranes often present 
wrinkles, at which the flow resistance is higher than that predicted with lubrication theory. This 
deviation is due to the inhomogeneous distribution of outer fluid vorticity around the membrane. 
By increasing the reduced volume of the cell, the wrinkles and the resistance deviation from 
lubrication theory decrease. 
 
The present study helps in understanding the discrepancy in measure the mechanical property of 
single cell with narrow channels. 
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Mass transfer phenomena across biological membranes can be observed everywhere in the human 
body. Erythrocytes in a blood supply oxygen to cells through the erythrocyte membrane and 
blood vessel walls. It has been reported that atherosclerosis is caused by the accumulation of low-
density lipoproteins under the vascular endothelium. Quantitative methods to measure the 
permeability of biological membranes are required for further understanding of biological 
activities in the body and elucidation of circulatory disease mechanisms. As a computational 
technique using measurement data, the data assimilation method have often been used to improve 
the accuracy of the data or to estimate unknown parameters. For hemodynamics application, 
D’Elia et al. proposed a data assimilation method that minimizes the difference between the 
computational fluid velocity obtained from the steady Navier-Stokes equations and the measured 
velocity data. In this study, following the concept of  D’Elia et al's study, we propose an 
estimation method for the membrane permeability such that the concentration distribution from 
the diffusion equation and the measured concentration data are minimized. The diffusion equation 
with the transport equaiton of the membrane was formlated as the weak form. The equation was 
descretized using the finite element method, and a minimization problem was set up to minimize 
the difference in concentration between experiment and calculation using the Lagrangian 
multiplier method. The system of equations was derived from the stationary condition and the 
solution was obtained numerically. In order to verify the proposed method, one-dimensional 
problem was set up. The proposed method was applied to artificial concentration data with noise, 
and it was confirmed that the proposed method can estimate reasonable values of the membrane 
permeability coefficients. 
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Determining the viscoelasticity of a red blood cell (RBC) is important in understanding its 
mechanics, which can be used to monitor health. Under strong shear flow, elongation deformation 
of an RBC accompanying a tank-treading (TT) motion increases with fluid shear stress relative to 
the membrane’s viscoelastic stress. Here, the RBC deformation was numerically simulated to 
understand its mechanical characteristics. The boundary element method was used to couple the 
viscoelastic deformation of the cell membrane and viscous flow of the surrounding fluids. As a 
result, deformation and inclination angle of the RBC were related to the fluid traction difference 
between the suspending and RBC inner fluids [1]. When the viscosity of an RBC is compatible 
with the suspending fluid, the elongation index responding fluid shear stress is similar to the 
responding external loads in the optical tweezers stretch, but elongation mechanics differed. By 
identifying the viscoelasticity of the cell membrane to reproduce published experimental data, the 
strain hardening elasticity of the cell membrane was identified by modifying the model developed 
by Skalak et al. [2]; the exponential form of Fung [3] successfully expressed the stronger strain 
hardening behavior for the latter deformation regime. These results indicate the applicability of 
the shear flow experiments as a stretch testing method to measure the viscoelasticity of the cell 
membrane. 
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Computational approaches to express left atrium (LA) hemodynamics are potentially useful to
diagnose LA thrombosis. Recent cohort studies1 clarified that left upper lobectomy (LUL) with
left superior pulmonary vein (LSPV) resection in thoracic surgeries has a higher prevalence of
LA thrombosis. Because PV geometries have large patient-specific differences and relative
posture of the remaining PVs can be altered by the lobar resection, alteration of the remaining
PVs posture after the LUL may affect the LA hemodynamics. This study aims to evaluate the
impact of the remaining PVs geometric alteration on LA hemodynamics after the LUL using 4D-
CT based computational fluid dynamics simulation.

4D-CT images (20 phases/cardiac cycle) for three lung cancer patients before and after the LUL
were acquired in Jichi Medical University hospital. LA surfaces were reconstructed from 4D-CT
images and these displacement field were estimated by a non-rigid point registration2.
Computational simulations of the LA blood flow were conducted by solving the incompressible
N.S. equation with the prescribed LA moving-wall boundary condition in a finite difference
manner. The wall boundary conditions were treated by the boundary data immersion method3. For
each patient, we conducted blood flow simulation before and after the LUL. Moreover, we
computed an artificial LUL case, in which the LSPV is artificially resected from preoperative
geometry to focus on the effects of LSPV resection without changing relative postures of the
remaining PVs on the LA hemodynamics.

Obtained results showed that jet flows from each PV into the LA in almost whole cardiac cycles
in every case and these jets much progressed in cases with artificial LSPV resection comparing to
preoperative case. While after LUL, the collision regions of jet flows changed due to the
alteration of the jet flows direction. These findings suggest that the alteration of LA
hemodynamics was not only induced by the LSPV resection, but also the alteration of atrial and
remaining PV anatomies by the LUL.
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The steady motion and equilibrium location of red blood cells (RBCs) in microchannels 
is a key issue in cellular-scale hemodynamics and microfluidics. However, full 
information of the dynamic behaviors of cells in 3D circular tubes to varied flow 
conditions is lacking. We investigated the dynamic behavior of erythrocytes across a 
wide range of flow rates and beginning locations in order to obtain phase diagrams of the 
equilibrium state. When shear rates are low (�̇�𝛾∗ <0.1), the equilibrium state of the cell 
shifts from "Snaking" to "Tumbling", then "Slipper" to "Parachute." For high shear rates 
( �̇�𝛾∗ > 0.1), the equilibrium state of a cell may be either "slipper" or "parachute," 
depending on its starting position. While both of these factors affect the deformability of 
erythrocytes, shear modulus has no effect on the pattern of equilibrium state and position, 
whereas the ratio of internal to external viscosities decreases, and the equilibrium state 
tends to become "Snaking" or "Parachute" near the tube center. Due to the difference in 
beginning locations, an erythrocyte's equilibrium state might be "parachutes" or 
"slippers," with "slipper" erythrocytes traveling quicker and having less membrane 
tension. Not only does this work provide light on mass transfer mechanisms influenced 
by RBC dynamic behaviors in microcirculation, but it also paves the way for the 
development of efficient microfluidic chips for cell sorting. 
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Human red blood cells (RBCs) are subjected to high viscous shear stress, especially during microcircula-
tion, resulting in stable deformed shapes such as parachute or slipper shape. Those unique deformed RBC
shapes, accompanied with axial or nonaxial migration, cannot be fully described according to traditional
knowledge about lateral movement of deformable spherical particles [1]. Although several experimen-
tal and numerical studies have investigated RBC behavior in microchannels with similar diameters as
RBCs [?], the detailed mechanical characteristics of RBC lateral movement–in particular, regarding the
relationship between stable deformed shapes, equilibrium radial RBC position, and membrane load–has
not yet been fully described. Thus, we numerically investigated the behavior of single RBCs with radii
of 4 µm in a circular microchannel with diameters of 15 µm or more. The problem was characterized
by Reynolds number and the capillary number Ca, which is the ratio between fluid viscous force and
membrane elastic force. The power (or energy dissipation) associated with membrane deformations was
introduced to quantify the state of membrane loads. RBCs, modelled as biconcave capsules whose mem-
brane follows the Skalak constitutive law [2], is simulated for a wide range of viscosity ratios between
the cytoplasm and plasma, for different Re and Ca. Since this problem requires heavy computational
resources, we resort to graphics processing unit computing, using the lattice-Boltzmann method for the
inner and outer fluid and the finite-element method to follow the deformation of the RBC membrane.
Simulations were also performed with different initial RBC centroid positions. Our numerical results
demonstrated that, especially for almost inertialless, axial or nonaxial migration of RBC depended on
the stable deformed RBC shapes, and the equilibrium radial position of the RBC centroid correlated well
with energy expenditure associated with membrane deformations.
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Magnetic microroller, inspired by leukocyte in the microcirculatory system, represents a promising 
candidate for targeted drug delivery [1,2]. However, the rolling dynamics of individual microroller 
in response to controlled changes in shear stress and magnetic field remains largely unknown. Here, 
we develop a mesoscopic model of the leukocyte-inspired microroller to investigate its locomotion 
behaviour inside blood vessel under different shear stresses and magnetic torques. We find that the 
microroller can roll along with the blood flow or move against the bloodstream depending upon the 
competition between applied magnetic torque and fluid shear stress. Our simulations reveal that the 
microroller can achieve precise navigation under low shear stress levels. We also probe the effect 
of blood haematocrit on the dynamic performance of the microroller, which shows that the shear-
induced collisions between erythrocytes and the microroller can significantly alter the motion of 
the microroller, especially under high haematocrit levels. In addition, we examine the rolling 
dynamics of the leukocyte-inspired microroller in a bifurcating microfluidic channel, 
demonstrating that the microroller can navigate along the user-defined path. These findings provide 
unique insights into the rolling dynamics of individual microroller in physiologically relevant blood 
flow, and offer an objective way for facilitating the design of bio-inspired microrollers in targeted 
and localized therapeutic delivery with high precision and efficiency. 
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Various types of hemoglobin-based oxygen carriers (HBOCs) are currently being developed as 
transfusion alternatives for solving chronic blood-supply shortage issues arising from rapidly 
declining birth rates and aging populations. These carriers are also essential for reducing the 
inherent risks associated with current blood preparation proceses. For example, cellular Hb 
vesicles (HbVs) that encapsulate the concentrated Hb solution in phospholipid vesicles are being 
vigorously promoted in Japan and have been recognized as useful alternatives for red blood cells 
(RBCs). The diameter of typical LEH particles ranges from approximately 200 nm to 250 nm, 
which is roughly 1/30th the size of a human RBC. Thus, the effect of HbVs will be significant at 
a microcirculation level, where vessel diameters are smaller than the RBC diameter. Studies 
focused on RBC and HbV flow distributions at this level will elucidate the effect of HbVs on 
organ perfusion and tissue oxygen delivery. Therefore, in the present study, the behaviors of flow 
with mixed RBCs and HbVs in microvessels were analyzed. 
 
In the present study, we adopt the lattice Boltzmann method (LBM) for the computation of flows. 
The LBM is a relatively new and promising numerical scheme for simulating complex flows and 
has attracted considerable attention as an alternative approach to conventional Navier-Stokes 
equations for computational fluid dynamics. One advantage of the LBM is the simplicity of 
handling complex moving geometries. Therefore, LBM is very effective for the analysis of 
multiphase fluid flows (for example, those considered in the present study). We treated the RBC 
membrane as a neo-Hookean model. In this study, we employed the immersed boundary method 
(IBM) to examine the fluid-membrane interaction between the flow field and deformable RBCs.  
 
In conclusion, the present LBM simulations revealed the flow behaviors of RBC and HbV at a 
microvascular bifurcation. The partial replacement of RBC by HbV reduces the bias of the 
oxygen flux. The present result suggests that HbV contributes to reducing the heterogeneity of the 
oxygen supply, possibly improving the oxygenation of ill-perfused regions. Further numerical 
analyses based on the arterial-capillary network are needed to clarify the overall effect of HbV 
transfusion on organ perfusion. 
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Simulations of the rotator cuff (RC) have the potential to be used to enrich our 
understanding of the mechanical environment of the tendon and inform clinical decision-making. 
For these simulations, the ultimate goal is to build a framework that can be used by clinicians to 
support recommendations for their patients and ultimately improve the patient’s quality of life. 
The clinical translation of such a framework depends on the synthesis of data from a myriad of 
sources to achieve a useful and accurate clinical recommendation. The ideal framework will be 
patient-specific, including tendon status and material properties, motion-specific and adaptable to 
the activities and activity level of the patient, and will use a validated method for estimating the 
mechanical environment of the RC to estimate tear initiation and progression risk. The 
framework will also consider the biological and other potential confounding factors that affect 
the mechanical environment of the RC tendons. To achieve clinical utility, the framework 
requires feedback from clinicians, ideally comprehensive long-term patient assessments that can 
be used to quantify the quality of the initial recommendations. The final stages of this framework 
will provide clear and concise, quantified clinical recommendations easy for the clinician and the 
patient to understand and to act on. The field has not yet achieved a mature, clinically 
translatable simulation framework, but the foundation for many of the pillars that this future 
ideal framework will rely heavily on have recently been built. Through iterative collaboration 
between scientists and clinicians, we will build clinically effective simulations that will enhance 
our understanding of RC tear pathomechanics and pathophysiology to ultimately improve patient 
care. 

Therefore, we propose a round table made up of clinicians and scientists evaluate and 
offer a framework for improved clinical relevance.  
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Introduction:    

Rotator cuff tears (RCT’s) occur in about 22% of the population over 50 years old, with 
the prevalence increasing as age increases [1]. Among those with RCT’s about 65% of tears are 
asymptomatic [1]. Of patients that have asymptomatic RTC’s, 36% will develop symptomatic 
RTC’s within three years [2]. With the population expected to double for the 65–85-year-old 
population by 2050[3], it is increasingly important to tear progression. The aim of this study is to 
use Finite Element Modelling (FEM) to better understand the strains the supraspinatus experiences 
for an articular sided partial tear.  
 
Methods:  
 To model partial tear on the supraspinatus, a validated FEM of an intact tendon first most 
be contructed. The articular and bursal side of the supra spinatus will be split to account for the 
varying material properties on each side. Each side will then be futher split into subsections to 
define the heterogenous material properties of the supraspinatus. The supraspinatus will be 
constrained for no translation or roation at the tendon insertion site of the greater tubercle of the 
humeral head and pulled to 4.14mm to match the conditons applied to a cadaveric study that was 
conducted to measure surface strain of the articular and bursal side of the supraspinatus. The strains 
will be compared to validate the FE model. To simulate partial tear, a new boundary condition will 
be applied where only the bursal side of the tendon insertion site is contrained.  
 
Results:  

The model was validated within a maximum of a 3% strain difference between articular 
and bursal X and Y principle strains when compared to the cadaveric data. The strain from the FEM 
of partial tear showed the same strain when the tendon ensertion was completely connected.  
 
Discussion:  
 The goal of this study was to create a validated FEM to be used to model partial rotator 
cuff tears to better understand the strains associated with tears to help elucidate tear initation and 
propagation. Our initial findings indicate no differences in strain when the articular sided insertion 
of the tendon is not constrained. The next steps are to make a more refined model that includes the 
infraspinatus and give regions close to the inrestion zero stiffness to replicate tears and assess strain 
differences. These findings may help to better understand the onset of tears by evaluating the strain 
differences between a partially torn and a healthy tendon.  
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Combinations of implant design elements, positioning, and soft tissue tensioning are used to 
improve pre-impingement range of motion (ROM) and stability after reverse shoulder arthroplasty 
(RSA). However, RSA patients may occasionally undergo motions beyond impingement. 
 
We implemented a dynamic, explicit FE model of RSA validated against experimental contact 
pressure during scapular impingement [1]. Bony (scapula, humerus) and soft tissue (subscapularis, 
deltoid) geometries were acquired from Visible Human CT scans. Bone and glenoid components 
were modeled as rigid, while soft tissues, polyethylene liner, and the bony scapular impingement 
region were modeled as deformable. Contact was defined at all relevant interfaces. Soft tissues 
were tensioned and wrapped around the joint/implant prior to motion. With the scapula fixed, 
humeral rotations were prescribed about anatomic axes. The mechanical trade-offs associated with 
various implant design features, placement, and subscapularis restraint/quality were investigated. 
 
Increasing glenosphere lateralization increased impingement-free ROM, but the deltoid force 
required to elevate the arm [2] and the torque required for external rotation [3] also increased. 
Presence of the subscapularis was found to restrain post-impingement instability [4]. However, 
external rotation torque increased with increases in subscapularis stiffness [3]. In general, absence 
of the rotator cuff musculature produced greater impingement likelihood and post-impingement 
instability. Placing the glenosphere in neutral version together with rotating the liner posteriorly 
resulted in the greatest post-impingement stability [5]. While providing greater stability during 
abduction, a valgus angle of inclination liner design resulted in greater post-impingement instability 
during external rotation and extension, made worse by the absence of the subscapularis [4]. 
 
Simulating the full range of functional activities, while incorporating soft tissue tensioning and 
restraining effects, may aid in preoperative planning to improve pre- and post-impingement 
stability and overall outcomes after RSA.  
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This research aims to develop a computational workflow to create paediatric musculoskeletal finite 
element models to understand infant muscle biology and mechanics. Muscle fibre fascicles (FFs) 
and connective tissues were digitized in a 6-month-old female cadaver; TS muscles were outlined 
from origin to insert attachment sites and digitized using a MicroScribeTM G2X Digitizer (0.05 
mm accuracy; Immersion Corporation, San Jose, CA). The digitized data were used to create 
qualitative 3D muscle models in Autodesk® Maya® [1]. Fascicles of each muscle were wrapped 
by 2D convex skin grids and then converted into volumetric tetrahedral meshes. Information from 
fibre fascicles was used to define the fibre orientation as inputs for a Transversely Isotropic Mooney 
Rivlin material property in a finite element model. The FE model was set in FEBio (Salt Lake City, 
UT, USA); model parameters were tuned to reproduce the passive range of motion of in vivo and 
cadaveric experiments [2]. Lagrange strain was computed from the incremental applied load 
(200N) at the calcaneus bone to mimic antagonist ankle dorsiflexion loading. Maximum strains 
were observed at the myotendinous junctions of the muscles, and non-uniformity of stress and strain 
patterns were observed, suggesting that there are local inhomogeneities of mechanical strains and 
biological remodelling of these tissues. To reach the maximum passive dorsiflexion, nearly 80%, 
50%, and 10% strain were observed in lateral gastrocnemius, medial gastrocnemius, and soleus. 
We developed robust computational modelling (converging time <1min with single CPU) to map 
the stresses and along-fibre strains in triceps surae muscles, suggesting rapid muscle remodelling 
in origin and insertion regions of the muscle. Future work will continue digitizing more specimens 
to create a statistical shape modelling of paediatric TS muscles and develop a real time surrogate 
TS muscle musculoskeletal model applicable in clinics. This work is a step forward in development 
of biomechanical models from high fidelity anatomical data. 
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Automatic diagnosis of dilated cardiomyopathy based on ultrasound images is a challenging task, 
because pixel intensity levels in the images are not related to the physical properties of the tissue, 
as well as there is poor signal-to-noise ratio in images and weak echoes. Therefore, this study 
develops an automated methodology for 3D reconstruction and analysis of heart ventricle (LV) in 
patients with cardiomyopathy that can be divided into three main steps: (1) machine learning 
algorithms to extract LV and relevant parameters, (2) geometrical algorithms to reconstruct 3-
dimensional model and (3) finite element method to analyse the mechanical response of the left 
ventricle under different loading conditions. Collected dataset consisted of 1809 images with apical 
view and 53 images with an M-mode view from cardiomyopathy patients at clinical facilities in the 
United Kingdom and Serbia. Methodology for analysis of apical view was based on segmentation 
of LV using U-net convolutional neural network [1] after which the segmented region was bounded 
with rectangle, where the longer side corresponds to left ventricular length (LVL). Regarding the 
M-mode view, traditional algorithms such as adaptive histogram equalization, template matching, 
Canny edge detection, and thresholding are used to extract internal dimension (LVID), posterior 
wall thickness (LVPW), and interventricular septum thickness (IVS), due to the smaller number of 
images. When manually annotated and automatically extracted parameters are compared, a dice 
coefficient of 92.091% for segmentation is obtained, as well as an average root mean square error 
(RMSE) of 0.3052cm for parameter extraction in apical view images and an average RMSE of 
1.3548cm for parameter extraction in M-mode view images. Based on extracted left ventricle 
length, radiuses, wall thicknesses, and user-supplied divisions, 3D parametric model of LV is 
reconstructed, which can be used to replicate the entire cardiac cycle using Finite element method 
(FEM). Described methodology is integrated into SILICOFCM platform [2]. Fully automated 
cardiomyopathy identification, 3D reconstruction, and cardiac cycle modeling of the left ventricle 
utilizing ultrasound pictures can assist doctors in making more timely judgments and establishing 
more accurate therapies. The approach is now available on a user-friendly platform in order to help 
clinicians make faster decisions and establish reliable treatments.  
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One of the very effective tools for tracking the cardiac cycle is echocardiography. This technique 
helps doctors to assess the heart function of a patient. Echocardiography is the most commonly 
applied technique for non-invasive assessment of cardiac state. In this paper, we presented the 
semi-automatic generation of the solid left ventricle model based on the images acquired from 
echocardiography. We generated model from the echocardiographic image at the start of diastole. 
Starting from there, we prescribed displacements using models generated at other time instances 
of the echocardiographic data. Since the dominant stresses lie in the sheet planes, while normal 
stresses in the wall normal directions are of the order smaller, we explored a possibility to model 
heart wall by membrane finite elements, hence considering the wall as a thick membrane (shell 
without bending effects). The membrane element is composite, containing layers over the 
thickness and variation of the direction of fibers. The membrane elements enables us to simulate 
heart mechanics which are much smaller and simpler for use than conventional 3D models. As a 
material model, we used the recently developed computational model [1] based on Holzapfel 
experiments [2,3] for the determination of passive stresses within cardiac tissue. The presented 
approach of modeling mechanics of the LV can serve as the basis for practical applications since 
it is based on the true patient-specific geometry and relies on experimental constitutive 
relationships. 
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Recent experiments on hydrogels subjected to large elongations have shown elastic instabilities resulting
in the formation of geometrically intricate fingering patterns. In this talk, we present a robust com-
putational framework to simulate this complex material response from the onset of instability to the
post-bifurcation behavior. We discuss the numerical challenges stemming from the non-convexity of the
strain energy density in the near-incompressible, large-deformation regime, which is responsible for the
coexistence of multiple equilibrium paths with vastly-different, sinuous deformation patterns immedi-
ately after bifurcation. We show that these numerical challenges can be overcome by using high order of
interpolation in the finite element approximation, an arc-length nonlinear solution procedure following
the equilibrium path of the system, and a parallel implementation enabling large-scale simulations. The
resulting computational approach provides the ability to conduct highly-resolved, truly quasi-static sim-
ulations of complex elastic instabilities. Finally, we present numerical results demonstrating the ability
of the path-following approach to describe the full evolution of fringe and fingering instabilities observed
experimentally. Importantly, we observe that the robustness of the static solution procedure enables com-
plete access to the multiplicity of solutions occurring immediately after the onset of bifurcation, as well
as to the settled post-bifurcation states.
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Understanding the relationships between network architecture and mechanical properties in crosslinked
networks is critical for the design of soft materials such as elastomers and hydrogels. Yet, commonly-
used constitutive theories of rubber elasticity (e.g. the 8-chain or the full-network models) rely on ide-
alised network representations which ignore the role of network imperfections. Alternative representa-
tions have been proposed based on Bethe lattices in the context of linear elasticity (e.g. the Phantom
model) but it is unclear how such approaches can be extended to large deformation. A new strategy is
needed to explore structure-property relationships based on more realistic network repesentations, which
could in turn inform the development of predictive constitutive theories.

In this contribution, we use computational random network simulations to investigate the elastic prop-
erties of hydrogels, building on our previous works [1, 2]. A new algorithm is proposed to generate
random networks with controlled topology in terms of crosslink functionality, chain density, and chain
end-to-end distance distribution. Several topological features are considered, including the degree of
interpenetration of the chains, the presence of topological defects (dangling ends, loops), and polydis-
persity. The mechanical behaviour of random networks is simulated up to large deformations, and results
are compared to available semi-analytical estimates and experimental data for tetra-PEG hydrogels [3].
Implications for the design of networks with improved properties are discussed.
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Polycarbonate finds a wide range of applications as structural materials and thus is drawing increasing
attention in both scientific and industrial communities, owing to the prominent mechanical and physi-
cal properties. It is widely accepted that polymer mechanical properties are essentially related with the
molecular structure [1]. In our previous coarse-grained molecular dynamics (CGMD) simulation for
polycarbonate, the effect of molecular entanglement on maximum stress was investigated. As the num-
ber of entanglements was varied by altering the molecular weight [2], the causal effect of the number of
entanglements on maximum stress remained unclear by confounding with the effect of molecular weight.
This study therefore aims to reveal the effect of chain molecular entanglement and spatial distribution on
fracture behavior as follows: The molecular entanglement, spatial distribution, and fracture behavior are
quantitatively described by the average number of entanglements per monomer (Ne), root-mean-square of
radius of gyration (Rg) and maximum stress (σmax), respectively. In this simulation, uniform weight poly-
carbonate structures with the systematical variation of Ne and Rg are generated by varying equilibrium
temperature profiles and initial arrangements of molecules, respectively. Uniaxial tensile deformation is
applied to each simulation cell at a constant strain rate, and the stress-strain relationships are obtained.
We found significant effects of Ne and Rg on the maximum stress; for instance, the molecular structure of
a higher radius of gyration leads to higher maximum stress with a constant molecular weight. Bivariate
nonlinear regression analysis is performed to obtain description of maximum stress as a function of the
radius of gyration normalized by molecular weight and the number of entanglements.
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Hydrogels are widely used in flexible electronics and biomedical fields due to their superior 
stretchability and biocompatibility. Previous studies have demonstrated that the water content has 
significant effect on the elastic and fracture behaviours of hydrogels. However, the effect of water 
content on hydrogel adhesion has not been systematically explored. In our study, we first carry 
out a series of experiments on polyacrylamide hydrogels with a wide range of water content and 
find that the physical adhesion properties of polyacrylamide hydrogels are related to the water 
content. With the decreasing water content, the adhesion energy of polyacrylamide hydrogels 
undergoes four stages. The surface chain density, water molecules on the surface, bulk energy 
dissipation, and effective contact area of the polyacrylamide hydrogel are considered to 
synergistically contribute to these four stages. Specifically, at extremely low water content of 
about 30%, polyacrylamide hydrogels exhibit one order of magnitude higher adhesion energy 
than that at relatively high water content. It is also found that with the decrease of water content, 
the maximum peeling force presents a similar trend to that of the adhesion energy. To fully 
understand the effect of water content on hydrogel adhesion, a finite element method is further 
adopted to simulate the water-affected adhesion of the hydrogel attached to a rigid substrate, in 
which some parameters can be obtained from the experimental work. According to these 
discoveries, we can control the adhesion performance of a hydrogel by simply adjusting the water 
content, and even achieve reversible adhesion. 
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Double network (DN) hydrogels are composed of two layers of crosslinked polymer networks. 
They have higher stretchability and greater toughness than regular hydrogels, making them 
promising applications in tissue engineering, drug delivery carriers, fluid actuators, and other 
fields. However, the experimental study of mechanical properties of DN hydrogels has some 
shortcomings, such as complex experimental process, high research cost, and low efficiency. 
Herein, coarse-grained molecular dynamics (CGMD) models of DN hydrogels are proposed by 
combining molecular dynamics (MD) simulation and machine learning (ML), to learn the 
relationship between crosslinked networks structure and their mechanical properties. The DN 
hydrogel CGMD model developed by ML simplifies the details of the all-atom model, reduces 
the degree of freedom of the simulation system, and saves the computational cost. The results 
obtained from the CGMD simulations are used as training data sets. The force field parameters 
are optimized by the artificial neural network. The results of this work provide general CGMD FF 
parameters and illustrate that it is possible to simulate large-scale complex hydrogels model 
models. 
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Hydrogel has a complex network structure with inhomogeneous and random distribution of 
polymer chains. Much effort has been paid to fully understand the relationship between 
mesoscopic network structure and macroscopic mechanical properties of hydrogels. Recently, 
machine learning algorithms are becoming an important tool in the fields of mechanics of 
materials, attributed to its power to predict materials properties. In this study, we develop a 
machine learning framework to predict the mechanical properties of single-network hydrogel 
from polymer network structures. The constructed deep learning models are able to capture the 
nonlinear mapping from mesoscopic hydrogel network structural model to its macroscale 
mechanical property. The implemented machine learning framework provides a guidance to 
predict the nominal stress–stretch curves of hydrogels under uniaxial tension, and the framework 
also demonstrates the potential for predicting mechanical properties under more complex 
boundary conditions. Our results show that the end-to-end machine learning framework can 
effectively predict the mechanical properties of hydrogel within a wide variety of mesoscopic 
network structures, which demonstrates that the deep learning models are able to capture the 
internal relationship between complex network structures and mechanical properties. We hope 
this approach can provide guidance to structural design and material property design of different 
soft materials. 
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Fiber-reinforced polymer composites printed via additive manufacturing (AM) have gained great 

popularity because of their enormous potential for various applications in the automotive, 

aerospace, and biomedical industries. The main concerns on the AM of high-quality composite 

parts are the void content and fiber orientation, which are closely associated with the packing 

characteristics of powder beds. A discrete element model has been developed to study the packing 

quality of glass fiber/polyamide 12 composite powder in powder bed fusion AM. The geometric 

shapes of polymer powder particles and fibers are represented by multi-sphere particles and 

sphero-cylinders, respectively. The numerical model helps to understand the flow dynamics of 

composite powder particles and the formation mechanisms of voids in the powder packing 

process. The numerical model has been utilized to analyze the effects of packing parameters on 

the packing quality of the powder bed. The simulation results reveal that the increase of the 

powder layer thickness is beneficial to increasing the packing density and lowering the surface 

roughness of the powder bed. A high spreading velocity degrades the packing quality of the 

powder bed. A small number of fibers in the composite powder are in favor of the packing quality, 

while excessive fibers reduce the packing quality of the powder bed. The numerical simulation 

can serve to guide processing parameter optimization for improving the dimensional accuracy and 

minimizing the porosity in AM-printed parts. 
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A systematic approach is proposed to address the issue of shape and topology optimization of 
hydrogel structures involving recoverable large deformation in this paper. The thickness of the 
hydrogel layer and the fiber orientation of the fiber-reinforced hydrogel are taken as design 
variables in the shape optimization. The outline and material distribution of the hydrogel 
structures are described as the design variables by the explicit moving morphable voids and 
components in the topology optimization. In order to deal with the convergence issue of the 
intermediate process of nonlinear optimization, a material interpolation model is established and 
an adaptive mesh technique is used. Furthermore, the objective function is the displacement of 
specific nodes to ensure that the swollen structure achieves a unique actuation effect. The adjoint 
sensitivity is derived based on the mapped element density and the boundary evolution of the 
structure. Finally, several examples of optimization of isotropic and anisotropic hydrogel 
structures are used to prove the effectiveness and applicability of the proposed method. 4D 
printing experiments are also provided to demonstrate that the explicit topology obtained by this 
method can be directly used in the manufacture of hydrogel based soft devices. 
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Shape memory hydrogel (SMH) is a new type of the soft smart material, which can transfer from 
the temporary shape to initial shape when immersed in water. Different with the traditional shape 
memory polymer, the shape memory process of SMH is an adiabatic process, and the excellent 
deformability of the hydrogel allows us to pre-program more complex temporary shape. There is 
no constitutive model that can describe the shape memory behavior for hydrogels induced by 
chemical potential in an adiabatic process before. In this work, a constitutive model for SMH 
induced by chemical potential is established. In proposed model, we consider that the SMH 
consists of two phases, dense phase and sparse phase. The stored deformation is introduced in the 
dense phase to describe the shape memory effects (SME) of the SMH. The proposed model is 
further implemented in ABAQUS using the user-subroutine UMAT. We simulate SME of SMH 
under uniaxial loading, three-point bending, twisting. The comparison between the simulation and 
the proposed model for the SME of SMH under uniaxial loading shows good consistency. From 
the simulation for three-point bending and twisting loading cases, it can be demonstrated that the 
proposed model can describe the SME of SMH under complex and large deformation. 
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This work approaches the problem of the design of mechanical metamaterials including, as a distin-
guishing feature, instabilities in the elastic regime. Among the various opportunities offered by this
characteristic [1], is the manipulation of the deformation energy. In this sense, metamaterials including
elastic instabilities are known to exhibit reusable energy-trapping or energy-dissipation [2].

We present a novel methodology for the analysis of microarchitectures including instabilities. The strat-
egy largely reduces the computational effort if compared with full models of non-linear volumetric finite
elements or with non-linear beam elements. As a consequence, it allows to enlarge the analysis to more
unit cells within the body of the metamaterial and to evaluate efficiently a greater number of topologies,
proving to be especially suitable for use in processes of optimization of the microarchitecture.

Noting that existing designs of this class of materials only achieve energy manipulation in specific pred-
ifined loading direction, in this work, we center the design aim in obtaining reusable multidirectional
isotropic energy manipulation with this technique. This is in accordance with a more realistic use of the
metamaterials where general boundary condition do not establish a priori the loading direction.
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For years, the concept of metamaterials has been used in the field of acoustics to refer to architected 
materials with the unnatural ability of attenuating sound in certain frequency bandgaps, thanks to 
local resonance phenomena. In this context, novel numerical tools under the Computational 
Material Design (CMD) umbrella, including multiscale frameworks, model-order reduction 
techniques, and topology optimization methods, have been combined to characterize such kinds of 
exotic behaviours enabling the design of optimal acoustic metamaterials with enhanced sound 
attenuating properties. In particular, a computational homogenization model is proposed, which is 
capable of capturing the effective macroscopic response triggered by local resonances in the 
metamaterial’s microscale [1]. This numerical model has been successfully validated through an 
experimental sound transmission loss (STL) measurement of a 3D-printed acoustic metamaterial 
prototype [2]. 
 
As a next step in the computational design of acoustic metamaterials, the novel concept of 
Multiresonant Layered Acoustic Metamaterial (MLAM) is proposed as a potential solution to two 
major challenges still present in the acoustic metamaterials technology: (a) the narrowband nature 
of their attenuating capabilities, and (b) the complex manufacturing processes. The MLAM 
technology addresses the first issue by basing its design on coupled-resonances mechanisms that 
translate into a double-peak STL response (allowing to extend the attenuation bandwidth, even at 
low-frequency ranges). Furthermore, the layered-based structure makes the MLAM suitable for 
large scale manufacturing, for instance, through well-established lamination and die-cutting 
processes presently available in the industry [3]. In this regards, applying CMD tools to the MLAM 
design can potentially make the acoustic metamaterials technology feasible for the market.  
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Designing efficient modular structures and mechanisms demands solving two optimization task: optimiz-
ing the topology of individual modules and choosing their optimal placement in a product such that the
modules synergistically cooperate. In our previous work on the minimum-compliance design of modular
truss structures [1], we addressed this problem in a concurrent setup, combining a meta-heuristic method
for updating the modular assembly plan with a second-order cone programming to generate the optimal
truss-like topologies of the modules. Here, we present our recent results [2] on a computationally more
efficient, bi-level sequential strategy applicable to continuum structures and mechanisms.

First, using the free material optimization, we determine the optimized distribution of stiffness tensors
at the product scale. Next, we partition the stiffness tensors into a given number of clusters by a novel
deterministic algorithm. Interpreting the outputs of the clustering algorithm within the Wang tiling for-
malism [3] yields the sought-for assembly plan. Finally, topology of individual modules is obtained from
the standard, single-scale topology optimization based on the Solid Isotropic Material with Penalization
interpolation scheme with the design space reduced by a mapping reflecting the modular assembly plan.

We illustrate the performance of our method on four two-dimensional problems: the modular minimum-
compliance Messerschmitt-Bölkow-Blohm beam, two modular compliant mechanisms (an inverter and
a gripper), and a combined modular design of both mechanisms, illustrating the reusability of the opti-
mized modules. We demonstrate that by choosing the number of clusters we can compromise between
a Periodic Unit Cell-based design of a material microstructure and a traditional full-scale topology opti-
mization. Our method thus opens the way for the rational design of modular metamaterials and mecha-
nisms at the material level.

REFERENCES
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Structural optimization plays an important role in the construction industry, leading to 
more material-efficient structures, promoting then the sustainability of this sector. One of 
the strategies to perform structural optimization is through Topology Optimization (TO). 
Single-Material Topology Optimization (SMTO) has been extensively studied over the 
past decades (see e.g., [1]). Regarding the Multi-Material Topology Optimization 
(MMTO), there is not that much work especially in microstructural design. MMTO is a 
current research topic, boosted by rapid developments in Multi-Material Additive 
Manufacturing (MMAM) (see e.g., [2]). It has been shown that multi-material design 
solutions, compared to single material, can lead to better performance (e.g., compliance 
and stress levels) [3-5]. 

This work addresses MMTO of a periodic composite material unit-cell considering 
two solid materials plus void, with properties predicted by homogenization, using 
strength and stiffness design criteria. Firstly, the compliance minimization with mass 
constraint MMTO problem is solved here. Then, one performs a stress-based MMTO 
problem where the maximal von Mises stress is locally minimized in the unit-cell. Two 
different types of design solutions are investigated in this latter case. On one hand, the 
two solids coexist being bonded together across sharp interfaces. On the other hand, a 
Functionally Graded Material (FGM) is obtained as an extensive smooth variation of 
material properties on account of varying composition’s volume fractions of both solids 
throughout the design domain. From a computational cost viewpoint, performing the 
stress-based MMTO has two main bottlenecks: the stress sensitivity analysis and the 
optimizer runtime. Therefore, the stress derivatives are computed using the adjoint 
method in a parallel fashion, and the optimizer (MMA, see [6]) is here parallelized to 
speed-up its runtime when many constraints (say thousands of stress constraints) are 
considered. 

The results show that multi-material designs can outperform single-material ones, both 
in stiffness and strength design criteria. More specifically, the obtained optimal designs 
of the compliance-based MMTO are stiffer and stronger than the single-material 
counterparts for the same mass requirement, on account of removing all void present in 
the microstructure. On the other hand, the stress-based MMTO designs for the same 
material volume show a decrease in the maximum stress on the microstructure on account 
of allowing an increased compliance. The FGM designs approximate fully stressed 
designs which excel in stress mitigation. 
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Topology optimization is an effective design tool for generating novel, high-performance material 

architectures. In particular, multi-material microstructural designs have demonstrated superior 

properties [1,2].  In this work, we extend the neural-network-based representation, sensitivity 

analysis, and topology optimization proposed in [3] to design microstructures. The salient features 

of the proposed framework are: (1) the number of design variables is only weakly dependent on the 

number of materials considered, (2) it inherently guarantees that the partition of unity is satisfied, 

(3) it leads to a crisp and differentiable material interface, and (4) supports automatic sensitivity 

analysis for different objectives. We demonstrate the framework using numerical experiments and 

validate via physical testing of printed components. 
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New trends in additive manufacturing have been influencing the design phase of structures in order to
unlock unexplored possibilities in terms of achieved geometries and performance. In this regard, several
mathematical techniques have been proposed in the scientific and industrial community for the design of
both macro- and micro-layouts, properly engineered for diverse objectives.

We present a two-step multiscale topology optimization framework for the design of innovative cellular
materials at the microscale, and for the identification of optimized multi-material configurations at the
macroscale. Firstly, we employ the microSIMPATY algorithm to devise a set of periodic reference cells
that target desired physical goals and comply with given design constraints [1]. This ensemble is referred
to as a dictionary of cells. As a second phase, we employ the newly-designed cells to topologically
optimize the macroscopic structure, by identifying different regions of the domain where the cellular
materials have to be alternated, in accordance with prescribed objectives and requirements [2].

After the formalization of the multiscale paradigm, the proposed algorithm is verified and validated
for the design of patient-specific orthopedic insoles, by proposing innovative solutions that outperform
standard approaches [3].
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Abstract 

A theoretical investigation is developed to study the wave dispersion characteristics of 
imperfect functionally graded material (FGM) sandwich cylindrical shells composed of metal 
core and two functionally graded materials (FGMs) surface layers in the thermal environment. 
The temperature-dependent material properties are assumed to vary continuously along the 
thickness direction. Two types of porosity in FGMs layers of sandwich shells are considered. 
To describe the porosity effects, the porosity function composed of the porosity distribution 
function and porosity volume fraction is introduced. A novel thermal strain energy calculation 
method for cylindrical shell structures in high-temperature environments is developed. The 
Hamilton’s principle is used to derive the wave motion equations, which govern the wave 
propagation behaviors. The analytical dispersion relations for the wave propagation of 
imperfect FGM sandwich shells in a thermal environment are obtained by solving a generalized 
eigenvalue problem. In addition, detailed studies are conducted to emphasize the parameter 
influences on wave propagation characteristics of imperfect FGM sandwich cylindrical shells. 
 

Keywords: functionally graded sandwich structure; porosity; cylindrical shell; wave 
propagation; thermal stresses. 
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Abstract 

This study investigates the bending characteristics and topologically protected wave 

propagation of phononic crystal beam on periodic alternate linear elastic support.  Timoshenko 

beam theory is employed to construct a computational model and derive the vibration 

governing equation.  Subsequently by applying Bloch theory, the theoretical dispersion relation 

is calculated by transfer matrix method (TMM).  The accuracy and reliability of TMM solutions 

are then verified by comparing with the finite element numerical results.  Minor difference due 

to the assumption of Timoshenko beam theory is observed.  A new method by tuning stiffness 

of elastic foundation is proposed in this study to break spatial symmetry and to tune the band 

structure.  It is well acknowledged that a homogenous beam resting on elastic foundation 

exhibits a band crossing (BC) point and a bandgap which starts from 0 Hz.  After breaking 

system symmetry by tuning elastic support in a periodic alternate manner, the BC point is 

broken and the other bandgap occurs.  Furthermore, mode shape inversion can be observed and 

Zak phase transition can be calculated, which are essential for topological design purposes.  

Based on a unit cell analysis, we propose a supercell model by periodically arranging unit cells 

with the corresponding phase states and the topologically protected interface mode (TPIM) is 

analyzed.  A parametric study of elastic foundation tuning parameter on TPIM frequency and 

quality factor is conducted.  Finally, we design several sections or material defect conditions 

to demonstrate the defect- and disorder-immune properties of this beam-foundation system.  

The newly proposed topological phase transition generation mechanism can provide ideas and 

be extended to other mechanical and dynamic systems. 
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protected interface modes. 
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Recent advances in material science and physics have sparked a renaissance in heat transfer research.
Accordingly, the remedies to global issues such as global warming and the energy crisis also ask for
advanced heat transfer devices, that can provide improved efficiency, accuracy, adaptiveness, tunability,
and compactness compared to traditional heating, cooling, and harvesting energy. At the macroscale,
heat manipulators are one such device that controls and manipulates the heat flow to achieve a specific
objective (such as concentrating heat flux at a specific region, cloaking the obstruction in heat flow,
etc.). The heat manipulators largely avail of the conductive thermal metamaterials due to their well-
defined structure and unique properties [1, 2] that are not possible with naturally occurring materials. In a
thermal metamaterial-based heat manipulator, the control on heat conduction is achieved by engineering
the thermal conductivity, and consequently, the thermal design plays a pivotal role in its performance
and reliability. The present work focuses on maximizing the efficiency of several heat manipulators with
keeping manufacturing feasibility in consideration. In our work, we consider a thermal metamaterial
composed of two materials as a heat manipulator. The effect of properties of member materials, their
configuration, as well as incident flux on the objectives of the heat manipulators, is studied [1, 2, 3].
We also demonstrated a heat manipulator with dual objectives and its sensitivity to shapes, material
properties of member materials, and dependency on each objective. Isogeometric analysis (IGA) (for
solving the boundary value problem) and a gradient-free optimization algorithm are utilised.
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Low dimensional sp3 carbon nanostructures have attracted increasing attention recently, due to 
their unique properties and appealing applications.[1-3] The single layer diamond - diamane, a 
two-dimensional (2D) form of diamond with a bilayer sp3 carbon nanostructure, has been initially 
predicted in 2009,[4] while its experimental synthesis has only been reported in 2019.[5]  
 
This work carries out a comprehensive study on the impacts from functional groups on the 
vibration properties of diamane targeting the ultra-sensitive sensing applications. Based on large 
scale molecular dynamics simulations, different functional types are investigated, such as the 
ethyl, methyl and phenyl groups. The results show that different functional types lead to different 
local bond reconfigurations, and introduce different impacts on the vibration properties of 
functionalized diamane. Furthermore, the content and distribution of functional groups are also 
studied to illustrate their influence on functionalized diamane’s vibration properties. 
 
Previous study has revealed that the diamane has excellent vibration properties, which are 
promising for the construction of ultrasensitive resonator-based sensors.[3] This work provides a 
comprehensive understanding of the influence from functional groups on the vibration properties 
of functionalized diamane, which should be beneficial to the tuning of ultrasensitive nano 
resonators. 
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Low-consumption electronics, such as wireless sensors, wearable electronics, or embedded devices, are
employed to monitor industrial processes, environmental variables, health parameters, etc. Low-power
sensors are placed in locations ranging from the human body to distant spacecraft. While batteries usually
power them, applications involving remote locations, extreme conditions, or the of autonomous systems
make batteries impractical. Among the different autonomous sources of power aimed at low-power
sensors, thermoelectric energy emerges as one of the most reliable renewable energy sources.

Thermoelectric generators transform temperature gradients across them into electrical energy through the
Seebeck effect. Efficient TEGs demand a significant temperature difference between the semiconductor
junctions. This drawback limits their use to circumstances where a high thermal gradient is available.
An emerging solution to mitigate the limitation of low efficiency is to employ a heat storage unit to gen-
erate sustained temperature gradients. In this way, temperature fluctuations in time are transformed into
temperature gradients in space. Heat storage units based on latent heat, as the Phase Change Materials
(PCM), are especially convenient because of their exceptional thermal energy density, and that part of the
energy flowing into the PCMs is used to change their phase instead of homogenizing thermal gradients.

We show how increasing the heat transfer in the heat storage unit embedding the PCM in metallic foams
multiplies the electric energy output an order of magnitude with respect to conventional designs of ther-
moelectric micro-energy harvesters [1]. These designs can power sensors for structural health monitoring
in aircraft, monitoring in spacecraft, or harvest daily thermal fluctuations [2, 3]. Also, we present a new
concept to strongly enhance the conversion of ambient thermal fluctuations into electric power using the
dependence with the temperature of the surface tension of liquids (Marangoni effect) [4]. Since it is
based on a fundamental principle, it can be used as a foundation for further improvements to optimize
the output of thermoelectric devices to power low-consumption electronics.
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This abstract presents the development of multiscale optimisation methods for 2D shell like
structures manufactured using 3D printing technologies, it builds on the groups activities in 3D
multiscale optimisation [1]. A novel parameterisation of a slowly changing small-scale geometry
is used to produce a range of responses, most notably coupling of in-plane and out of plane
characteristics to allow complex behaviour to be arrived at via formal optimisation approaches
enabled by adjoint sensitivities. The shell formulation used allows large structural response to
be considered and the non-linear responses to be optimised via a grading of the small-scale
geometry characteristics.

Four design variables are used to describe the small-scale geometry. This small-scale geom-
etry populates the large-scale shell domain and is the same thickness of a the shell but varies
gradually in the the in-plane direction. The characteristics of the small-scale geometry is deter-
mined through homogenisation theory [2] for the in-plane stress-strain (analogous to the A term
in Classic Lamination Theory (CLT), bending-moment (D) and coupling between bending and
in-plane behaviour (B). A fourth order polynomial is then fitted to each of the 18 unique terms of
the A,B,D matrices as a function of the four design variables describing the small-scale. These
equations are the constitutive equation which link the design variables to the local shell charac-
teristics. The small-scale geometry parameterisation is such that the top and bottom surfaces of
the geometry can have a varying in-plane auxetic behaviour, having an effective Poissons ratio
(after homogenisation for application in the large-scale optimisation model) ranging from less
than zero (auxetic) to around 0.3. By varying the top and bottom surfaces with a smooth varia-
tion through the shell thickness all three terms of the A,B,D matrices can be tailored. In addition
to this coupling the stiffness can also be varied using the parameterisation method to change the
magnitude of the terms.

The shell formulation used in the large-scale model allows non-linear, large deformations to be
modelled and optimised for subject to different applied loads or displacements. Both the large
and small-scale models apply the finite element method as implemented in FEniCS. Optimisa-
tion for the shell response uses sensitivities from the discrete adjoint method. The spatially vary-
ing parameters were then reconstructed and printed to produce optimised responses of the shells
for a range of different problems (see https://youtu.be/4nbrgUubOKo for an example problem).
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In recent years, research towards multiscale topology optimization (MTO) has gained interest due to the
rapid rise of additive manufacturing techniques. A recent trend in the field of MTO is the focus on families
of metamaterials such as lattices with a parametrized unit cell [1]. Usually, these metamaterials are
homogenized for varying parameters after which the interpolated homogenized properties are employed
for optimization on the macroscale. In case the volume ratio is the only parameter, SIMP-like curves
are obtained [2]. Although choosing a predefined microstructure family ensures connectivity and even
improves numerical efficiency due to the reduced parameter space, the design optimality is inherently
reduced. Indeed, any choice for a certain family of metamaterials restricts the design space, leading to
sub-optimal designs.

Although ensuring connectivity and, more generally, manufacturability, is a necessary constraint, it is
argued that optimality is often too severely restricted in recent literature. This talk proposes a novel way of
looking at metamaterials, allowing for comparison based on their merits in a multiscale homogenization
setting. Hereto, the principle of Pareto-optimality is employed by stating that the least a (meta-)material
designer can do is ensuring its metamaterials are optimal ’in some homogenized sense’. More specifically,
instead of restricting oneself to a family of metamaterials such as lattices with a cubic unit cell, one
can and should instead choose the family of Pareto-optimal metamaterials: structures where one cannot
improve an element of its homogenized stiffness tensor without jeopardizing either its weight or other
stiffness tensor elements.

Such Pareto-optimal materials are then shown to lie on a Pareto frontier, a differentiable, high-dimensional
manifold parametrized by the hyperparameters of a novel material design problem. Restricting the
microstructural layout, e.g. by using a unit cell described by a low number of parameters, is shown to have
severe consequences for the homogenized properties, effectively pushing the Pareto-manifold towards
lower performance. Finally, a novel framework for MTO is proposed based on a surrogate model of
the Pareto-optimal microstructure manifold. An implementation of this framework is provided and its
advantages with respect to optimality, manufacturability and efficiency are highlighted.
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With the advances in additive manufacturing components with fine details gain more and more 
focus. The freedom of design allows for components with solid parts as well as finer 
substructures like lattices. Two-scale topology optimization, where the general topology is given 
on a macroscopic scale and finer details, like e.g. infill, are described on a microscopic scale, can 
help to design such components in an optimized sense with respect to some criteria. Though the 
use of lattice structures improves a component’s compliance only under certain prerequisites, it 
seems to provide a large enhancement in terms of buckling stiffness of the whole component [1]. 
However, the introduction of fine details can lead to buckling of individual lattice cells. 
 
In this presentation, we focus on a two-dimensional isotropic lattice structure built out of 
equilateral triangles, which, in an extruded version, is common as infill in additive manufacturing. 
To predict the buckling behavior on the level of the individual cells we use homogenization on a 
representative volume element (RVE), which encompasses more than one cell to also capture 
modes with a wave length greater than the cell size. We present a worst-case-model describing 
the cell buckling load factor on the macroscopic scale, which depends on the local porosity of the 
(possibly graded) lattice and the local stress. The model is developed taking into account uniaxial, 
biaxial and shear stresses. This enables us to use a scale-decoupled approach in the optimization 
of a component, which drastically reduces computational cost, but still respects buckling on both 
scales. We provide numerical results of simultaneous optimization of compliance and buckling on 
both micro- and macroscopic scale. We conclude with a validation of dehomogenized designs and 
a comparison of the predicted and actual cell buckling load factor. 
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Natural materials, such as nacre, often exhibit exceptional combinations of properties, which is a 
result of the specific geometric arrangement of multiple materials across multiple length scales. 
One particular design motif that has been observed in nature is the Brick-and-Mortar structure, 
which is charaterised by stiff, discrete bricks in a staggered arrangement and a soft interfacial 
material between the bricks. Materials with this design motif commonly exhibit simultaneously 
high toughness and high strength, providing a motivation to replicate the motif synthetically. 
Synthetic replication of these structures has been made possible recently with the rise of multi-
material additive manufacturing, which allows for high spatial control of multiple materials in a 
single part. To effectively utilize the synthetically manufactured Brick-and-Mortar structures for 
applications, a good understanding of the structure-property relationship, and underlying 
deformation mechanisms, is required.  

 

In this work we present a finite-sized micromechanical-based analytical model to study the effect 
of the geometry of brick shapes on failure regimes of Brick-and-Mortar structures. The proposed 
model utilises the Cohesive Zone Model to capture the behaviour of the soft phase. It will be 
shown that such composite structures exhibit ‘two-peak’ and ‘peak-plateau-peak’ failure, 
differing in their ability to distribute damage through the normal layers prior to failure. 
Furthermore, we demonstrate that these failure regimes can be controlled by varying the angle of 
the shear layer with respect to the normal layer. We further extend the modelling of the Brick-
and-Mortar structure to FEA, utilizing the Cohesive Zone Model, to better predict the composite 
properties, as well as to extend our prediction of failure regimes to 3D shapes. The prediction of 
trends in the failure regimes, and the corresponding composite properties, are validated with 
experiments using Additive Manufactured Brick-and-Mortar structures.  
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Abstract: The diversity of protein function depends on a local structure derived from the primary 
amino acid sequence. Structural proteins are the foundation of many biomaterials and is also key 
constructors and functional components of all life. As the function of protein is determined by its 
folding structure of a tertiary structure, we try to control the secondary structure content to design 
the functional protein we want. The primary structure will affect the secondary structure and then 
affect its tertiary structure. However, it's difficult to design its tertiary structure directly. Here, we 
provide a deep learning model not only can predict the secondary structure content of the protein 
from the primary sequence, but also can rearrange the amino acid sequence in the primary 
structure of the protein to generate a new protein structure with the desired secondary structure 
content. The secondary structure content of the protein is essential to design a target material 
function, especially the protein of mechanical properties. Alpha helix and beta sheet are the two 
most common secondary structures, we use convolution and circulating architecture and natural 
language models, which can predict the contents of these two basic types of secondary structures, 
and through the genetics algorithm model rearrange the amino acid sequence in the protein 
primary structure to generate a new protein structure having the desired secondary structure 
content. The alpha helix and beta sheet content predictions show excellent agreement with 
training data and newly deposited protein structures that were recently identified and which were 
not included in the original training set, and we also generate new primary structure of protein 
with target secondary structure content successfully. Our model can be widely used in the 
development of any drugs, vaccines, proteins and other biological material, and be applied to 
material design and development and other biomedical industries. 
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The design of materials inspired by nature is an emergent topic of great interest, pushing 
the envelope to create a variety of new material platforms for sustainable technologies. 
This is motivated by the nature-inspired design paradigm: nature has succeeded in 
creating strong and tough materials out of weaker organic or ceramic building blocks by 
architecting them at multiple scales, and as such, innovation can be accelerated by 
harnessing nature’s design principles through biomimicry and beyond, exploiting these 
principles in novel designs further optimized for human and societal needs[1]. Here we 
report the development of a deep learning-based approach using a manipulable GAN 
model[2,3] that enables the generation of de novo 2D and 3D material structures with an 
inverse tomography approach. The GAN model is used to generate, through movements 
in latent space, continuous slices of images that are tiled into engineered quasi-2D 
materials, or reconstructed into 3D geometries that can be further modeled and 
manufactured using 3D printing. Not only can the concept be used to construct novel 
materials that mimic natural designs, it also allows for a transfer of information across 
manifestations, using the latent space as the mediator. This enables us to use information 
from disparate sources to be translated into material designs. We illustrate the concept 
here for new materials inspired by leaf microstructures, showing how biological 2D 
structures can be used to develop novel architected materials in 2 and 3 dimensions. With 
further refinement and engineering, this work opens new avenues for nature-inspired 
materials beyond the traditional inspiration or mimicking of natural systems.  
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Material applications involving large cyclic deformations are ubiquitous, ranging from consumer’s 
goods to soft actuators and novel biomedical devices. Epithelial monolayers – cohesive cellular 
sheets commonly attached to a matrix and lining free surfaces – face similar challenges. The need 
to repeatedly withstand large deformations has led evolution to refine the structural arrangement of 
key cytoskeletal components (actin, microtubules, and intermediate filaments (IFs)) and 
hierarchical motifs (e.g. coiled-coils). Recent work highlighted that actin dilution in superstretched 
cells is accompanied by massive rearrangement of the IF network, whose entangled filaments 
eventually form a central knot and thick radial bundles that allow cell sheets to cope with extreme 
deformations [1, 2]. These multiscale characteristics, whereby the structural components may 
selectively yield, reorganize, and eventually recover, are reminiscent of recently-developed soft 
materials with unprecedented deformability, toughness, fatigue threshold, and low hysteresis [3, 4].  

Inspired by this fascinating parallel between a technical and biophysical problem, we address the 
design of extremely deformable materials using concepts from epithelial IF networks. Borrowing 
from mechanics, geometry, and topology, we reverse-engineer the multiscale organization of 
entangled IF networks and define the conditions that lead to the formation of a stable central knot, 
enabling load bearing. Our analysis yields a rational link between the emerging material response 
under cyclic loading and the number, length, constitutive behavior, and degree of entanglement of 
IF bundles. Ultimately, we propose bioinspired design principles that allow tuning the macroscopic 
behavior of extremely deformable materials in view of specific applications requirements. 
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Nature is a stunning example of how–through the design and self-assembly of heterogeneous 
hierarchical structures–it is possible to combine and amplify the properties of the constituent 
building blocks of biological materials and optimize such materials for the environment in which 
they must survive. As evolution continues to drive the adaptive process of making natural materials 
over time, engineering is now attempting to emulate this extraordinary capability, lately via lattice 
materials and 3D printing techniques. Indeed, it is well known that, through the combination of 
optimized cellular architectures, high-performance lightweight materials with optimal 
combinations of high strength-to-weight and stiffness-to-weight ratios can be fabricated. However, 
the realization of such complex hierarchical structures with a micro- to macro-scale precision is 
still a challenge that can only be overcome with state-of-the-art additive manufacturing techniques. 
Despite the new widespread interest in lattice and hierarchical structures and the recent progress in 
the field of these materials, many concerns remain regarding their structural integrity due to the 
lack of well-structured guidelines for their design and a property database to assist in this process. 
The present research, therefore, aims to fill a portion of this knowledge gap through understanding 
how the effects of topology, hierarchical organization, and material distribution affect the 
mechanical properties of a simple design domain, here used as a case study. To this end, we adopt 
a comprehensive approach that combines computational mechanics approaches with additive 
manufacturing routes. We consider a beam subjected to four-point bending as a meso-structure. We 
select two unit cells with contrasting behavior, a bending dominated (single cubic) and a stretching 
dominated (face-centered cubic), and devise four different designs by introducing these unit cells 
within the design space. The various designs are created via a modular reconstruction with the 
ANSYS Mechanical APDL finite element software. The struts of the unitary cells are discretized 
with beam type finite elements and, through linear analysis, the relationship between structure and 
stiffness/weight ratio is analyzed. The outcome of this study allows us the probe the effect of the 
hierarchy, the effect of topology, relative density, and slenderness ratio (SR) of the strut on the 
overall mechanical behavior of the beam. In particular, we notice how the introduction different 
hierarchical levels may not be beneficial; this is even more evident when stretching dominated 
structures are involved. Instead, in the case of bending dominated structure the numerical study 
shows how the addition of further hierarchical levels can increase the stiffness performances, for 
low values of SR. 
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Economic and environmental constraints are triggering the development of materials with enhanced 
mechanical efficiency and reduced over-dimensioning. These challenges can be met with so-called 
architectured materials, which have well controlled structural features sitting at intermediate length 
scales between overall component size and microstructure. However, architectured materials often 
contain potentially weak spots such as pores and interfaces, which can trigger damage. To minimize 
and predict failure in these materials, it can be instructive to consider how nature has coped with 
such problems. As an example, bone is a biological material that not only tries to minimize failure, 
but can also tolerate and repair damage. One essential feature enabling bone renewal is the presence 
of an intricate multiscale porosity to house blood vessels and cells. As a consequence, bone must 
avoid that stress concentrations around pores cause failure. Moreover, cracks forming due to daily 
loading must not reach the functional pores. In cortical bone, blood vessels are accommodated in 
the central canals of osteons, which are cylindrical features consisting of several concentric layers 
of bone lamellae and bordered by a thin protective sheet, called cement line. Osteons are important 
for bone toughness as incoming cracks can be deflected by the cement line or twisted by the 
lamellae. In our study, we combine computational modeling with 3D printing to explore the 
mechanical behavior of osteon-inspired materials. In analogy with the cement line in bone, the 
protective role of interlayers around a weak region is characterized using damage-based finite 
element analysis, which assumes that a critical equivalent plastic strain is needed to initiate damage 
and that damage evolution is controlled by a specific energy [1]. Increasing damage decreases 
stiffness and strength. We designed 2D notched models featuring a homogeneous matrix with a 
central hole, bordered by a thin interlayer. We systematically varied the position of the notch with 
respect to the hole as well as interlayer stiffness, yield stress and fracture energy. After finding the 
critical notch position that causes a crack to reach the hole, we introduced the interlayer around the 
hole and we investigated damage behavior. Our results indicate that even a minimal interlayer 
(having a thickness one order of magnitude smaller than the diameter of the hole) can have a large 
and non-trivial impact on damage mechanisms, influencing the interaction between the crack and 
the hole. Interlayers with yield stress smaller than matrix strength are able to trap damage, thus 
shielding the weak spot. Interlayers more compliant than the matrix can hamper the propagation of 
cracks after reaching the hole. We used 3D polyjet printing to prototype selected models with 
interlayers (cement line) printed using different material (stronger or weaker) than the matrix. Our 
prototypes showed a programmable failure behavior dependent on interlayer properties. This work 
demonstrates that bone’s design strategy to hamper damage can be translated to higher length 
scales, even using completely different building blocks, into 3D-printed synthetic materials.  
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Due to the advancements in additive manufacturing and increased applications of additive 
manufactured structures, it is essential to fully understand both the elastic and plastic behavior of 
bio-inspired cellular materials, which include the mathematically-driven sheet/shell lattices based 
on triply periodic minimal surface (TPMS) that have received significant attention recently. The 
compressive elastic and plastic behaviors have been well established for many TPMS latticed 
structures, but not under multiaxial loading. Furthermore, TPMS lattices are computationally 
expensive to model explicitly (i.e., micromechanical) when used in latticing various structures for 
enhanced multi-functionality, and hence the need to develop an accurate yield surface function or 
criterion in order to model their plastic behavior in a homogenized approach. The majority of 
previous yield surfaces developed for cellular materials were developed for cellular foams [1, 2], 
and very few attempts has been made to develop a yield surface based on cellular lattices [3]. 
Furthermore, some of the few studies [4] that used the yield surfaces developed for foams to predict 
the yielding of cellular lattices, have found that such yield surfaces do not predict well the yielding 
of lattice structures under various multiaxial loading conditions. In this study, an initial yield 
surface is developed for sheet TPMS cellular lattices, which to our-best knowledge has never been 
attempted before, and is compared to the major yield surfaces that have been developed for cellular 
materials. The effect of different loading conditions on the effective yield strength of IWP sheet-
based (IWP-S) TPMS lattice is numerically investigated. The simulations are based on a single unit 
cell of IWP-S under periodic boundary conditions, assuming an elastic-perfectly plastic behavior 
of the base material, for relative densities (�̅�𝜌) ranging from 7% to 28%. In order to account for the 
different loading conditions, the Lode parameter (L) is used [5]. The effect of L is studied over a 
range of mean stress values (𝜎𝜎𝑚𝑚) to understand the effect of both L and 𝜎𝜎𝑚𝑚 on the effective yield 
strength. In the plane of the von Mises equivalent stress 𝜎𝜎𝑉𝑉𝑉𝑉 versus 𝜎𝜎𝑚𝑚, 𝜎𝜎𝑉𝑉𝑉𝑉 is maximum at 𝜎𝜎𝑚𝑚 =
0 and reduces in a parabolic and nearly symmetric manner with ±𝜎𝜎𝑚𝑚 values. On the other hand, in 
the plane of 𝜎𝜎𝑉𝑉𝑉𝑉  versus L, 𝜎𝜎𝑉𝑉𝑉𝑉  is minimum at L = 0 and increases in a parabolic and nearly 
symmetric manner with ±L values. Using these relationships, the effective yield surface for IWP-
S is characterized by 𝜎𝜎𝑉𝑉𝑉𝑉, the mean stress 𝜎𝜎𝑚𝑚, L and �̅�𝜌. In the 3D space of the principal stresses, 
this yield surface is best described as a cocoa pod. The current developed framework can be adapted 
for generating yield surfaces for other lattice topologies. 
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Across time, Natural materials have adapted to their environments by developing a wide arrange of 
features (e.g., functional gradients, multi-hierarchical organization) [1]. Today, voxel-based or 
bitmap additive manufacturing (AM, =3D printing) [2] allows incorporating such natural design 
paradigms into biomimetic composites with complex microarchitectures [3]. This technology uses 
stacks of binary images to define a composite, where each white or black pixel represents either 
'hard' or 'soft' material deposition. However, large voxel counts and complex features make 
modeling the mechanics of such biomimetic structures extremely challenging and time-consuming. 
Here, we propose a novel coarse-graining approach based on non-linear foam-based constitutive 
equations [4] to facilitate the computational modeling of complex biomimetic composites at coarser 
length scales while maintaining the mechanical response of the composite at high resolution. 
 
To determine the coefficients of the constitutive equations, we used data obtained from standard 
tensile tests of various composites with different hard material volume fractions (ρ). We additively 
manufactured these specimens using polyjet 3D printing techniques (Stratasys, USA) and tested 
them under tensile loading conditions while recording their deformations using digital image 
correlation. We used non-linear regression fit on the stress vs. strain data to determine the 
parameters of the foam-based constitutive equations. This process enabled us to predict the 
response of composites within the entire non-linear design space as a function of ρ. We used non-
linear finite element code (Abaqus v.6.14) to perform numerical validations of these tensile tests. 
 
Furthermore, we assessed and validated the performance of our coarse-graining approach by 
comparing our computational models with those of crack (mode I) experiments on biomimetic 
designs. These tests validated that this coarse-graining approach retains adequate mechanical 
response of a bitmap design while reducing computation times, even when complex features are 
present. Thus, the proposed approach offers a rapid, accurate, and reliable tool for designing, 
modeling, and optimizing advanced engineered biomimetic materials with tailor-made properties. 
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Biomaterials, especially proteins, bear many striking similarities to music that can be observed in 
how both exhibit long-range patterns and hierarchical constructions across time and length scales. 
They are both increasingly intricate yet neatly ordered networks built from smaller individual units, 
and thus, music can present a radical paradigm for further understanding the complexities of these 
biomaterials. Such relationships between music and biomaterials have been previously 
demonstrated in the sonification of existing proteins and the creation of an amino acid ‘scale’ via 
the ranking of vibrational modes. In this study, we present an algorithmic method for translating 
classical music, specifically excerpts of Leonard Bernstein’s “Chichester Psalms”, to de novo 
protein sequences to further elucidate the potential for existing composed musical language as a 
basis for biomaterial design. This case study also provides a pilot investigation into the capabilities 
of various predictive protein folding methods like trRosetta and the newly introduced AlphaFold2 
for folding de novo sequences with no existing native counterparts. Moreover, the 3D predicted 
models provide the basis for an iterative generation of new sequences as well as an opportunity to 
create new musical compositions based on folding patterns and protein contacts. We further analyze 
the resulting protein structure models and sequences through MD simulation and comprehensive 
taxonomic profiles of the sequences made using BLAST reveal numerous sequence similarities to 
native bacterial and eukaryotic organisms. This endeavor demonstrates how understanding proteins 
within the framework of musical form and language opens doors to a holistic and revolutionary 
approach to functional biomaterial design.  
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In the past few decades, numerical methods of solving hyperbolic conservation equations can be
divided into Lagrangian and Eulerian methods. The Eulerian method is suitable for simulating
fluid flow with large deformation, but often smoothed out discontinuities too much due to the
limited number of grids. The Lagrangian method can avoid the numerical dissipation caused by
the convection term, but the grid will be distorted and cause large errors. Although both
Lagrangian method and Eulerian method have their own unavoidable difficulties, they can be
combined in a certain way to give full play to their respective advantages.

A partition coupled Eulerian-Lagrangian method (referred to as PCELM) is applied to accurately
track the interface and the contact discontinuity of the compressible fluid with large deformation.
This method arranges splittable Lagrangian particles on the Eulerian grid to automatically track
the discontinuous points, and adopts the partition weighted bidirectional mapping between the
particles and the grids by using cubic interpolation function, which maintain the steep
discontinuous transition in the discontinuous area. The partition weighted bidirectional mapping
method weights the shape function by the coincident volume fraction of the particle domain and
the grid domain, to improve the mapping accuracy and eliminate the oscillation across the grid.
The PCELM avoids the the grid distortion problem of Lagrangian method, and makes up for the
defect that the Eulerian method cannot accurately track the interface, so that it can accurately
capture the contact discontinuity and the free interface.

Then the virtual particle method is introduced to solve the discontinuity of particles at the flow
boundary, and to realize the inflow and outflow of particles and maintain the interpolation
accuracy of the boundary. Aiming at the numerical fracture problem, the particle splitting method
is developed to deal with the violent stretching of the particle.

Finally, a number of numerical tests are used to demonstrate the advantages of PCELM in
capturing interfaces and discontinuities. The accuracy test shows that the CELM has fourth-order
convergence accuracy, and the norm error of it is lower than that of WENO3 and WENO5 at
lower grid numbers. Compared with WNEO3 and WNEO5, SOD and Woodward-Colella test
shows that CELM can accurately tracks the shock wave and discontinuity by particles, and the
value on the discontinuity is closer to the precise solution and the reference solution, and has
lower dissipation. The dam break problem shows small gap between results of PCELM and
experimental results, which reflects the advantage of particles tracking the free interface. The
two-dimensional Riemann tests reflects shock wave resolution of different schemes. Also
compared with WENO3 and WENO5, PCELM can obviously simulate the fine structure of the
shock wave at a lower grid number, which reflects its low dissipation characteristics and the
advantages of high-precision shock wave capture.

E-mail: xzxu@bit.edu.cn

889



Agglomeration Regimes of Particles in Shear FlowYunzhou Qian, Shane Usher, Peter Scales, Anthony Stickland and Alessio Alexiadis

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

 Agglomeration Regimes of Particles in Shear Flow 
Y. Qian1,2*, SP. Usher1, PJ Scales1, AD. Stickland1, A. Alexiadis2 

1 Department of Chemical Engineering, The University of Melbourne, Victoria 3010 Australia 
2 School of Chemical Engineering, University of Birmingham, Birmingham, B15 2TT, West Midlands, UK 

Key Words: Particle Agglomeration, Smoothed Particle Hydrodynamics, Discrete Element 
Method, Dewatering 
 
Summary: In the mining industry, particle aggregation phenomena in solid-liquid separation are 
beneficial to accelerate slurry dewatering and improve the performance of thickening and 
filtration operations. The structural characterization of solid particle agglomeration is 
an essential part of optimizing the design of dewatering systems and can be investigated using 
particle-scale simulation. An atlas of different structural shapes of solid particle aggregates under 
different Reynolds numbers and inter-particle pair potentials can be generated based on the 
assumption that the solid-solid particle interaction is described by a given Lennard-Jones 
potential [1]. However, this assumption cannot accurately reflect the contact and adhesion 
behavior of solid particles.  
 
In our computational simulation tool, a more accurate contact adhesion model was adopted to 
represent the interaction of solid particles by using Discrete Element Method (DEM). The fluid is 
modeled with Smoothed Particle Hydrodynamics (SPH). A combined SPH-DEM model is 
proposed here to model particle agglomeration in shear flow. The system is governed by three 
fundamental dimensionless groups: the Reynolds number Re, which measures the effect of the 
hydrodynamics; the Adhesion number Ad, which measures the ‘stickiness’ of the particles; and 
the solid fraction α, which measures the concentration of particles. Based on these three 
dimensionless groups, several agglomeration regimes are found in Figure 1. Within these regimes, 
the aggregates can have different sizes and shapes that go from long thread-like structures to 
compact spheroids. The effect of the particle-particle agglomeration model (Johnson–Kendall–
Roberts or Derjaguin–Muller–Toporov) is also investigated. Once Re, Ad and α are known, the 
results are combined into ‘agglomeration maps’, which allow for a quick determination of the 
agglomerate type. 

 
Figure 1: Agglomeration regime map. Illustrating the observed cases as a function of Reynolds 

and adhesion numbers at a solid particle volume fraction 4.2%. 
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The chemical conversion treatment is a method for preventing rust and corrosion by a film precipitation
reaction induced by an etching reaction on a metal surface, and is used for surface treatment of automo-
biles. Examples of the chemical conversion treatment include zinc phosphate treatment and zirconium
chemical conversion treatment. Application of numerical simulations to the development of chemical
conversion treatment agents is useful for understanding of the mechanism of the phenomenon and short-
ening of development time. On the other hand, in the chemical conversion treatment, the reaction is
concentrated in the very thin boundary layer on the surface of the material and a steep concentration
gradient is formed at the initial stage of the reaction. The naive application of the conventional method
leads problems of error and increase in calculation time. In this study, we have developed an efficient and
accurate finite differential method for chemical conversion processing. That is, we proposed a method
to improve the analysis accuracy of the inlet, metal surface, and the region of the initial state where
the reaction is intense by converting the spatiotemporal variable in the numerical analysis of chemical
conversion treatment into an exponential function. In order to verify the effectiveness of the proposed
method, the etching phenomenon of the steel sheet with an acidic solution was analyzed.
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Summary: We present the dissolution of composite particles utilising the Discrete Multiphysics [1] (DMP), 
a numerical model that combines particle-based techniques. We have focused on core-shell particles that 
have numerous applications in food-processing and healthcare industries. Figure 1 represents the time 
evolution of the dissolution of a single core-shell particle in fluid flow. It will be shown that DMP is a 
suitable tool for modelling the dissolution process due to its Lagrangian particle-based nature and can be 
utilised for modelling more complex structures.  

The numerical results will be validated against available analytical and numerical data in literature through 
different mass transfer processes. We will conduct a systematic study on the dissolution of core-shell solute 
particles by considering the effect of fluid inertia and the ratio between the diffusion coefficient of core and 
shell materials. Thus, we will investigate the variations of Reynolds number and the Schmidt number ratio, 
respectively. We will conclude the discussion by providing design guidelines for specific applications of 
core-shell microparticles.    

 

 

 

 

 

 

 

 

 

 

Figure 1: Dissolution of a core-shell particle at different simulation times; shell and core phases are shown by green 
and blue particles, respectively, while fluid particles are removed for better illustration. 
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In order to solve various environmental problems discussed around the world, it is of great importance to
develop practical flow control methods for suppression of the vortex shedding in flow around a bluff body.
However, assessment using the high fidelity numerical simulation such as direct numerical simulation
requires an enormous computational cost to capture the turbulent phenomena accurately. To overcome
this problem, McKeon and Sharma (2010) proposed the resolvent analysis, which is one of the modal
analysis methods. So far, application of the resolvent analysis has mostly limited to one-dimensional
flow, e.g., fully developed channel and pipe flows. Therefore, in the present study, we extend the resolvent
analysis to a two-dimensional flow, i.e., flow around a circular cylinder. However, in two-dimensional
flows, we need to solve the governing equations in the two-dimensional domain, so that the size of
the matrix in the resolvent operator is drastically increased and the computational resource required
becomes large. To reduce the computational cost, we develop a resolvent analysis based on the energy-
conservative finite difference method on a staggered grid system. In addition, to reduce the matrix size,
the randomized method proposed by Riberio et al. (2020) is applied. It is found that the present staggered
grid-based randomized resolvent analysis is able to accurately compute the forcing and response modes
as well as their singular values as far as a sufficient size of randomized sketch is used. Moreover, using
this low-cost method, we analyze the forcing and response modes in the flow around a cylinder in detail.
In the presentation, we will also propose effective flow control methods to suppress vortex shedding.

We thank Mr. Hikaru Murakami (Keio Univ.) for providing the DNS data and Ms. Riko Uekusa (Keio
Univ.) for fruitful discussion. We also thank Dr. Kunihiko Taira and Dr. Jean Helder Marques Riberio
(UCLA) for the instruction on the randomized resolvent analysis. This work was supported from the
Japan Society for the Promotion of Science (21H05007).
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This work presents a partitioned method for landslide-generated wave events. The proposed 
strategy combines a Lagrangian Navier Stokes multi-fluid solver with an Eulerian method based 
on Boussinesq shallow-water equations.  
 
The Lagrangian solver uses the Particle Finite Element Method [1, 2] to model the landslide 
runout, its impact against the water body and the consequent wave generation. The results of this 
fully-resolved analysis are stored at selected interfaces and then used as the input of the shallow 
water solver [3,4] to model the far-field wave propagation.  
 
This one-way coupling scheme reduces drastically the computational cost of the analyses while 
maintaining high accuracy in reproducing the key phenomena of the cascading natural hazard.  
 
Several numerical examples are presented to show the accuracy and robustness of the proposed 
coupling strategy and its applicability to large-scale landslide-generated wave events. The 
validation of the proposed method is performed versus available results of other numerical 
methods, analytical solutions and experimental measures. 
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In our daily lives, there are many vibrating objects with fluid flows, e.g., flapping wings of birds [1], heat

exchanger [2], and tidal power generator [3]. The detailed information about such flows can be utilized

for flow control or anomaly detection via fluid flows; however, few available sensors in the practical

situation make it difficult to obtain the flow information over the entire region. To tackle this issue, we

here utilize machine learning. Machine learning has been regarded as an effective tool for fluid flow

analysis thanks to its ability to consider nonlinearity. We estimate the flow field with an oscillating

cylinder at the Reynolds number Re = 150 utilizing convolutional neural network (CNN) [4]. The CNN

estimates the wake behind the cylinder from the flow field around it. The training data is prepared by

direct numerical simulation (DNS). We prepare various types of datasets whose direction and frequency

of vibration differ from each other. The present CNN model successfully estimates the flow fields, which

are in qualitatively agreement with the reference DNS under any vibration condition. The L2 error norm

also suggests reasonable estimation performance, although it has a high dependency on the frequency.

To clarify the cause of this, the cosine similarity is introduced as a measure of correlation between the

snapshots. The evaluation using the cosine similarity reveals that the L2 error norm tends to be smaller

when the flow field has periodicity. This result indicates that we can achieve efficient training by reducing

the number of snapshots according to the periodicity.

∗ This work was supported by JSPS KAKENHI (18H03758 and 21H05007). The authors thank Mr. Kai

Fukami (UCLA) for great advice and fruitful discussion.
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Drag induced by flow usually consists of contributions from pressure and skin friction, referred to 
as pressure drag, and friction drag, respectively.  The friction drag accounts for about 50% of the 
total drag for an aircraft and about 100% of the drag for a pipeline [1].  Therefore, control techniques 
to reduce the skin-friction drag are essential in engineering from the viewpoint to improve energy 
efficiency in several decades.  The wall oscillation technique is well known to reduce the skin-
friction drag in the turbulent channel flow, e.g. [2].  In the present study, we employ the wall 
oscillation control technique and aim to investigate the skin-friction reduction effect of the turbulent 
flow in the concentric annular pipe using direct numerical simulations.  The concentric annular pipe 
is widely used in fluid engineering.  We expected to reduce the skin-friction drag efficiently by 
using the different radius of the inner and outer cylinders.  
 
We apply the wall oscillation control for the inner and outer cylinder, and the control parameters 
are the amplitude A and the frequency f.  We refer to the same control for the turbulent channel 
flow [3] to determine the range of the parameters.  As a result, if the oscillations on both cylinders 
are synchronized, the maximum skin-friction drag reduction rate was 47% and 52 % at the inner 
and outer cylinder surfaces, respectively.  On the other hand, if the oscillation is applied on the 
inner cylinder and the outer cylinder is immobile, the maximum drag reduction rate is 39% at the 
inner cylinder surface and decreases as the frequency increases.  
 
In the presentation, we will discuss in detail, e.g., the drag reduction mechanism, the influence of 
the ratio between the inner and outer radius onto the control effect.   
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Viscoelastic fluid is a non-Newtonian fluid obtained by adding a polymer or surfactant to water. 
The characteristic feature of this fluid is the drag reduction due to the suppression of vortices by 
the intensification of polymer extension in turbulent flow conditions. This drag-reducing effect 
saves pumping energy in fluid transports. From the viewpoint of engineering applications, many 
experiments and numerical simulations have been carried out, but the flow mechanisms of 
viscoelastic fluids are still not fully understood. Numerical instability is one of the factors that 
hinder numerical studies. In numerical simulations of viscoelastic fluids, a constitutive equation is 
required as a governing equation, which should include viscoelastic stresses. However, due to the 
absent of a diffusion term in the constitutive equation, e.g., the Giesekus model, the numerical 
instability often becomes a problem at high Weissenberg numbers [1]. 
 
Deep learning has been widely used in the field of fluid mechanics with the aid of the recent 
development in computational hardware and the emergence of many network models. In fact, 
attempts have been made to address many issues in fluid mechanics, such as low-dimensional 
modeling, experimental-data processing, shape optimization, turbulence closure modelling, and 
flow controls [2]. Since the deep learning builds models from data, it is possible to discover 
essential features. Applying the model built by deep learning to the constitutive equation has a 
potential to extract features of viscoelastic-fluid turbulence and to solve the problem of numerical 
instability at high Weissenberg numbers. 
 
In this study, we applied deep learning to construct a surrogate model of the constitutive equation 
to simulate the viscoelastic turbulent channel flow. We adopted U-Net, a convolutional neural 
network (CNN), to predict the conformation stress field from the velocity field obtained from 
direct numerical simulations (DNS). Using the trained U-Net, we demonstrated an integrated 
calculation of DNS and CNN in which the constitutive equations were replaced by the U-Net. 
The mean profile of cxx (the streamwise normal component of the conformation tensor) and the 
flow field were reproduced with high accuracy by using U-Net. However, the prediction accuracy 
of cyy (the wall-normal component) in the buffer layer, where polymer rotation is induced by 
vortices, is rather low. The predicted instantaneous field exhibit somewhat noisy distribution 
caused by the convolution operation in the U-Net. In the surrogate model of U-Net, we compared 
the result of the DNS-CNN simulation to the pure DNS. The obtained statistics showed a good 
agreement between both simulations. 
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A riblet is an object with a fine groove structure that can reduce the frictional drag of wall-bounded 
turbulent flows. For example, Sasamori et al. (2014) confirmed 12% drag reduction by a sinusoidal 
riblet in a turbulent channel flow [1]. Because of such a micro-groove structure, riblets poses a 
durability problem for practical use. Therefore, we focused on the force acting on riblets. Direct 
numerical simulation (DNS) of a turbulent channel flow was conducted with riblets generated by 
an immersed boundary method. Each riblet has rectangular cross sections with variable height and 
spanwise position changing by random Fourier series in the streamwise direction. 
 
It is found through a flow visualization that when vortices are close to a riblet, the surface stress of 
the riblet is far from the mean wall shear stress without the riblets. This indicates that the approach 
of vortices to riblets makes a significant contribution to surface stress of riblets.  
 
Next, we investigate the relation between the riblet shape and the torque around the root of riblet, 
𝑇𝑇+.  The superscript ()+ denotes the normalization with the frictional velocity and the kinematic 
viscosity. The correlation coefficients between 𝑇𝑇+  and a streamwise variation of the relative 
spanwise displacement, ℎ𝑧𝑧+  , and its streamwise derivative, 𝑑𝑑ℎ𝑧𝑧+ / 𝑑𝑑𝑥𝑥+ , are 0.16 and 0.88, 
respectively. This suggests that the riblet is subjected to the high surface stress where it deforms in 
a spanwise direction. Similarly, the correlation coefficients between 𝑇𝑇+ and the height, ℎ𝑦𝑦+, and 
𝑑𝑑ℎ𝑦𝑦+/𝑑𝑑𝑥𝑥+ are respectively −0.57 and 0.57. Further study will reveal the statistical tendency of the 
torque and geometrical features of riblets with other shapes 
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Since airborne salt causes corrosion in steel materials, it must be evaluated for the management of 
steel structures. The dry gauze method, which uses a gauze embedded in a wooden frame, is often 
used to evaluate the amount of airborne salt. This method evaluates the amount of salt captured 
by the gauze while salty air passes through it. Although observation results using this method are 
abundant, the collection efficiency for salt particles has not been clarified owing to complex 
airflows around the device. Obata and Murakami [1] reported that the collection efficiency 
differed in each observation period and did not sufficiently explain the cause of this difference. 
 
Therefore, to clarify the collection efficiency, the authors simulated the flow field around the 
device using computational fluid dynamics (CFD) with a large eddy simulation to estimate the 
collection efficiency with particle tracking. To represent a fine structure of the gauze fiber, a very 
fine computational grid is required, which is computationally expensive. Therefore, in this study, 
the gauze was modeled as a porous medium [2] to reduce computational costs. Wind tunnel tests 
were performed to obtain the pressure loss coefficients of the gauze, which are necessary for the 
porous media method.  
 
In the research process, first, the flow field around the collection device was evaluated using 
visualization tests in a wind tunnel. Then, the flow field around the device was calculated using 
CFD and compared with the results of the flow visualization tests. The flow visualization tests 
showed that airflows were perpendicular to the gauze on the leeward side of the gauze, regardless 
of the wind direction. This is because the airflow is rectified when the airflow passes through the 
gauze with a small porosity. The flow fields around the device were reproduced well in all the 
wind directions investigated using the porous media model in this study, which considered the 
tangential resistance as well as the normal resistance of the gauze. This result suggests that the 
tangential resistance must be considered in the porous media model when the porosity of an 
object is small, even if the thickness is small. Then, particle tracking was performed to 
quantitatively evaluate the dependence of the collection efficiency on the wind speed and 
direction. The results indicated that the collection efficiency was affected by the complicated flow 
around the collection device. 
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Flow separation is a canonical phenomenon in fluid dynamics and fluid machinery. The phenomenon
enhances heat transfer and fluid mixing while causing an increase in drag and noise pollution due to
abrupt changes in pressure and flow rate. Therefore, controlling it is strongly required in engineering
applications. In this study, we perform direct numerical simulations of backward-facing step turbulent
flow with the traveling wave-like body force control. We chose the traveling wave to control the flow
separation due to twofold reasons; Schäfer et al.[1] pointed out that the reattachment length is greatly
oscillated by the separation bubble; Mamori et al.[2] reported that the traveling wave control enhances
the mixing of the vortex. Therefore, we expected that the traveling wave enhances the separation bubble
mixing and affects the reattachment length. Accordingly, the purpose of this study is to investigate the
effect of control parameters on the reattachment length and to clarify the mechanism.

In the stationary wave (i.e., the wavespeed is zero), the separation bubbles became smaller and the reat-
tachment length decreased as compared with those in the uncontrolled case. This was because the nega-
tive wall-normal velocity was induced by the body force in the downstream half of the step. Additionally,
since the velocity fluctuation and the vorticity in the recirculation region decreased, the mixing of the
separation bubble was suppressed. In the downstream traveling wave, the reattachment length decreased
compared to that in the uncontrolled case and the stationary wave case. The velocity fluctuation and the
vorticity in the recirculation region increased, which decreased the size of the separation bubble. More-
over, the separation bubble was oscillated and was released periodically. The phase analysis showed that
this period was consistent with that of the traveling wave, which means that the traveling wave dominates
the oscillation period of the separation bubble. The periodic component of the velocity showed that the
traveling wave produced alternately slow and fast mainstream velocities on the step.
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In a subsonic free jet, a vortex sound is generated at the end of the potential core. However, the 
mechanism leading to the generation of vortex sound is still under discussion. A recent study 
proposed that pressure waves propagating upstream along the jet axis interact with Kelvin-
Helmholtz (K-H) instability possibly forming a feedback loop that intensifies (Bogey, 2021) [1]. 
In this study, TlsDMD (Total least-square Dynamic Mode Decomposition) [2], a kind of 
Dynamic Mode Decomposition (DMD) [3], is applied to the time series of numerical results of an 
axisymmetric subsonic free jet [4], and a detailed analysis of this hypothesis is performed. In the 
study, the DMD mode at the K-H instability frequency, which is the dominant frequency peak 
near the nozzle exit, was extracted. From this result, we found that this DMD mode describes not 
only the K-H instability wave but also pressure waves propagating upstream along the center axis. 
Based on this result, we applied the Spatio-temporal Fourier analysis to detect the waves 
propagating upstream direction. As a result, we confirmed that they originate from the end of the 
potential core. In other words, there is a feedback mechanism at the frequency of the K-H 
instability. Then, our results support the presence of a feedback mechanism in a subsonic free jet. 
For the flow characteristics, there is a possibility that there exists an unstable global solution that 
takes the form of a feedback loop. This content is currently under investigation, and we believe 
that the mechanism can be elucidated by the time of the presentation. 
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As majority of people spend 90% of their time in indoor environment, air quality has become an 
important scientific field in the last few decades. Indoor air quality is affected by many factors. One 
of the significant factors is outdoor air pollutions [1]. They enter the indoors through ventilation 
systems or natural ventilation and may stay indoors for a long time due to the airtightness of 
buildings. The present study especially focuses on nitrogen dioxide (NO2) concentration in a 
natural ventilating room that comes from outdoor pollutant source such as vehicle emissions. 

 
In the present study, we have performed numerical simulations of a controlled environment in 
Sense-City urban area [2]. Sense-City is a unique full-scale equipment that can reproduce controlled 
conditions of temperature, humidity, airflow and pollution using an atypical climatic chamber. 
Reynolds Averaged Navier-Stokes (RANS) simulations have been carried out to calculate outdoor 
and indoor NO2 concentrations. RANS simulations are performed in two steps: district scale and 
building scale. Pressure values and pollutant concentrations are extracted from the district scale 
simulation and applied to the building scale simulation as boundary conditions. As expected, a 
sensitivity analysis study shows that the NO2 concentration in the building depends mainly on the 
pollutant concentration at the windows. Once opening windows, indoor pollutant concentration 
reached the almost same level of that of outdoor within a few minutes. Therefore, the interaction 
between outdoor and indoor air quality cannot be negligible for indoor air quality.  
 
This study can be useful for engineers and for local authorities to understand the importance of 
considering the interaction of the indoors and outdoors, the potential and limitation of RANS 
simulation in a natural ventilating. Considering the limitation of the number of sensors for air 
pollution in real applications, CFD simulation is promising to obtain air pollutant distribution 
cartography. It can also be used as a decision-support tool for relevant urban planning such as the 
optimal placement of sensors and depolluting systems in urban areas. 
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Multiphase flow is a universally important phenomenon in science and engineering. Thus, there is 
a requirement to explore in detail the characteristics of multiphase flow. However, as the direct 
experimental observation of multiphase flow is difficult, numerical studies are indispensable to 
create a deeper understanding of multiphase flow. 
 
The phase-field (PF) method is a powerful interface tracking model within the multiphase flow 
simulation, as it does not require explicit tracking of the interface position. The Cahn-Hilliard (CH) 
equation [1], which can conserve the liquid volume accurately, has been used extensively in the 
multiphase flow simulation. However, it requires small time increments as it reduces to the fourth 
order differential equation which is a significant drawback. To overcome this challenge, the 
conserved Allen-Cahn (CAC) equation [2] has been proposed, where a larger time increment can 
be utilized. Recently, the CAC model was applied by the authors to a multiphase flow with three 
or more phases by employing the multi-phase-field (MPF) method [3]. In the CAC-MPF model, 
the Lagrange multiplier method was introduced to model the interaction among the multiple PF 
variables. Although the CAC-MPF model successfully simulated the multiphase flow with an 
arbitrary number of phases, the degree of freedom in the selection of the Lagrange multiplier 
remains to be determined.  
 
In this study, a new CAC-MPF model without the Lagrange multiplier was developed for 
multiphase flow problem. To this end, the MPF model developed by Steinbach [4] was modified, 
that is, the Lagrange multiplier was removed by introducing the concept of interface field. Further, 
the accuracy of the model was evaluated through numerical simulations. 
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Hydrogen is expected as an alternative fuel due to its carbon free combustion features. The 
hydrogen combustion power plants which produce the stable output have an important role to 
realize hydrogen society. The thermal efficiency of a semi-closed gas turbine cycle designed for 
use in a cycle for hydrogen combustion power plants is expected to have higher than that of the 
combined cycle used in conventional thermal power plants [1]. A burner of the thermal cycle may 
burn pure hydrogen and oxygen diluted with steam. A diffusion flame configuration with multiple 
jets (referred to as a "multi-cluster burner") is considered to enhance mixing and avoid flame 
flashback since hydrogen combustion yields a high laminar burning speed. Also to further 
promote mixing, it is suggested that the jet ports are arranged in the combustor so that the jet 
flows impinge on each other.  

DNS and experimental studies are investigated the combustion characteristics of a lifted flame 
formed in a multi-cluster burner, which consists of multiple jets where the fuel and oxidizer jet 
cores collide one another, which feed hydrogen and oxygen diluted with steam as fuel and 
oxidizer [2-5]. DNS study performed in the multi-cluster burner where two tilted oxidizer jets and 
one fuel jet are paired [2]. The present DNS study performed in the multi-cluster burner, which 
narrows the distance between the pairs and further enhances the interaction between them. The 
present study focuses on the investigation of the mixing and combustion characteristics of lifted 
flames formed cross jets in such a multi-cluster burner, and three-dimensional DNS of lifted 
flames formed in the multi-cluster burner has been performed and analyzed. 
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Deep learning is expected to be one of powerful tools for understanding, predicting, and 
controlling nonlinear flow phenomena. For example, Guo et al. constructed an approximation model 
for real-time prediction of non-uniform steady laminar flow based on convolutional neural network 
(CNN) [1]. Hasegawa et al. proposed a method to construct a machine-learned reduced order model 
for unsteady flows by combining a CNN autoencoder and a long short-term memory (LSTM) [2]. 

In this study, we build deep learning models with CNN and LSTM architectures to develop low-
dimensional models to represent unsteady flows. As an example of unsteady flows, direct numerical 
simulation of a flow around a cylinder at Reynolds number 𝑅𝑅𝑅𝑅! = 𝑈𝑈"𝐷𝐷/𝜈𝜈=100 is carried out to 
obtain a time-series data of the flow field for training and validation. Three types of the models have 
been constructed: Conv3D Model, Conv2D+LSTM Model and CNN Autoencoder (AE) Model. 
For Conv3D Model and Conv2D+LSTM Model, previous time series data of the flow field are 
given as input, and the flow field at the next time step are predicted as output. Conv2D+LSTM 
Model apply Convolutional 2D Layer for spatial dimensional reduction and LSTM Layer for time 
advancement in a sequential manner. Conv3D Model utilizes Convolutional 3D Layer to perform 
dimensional reduction in both space and time and output the flow field at the next time step in a 
batch processing. To obtain a time series of the flow field, time advancement is achieved 
sequentially in both Conv3D Model and Conv2D+LSTM Model. For CNN AE Model, a time series 
of the flow field for almost one cycle of the vortex shedding are given as input. The model applies 
Convolutional 3D Layer for dimensional reduction and extension in both space and time.  The model 
then reconstructs the input as output approximately. CNN AE Model output a time series of the flow 
field in a batch process. 

The flow fields predicted by all three models agree qualitatively and quantitatively with the 
ground truth obtained by numerical simulation of the flow (CFD), in terms of instantaneous 
distribution of the flow field, correlation coefficients and mean square of error between the 
prediction and the ground truth, and power spectrum of velocity. Compared with Conv3D Model 
and Conv2D+LSTM Model, CNN AE Model with only 1 mode, 2 or 3 modes in the latent space 
gives better agreements with the ground truth. Conv2D+LSTM Model showed the largest errors 
due to a phase shift. These differences of the model prediction can be explained by characteristics 
of the model architectures. The sequential processes for time advancement tend to accumulate 
larger phase shift errors, compared with batch processes with convolution operations. It is indicated 
that a reduced order model with only a batch process by the convolution operation could provide 
robustness against errors due to a phase shift. CNN AE Model with 2 modes in the latent space 
predicts the flow field better than the model with 1 mode or 3 modes. The two-dimensional unsteady 
flow around a cylinder can be represented with high accuracy by only 2 modes in the latent space.  
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For developing and evaluating microfluidic devices in various fields of science and engineering, 
we construct computational fluid dynamics (CFD) methods based on a phase-field model [1] and 
its extended version of a multi-phase-field model [2] to simulations of incompressible multiphase 
flows. For calculations of diffuse-interface advection and autonomous formation in the flow, both 
the CFD methods adopt a conservative Allen-Cahn (CAC) [3] equation instead of Cahn-Hilliard 
(CH) equation [4]. The AC form is advantageous over the CH form in terms of computational 
efficiency, interfacial tension effect and volume conservation because the former is free from 
curvature-induced diffuse-interface drift motion and it has a second-order differential diffusion 
term instead of the fourth-order term in the latter. A semi-Lagrangian formed lattice Boltzmann 
method (LBM) [1,5] is employed as a 2nd-order numerical scheme for solving the Navier-Stokes 
equations with the AC equations. The LBM is useful for high-performance computing because of 
simple and conservative pseudo-particle kinematic operations on an isotropic spatial grid [5]. 
From numerical results of droplet motions it is confirmed that the methods would be applicable to 
complex multiphase systems with partially wetted and 3D micro/nano structured surfaces [6,7]. 
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In order to reduce various health risks due to aerosol particles, it is of great importance to analyze the
behavior of aerosol particles. Especially, the health risk of PM2.5 are greater than those of larger particles
sizes[1, 2]. Therefore, in the present study, we investigate the deposition behavior of PM2.5 by means
of a direct numerical simulation. In the present simulation, we consider two different flow: a turbulent
channel flow and a square duct flow. In turbulent channel flow, the amplitude of the applied voltage
for particles deposition increases as the particles sizes increases. On the other hand, influence of the
mirror image force is so small. In a square duct flow, which is similar flow geometry in the experimental
study[3], we investigate the influence of the inlet flow and the particle size for the particle deposition.
Similar to their experiments, the amount of the particle deposition increases as the particle size decreases
and the inlet flow decreases. In the cases of smaller particle sizes, particles cannot follow the flow due
to the Brownian motion. In the case of large inlet flow rate, the inlet flow make the particles separated
from the flow, and they collide with the wall surfaces in the outlet plane. Therefore, many particles are
deposited on the wall in the outlet plane. In the final presentation, we will show the results by the further
investigation, i.e., the deposition behavior in junction flows.

We thank Drs. Tomoaki Okuda and Ayumi Iwata (Keio Univ.) for fruitful discussion. This work was
supported from the Japan Society for the Promotion of Science (20H00636).
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Understanding of internal combustion phenomena is important for achieving high-efficiency engines;
however, it is difficult to measure the detailed thermo-fluid phenomena directly. To tackle this issue,
we aim to estimate physical quantities in internal combustion engines from wall sensor measurements.
We here utilize neural networks for the estimation. Neural networks have become an indispensable tool
and covered a wide range of fluid problems, such as flow control and enhancing simulation [1]. State
estimation is not an exception. Many researchers have estimated the flow field from limited sensors with
neural networks. In many of the previous attempts, the wall shear stress and the pressure are commonly
used for the input attribute of neural networks [2, 3]. However, considering the practical measurement
for engine combustion, it is favorable to use the wall heat flux for the input. Hence, we here estimate
near-wall physical quantities from the wall heat flux using a convolutional neural network (CNN). As
an example, we consider a turbulent channel flow at the friction Reynolds number Reτ = 180 and the
Prandtl number Pr = 0.71. The CNN estimates three-dimensional velocity and temperature fields from
sensors on the entire wall. In the region near the wall, the estimated streamwise velocity and temperature
are in reasonable agreement with the reference direct numerical simulation data. Furthermore, towards
the practical application, we aim to estimate from a smaller number of sensors. We investigate the
dependence on the streamwise and spanwise spacings of sparse sensors on the wall. At last, we consider
the utilization of time-series wall measurements as input data to improve the estimation accuracy. In the
talk, we will show the statistical assessments on these estimation attempts.

This work was supported by the research association of Automotive Internal Combustion Engines (AICE)
of Japan and partly by the Japan Society for the Promotion of Science (21H05007).
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Icing on an aircraft degrades flight safety; it is important to develop the prediction method of the 
icing. Although many icing simulation methods have been proposed [1-3], it has still been 
difficult to predict the supercooled large droplet (SLD) icing because the SLD icing involves 
complex phenomena composing of splash and bounce of the droplet and runback of the water 
film. We proposed a coupling method [4] of a grid-based method for airflow and a particle-based 
method for droplet behavior to predict the SLD icing. However, it is still difficult to apply the 
SLD icing because the freezing process of the supercooled water droplet is complicated due to the 
nucleation of the ice. This study performs the numerical simulation of SLD impinging and 
solidifying on the cold substrate and compares the solidification model of the release of 
supercooling to apply the coupling method. 
 
The numerical simulation of SLD icing is performed by explicit moving particle simulation (E-
MPS) [4,5]. The governing equations are composed of incompressible continuity, Navier-Stokes 
and energy equations. These equations are discretized by using the weight function, and the 
pressure is estimated explicitly. The substrate temperature is set as a constant temperature which 
is the same as the temperature of initial supercooled droplet. 
 
For the impinging droplet icing, we compare two cases. One is the model that the solidification 
occurs at the surface of the wall, then the mixture (mixed-phase between water and ice) appears 
within a certain thickness. The other model is that all particles composed of the droplet change 
into the mixture phase just after the impingement, i.e., the release of supercooling for all 
components inside the droplet instantly occurs after the impingement. For both cases, the 
substrate temperature is assumed to be constant, and we neglect the heat transfer from the droplet 
to the surrounding air. As a result, we confirmed that the solidification occurs from the near wall 
to the location apart from the wall for both cases. Then, the total solidification times are 
comparable for both cases, indicating the availability of the model. At the conference, we will 
show the results of aircraft SLD icing using these models. 
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Ice accretion is a phenomenon in which supercooled droplets or ice particles in the atmosphere 
impinge on a solid surface, and an ice layer is formed there. The ice accretion on an aircraft  
threatens the navigation safety because it causes deformation of the wing shapes and reduces 
aerodynamics performance. Hence, it is very important to predict icing at the design phase of an 
aircraft. In the glaze ice conditions, where the temperature is relatively high, impinged droplets do 
not freeze instantly and they runback along the airfoil as a liquid film. As a result, they form 
characteristic icing shapes, such as a horn. In addition, when supercooled large droplets (SLD), 
which has more than 40 μm diameter, impinge on an aircraft and they acconpanied by splash and 
rebound. Therefore, the physics is so complex and the prediction is very difficult. The purpose of 
this study is modeling the droplet impact behaviour on a thin liquid film in terms of SLD icing by 
using  the three-dimensional E-MPS method. 
 
Moving Particle Semi-implicit (MPS) method[1] is a Lagrangian approach based on the governing 
equations at the motion of each particle. It is a meshless method and suitable for analyzing 
phenomena with large deformations of interface between multi-phase fluids. In addition, MPS 
method strictly satisfies the conservation of mass. Furthermore, explicit moving particle simulation 
(E-MPS) method[2] is faster than ordinally MPS method because of the explicit pressure solver. In 
this study, we used E-MPS method with the incompressible Navier-Stokes equations and the mass 
conservation equation (i.e. continuity equation) as the governing equations.  
 
In the present study, a water droplet of 1.95 mm diameter impinges on a wall at velocity magnitude 
of 3.75 m/s. On the wall a water film with 0.434 mm thickness exists. As the impact angle was 
changed is changed from 90 to 15 degrees. When the droplet impinge vertically, the crown is 
formed by the impingement, and no secondary droplet is generated by the finger jets. As the impact 
angle reduces, the crown width in the direction of droplet movement increases significantly, and 
secondary droplets from the finger jets are generated. However, the crown width perpendicular to 
the direction of droplet movement and the crown height slightly change. When the impact angle 
reduces more, the crown height decreases and finally the crown cannot form and the droplet 
coalesces into the water film. 
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Renewable energy is important as a way to solve global warming and energy problems. In this 
study, we investigate the flows around two Savonius turbines that rotate independently by 
numerical simulation considering the application of ocean current power generation since the 
stability of the entire device can be improved by rotating two devices side by side in the opposite 
direction. This drag type device is chosen considering that the speed of the ocean current is small. 

In general, when analysing the flow around a rotating object, a rotational coordinate system is 
often used. However, it is difficult to calculate with such coordinate system when two objects 
rotate in the reverse direction independently.  

Therefore, in this study, the entire area was divided into a plurality of rectangular areas 
including one rotating device. At this time, data is exchanged between each area through the sides 
of each rectangle. One rectangle is divided into an inner circular area and an outer circular 
hollowed out rectangular area. In the circular area, the rotating coordinates matched to the 
rotation of the rotating device were used, and in the external area, the stationary coordinate 
system was used. Since the data in the two areas are passed on the circumference, not only the 
calculation time required for interpolation is significantly shortened, but also the accuracy of 
interpolation is improved. The internal region is further divided into several regions in order to 
generate a grid along the blade of the Savonius type rotating device. 

In this method, since an independent rotating coordinate system is used in each region, the 
rotation speed of the rotating device can be freely changed for each rotating device. Further, this 
method can be applied regardless of the number of rotating devices. This time, using this method, 
the flow was calculated for the case where two rotating devices rotate in opposite directions and 
in the same direction. 

The basic equations are the incompressible Navier-Stokes equations expressed by the both 
rotational and stational coordinate systems. The nonlinear terms of the basic equations are 
approximated by the third order upwind difference in order to perform stable calculations even at 
high Reynolds number. The fractional step method is employed to solve the basic equations. 

The calculation was performed by changing the angle of attack, the rotation speed of the 
rotating device, the distance between the devices, etc., and the influence on the torque and power 
was investigated together with the analysis of the flow field. 

It was found that the total value of the torques of the two units may be maximized when the 
flow hits the line connecting the center of the rotating devices at an angle of 45 degrees. The 
calculations were performed not only by fixing the rotation speed of the rotating device, but also 
by changing the rotation speed according to the torque acting on the rotating device where the 
Newton’s equation of motion for the device was solved. 
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Large Eddy Simulation (LES) is a promising tool for predicting the combustion field when fluid 
dynamics and flame instability are encountered. Among the turbulent combustion models for LES, 
Kim[1] has proposed a new 2-scalar flamelet approach. It is based on a generalized theory of fluid 
interface which combines a conservation law of thermodynamics and the solution of a viscid 
level-set equation. To deal with the combustion problem, a conservation scalar, mixture fraction, 
is used to represent the global outer flame condition by referring to a distinct 0-dimensional 
detailed chemical reaction solution based flamelet database in which the equilibrium state 
characterizes the corresponding mixture composition, and a level-set of non-dimensional sensible 
enthalpies as a chemical progress indicator determines the inner flame structure by evaluating the 
conventional level-set variable G with a local burning velocity model[2] which explicit the 
diffusion term in a finite flame thickness. This study extended Kim’s approach to the turbulent 
LES. Due to the non-empirical flamelet database, one just needs to alter the laminar burning 
velocity used in the burning velocity model to a turbulent one which is calculated by an 
experimental correlation[3]. To quantitively evaluate this new approach’s prediction accuracy, a 
typical turbulent partially premixed combustion field, Sandia Flame D, is chosen as the validation 
target. This simulation is performed by the FrontFlow/red, and the computational grid comprises 
21,388,608 hexahedral unstructured elements which are parallelly processed by 288 cores. The 
annular pilot jet inlets are constructed by simplified geometries. By furtherly introducing a 
premixed flame after these inlets, an experimental turbulent intensity at the burner exit is 
generated. Different from other simulations using this fluctuation as the inlet velocity condition, 
these robust turbulence motions improved the prediction accuracy of the velocity field at the 
regions after the burner exit. At all measuring sections of the combustion field, Kim’s approach 
indicates good agreement with the experiment. At the fuel-lean and rich regions where the 
burning velocity is low, an extra diffusion term of the level-set equation uniforms the distribution 
of sensible energy, which led to an experimental tendency at those two regions.  However, at the 
stoichiometric region, the simulation results overestimate the experiment slightly. The reason is 
that the flamelet database for LES requires an accurate turbulence diffusion resolved by grid 
scales at the inner flame region though it has already included a sub-grid scales diffusion model. 
Nevertheless, by comparing with the results of a recently released paper [4] in which the gird 
resolution is 15 times this one, the results of this study have a considerable degree of accuracy. 
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Biodegradable polymers are a class of polymers that break down after fulfilling their intended function.
This unique property makes them very promising in healthcare applications such as sutures, stents, and
scaffolds, as the need for retrieval surgery is completely eliminated. In this context, modelling of hydrol-
ysis degradation in polymers is critically needed in view of accelerating device development. However,
understanding the factors that affect the device performance and service life under complex environment
remains limited. Great challenges remain in modelling the response of these materials due to the pres-
ence of highly coupled phenomena [1]. Early models either mainly focused solely on developing kinetics
of hydrolytic degradation or examining the degradation of mechanical parameters using semi-empirical
approaches and experimental tests. Only few very recent studies modelled the mechanical behaviours.
However, these studies are incomplete in considering the diffusion of water or reaction products.

This study try to fill this gap by developing a general thermodynamically consistent constitutive frame-
work for degraded polymers that couples water and short soluble chains diffusion, hydrolysis reaction,
and large deformation. In the constitutive framework, the state-of-the-art kinetics of the hydrolysis re-
action considering the effects of auto-catalysis and stress-enhanced reactivity have been incorporated in
the continuum model in a consistent manner [1]. The constitutive equations for the stress, chemical po-
tential, and dissipative driving force are derived by means of the reduced entropy inequality [2, 3]. The
model is implemented in the finite element framework for solving representative problems with simple
geometries. A general implementation is also proposed through an ABAQUS user-defined subroutine.
The numerical results suggest that the developed model can predict the coupled phenomena and reveal
the effects of design factors on the degradation process. We hope our constitutive framework and pre-
sented results would enable the rational design of biodegradable polymer materials and devices under
possible service environments.
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We investigate crease nucleation and propagation from a V-shaped notch in an elastomer. Plane 
strain finite element analysis is performed considering the isotropic thermal expansion of an 
incompressible neo-Hookean solid (e.g., swelling can be mimicked by thermal expansion). The 
nucleation of the first crease occurs at a global compressive strain G1, which decreases from 
wrinkle to zero as the notch depth increases (i.e., G1 causes mesh dependence). Here, wrinkle is the 
critical compressive strain for wrinkling while crease is defined as the critical compressive strain 
for creasing [1–3]. The propagation mechanisms of sequential creases are analysed by self-
organization and nonlinear perturbation approaches, leading to finding a threshold compressive 
strain threshold. These three critical compressive strains are in the relation of crease<threshold<wrinkle. 
The case of G1<threshold predicts the crease propagation regularized at threshold whereas the case of 
G1>threshold is supercritical. The former case (i.e., G1<threshold) allows a nonlinear perturbation to 
nucleate a sequential crease at an arbitrary place by overcoming an energy barrier [4]. The self-
organization approach predicts narrow crease distances, which are different with the crease 
distance that minimizes the elastic energy. The critical crease distance is broader and increases 
sensitively approaching to threshold but the energy difference is slight.  
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The present study experimentally examines the linear viscoelastic property of polyacrylamide 
(PAAm) hydrogels during transient equilibrium swelling. To this end, we conduct dynamic 
mechanical analysis on various specimens with different monomer and cross-linker 
concentrations. The transient equilibrium swelling is replicated using specimens with different 
water contents at the equilibrium state. The swelling-dependent linear viscoelasticity based on the 
scaling theory[1] is originally formulated to support the theoretical discussion of measured results.  
 
The elastic moduli of PAAm hydrogels follow the scaling theory during the swelling from the as-
prepared state, yet they change more complex during the de-swelling process. To be more 
specific, although the elastic moduli of PAAm hydrogels with a high monomer concentration also 
follow the scaling theory[2], those with a low monomer concentration irregularly change for the 
volume swelling ratio. Further, they eventually converge to a characteristic value independent of 
the monomer and cross-linker concentrations at the sufficiently de-swelling state named the 
extreme state.  
 
The relaxation times of PAAm hydrogels at the extreme state have a characteristic value, and thus 
their viscoelastic property is uniquely determined regardless of their constituents. The viscosity 
during transient equilibrium swelling does not follow Newton’s law of viscosity; in particular, by 
the swelling, a PAAm hydrogel with a high cross-linker concentration behaves more elastically, 
yet the viscosity increases. 
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Paper, a hydrophilic material, is susceptible to deformations due to variations in moisture content 
which develop over time [1]. Understanding the moisture transport through the thickness of a paper 
sheet and the resulting time-dependent mechanical response allows us to predict the curling 
behaviour of paper [2,3]. 
 
In this work, the time-dependent factors involved in the deformation of a paper strip that is fully or 
partially wetted from one side and subjected to different boundary conditions is studied with a one-
dimensional numerical model. The different time scales involved, in the process of imbibition in 
the inter-fibre pores and absorption (or water uptake) by the fibres, are analysed. The resulting 
hygro-expansion due to swelling of the wet fibres is then solved to predict the bending response of 
the paper strip due to the non-homogeneous through-thickness moisture distribution. We provide a 
phenomenological model here to describe the dynamic water flow through the thickness of the 
paper strip, via the pores, using the unsaturated flow theory. The pore-fibre water exchange is 
modelled as a diffusion process dependent on the wetted pore surface area. The resulting moisture-
induced displacements are characterised through a hygro-elastic material model.  
 
The numerical analysis shows a fair agreement with experimental observations. An independent 
immersion test provides us with an estimate of the time scales involved in the liquid transport, 
which is then used to characterise the curling response of the paper strip. 
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Electroactive polymers are well known for their large strain response under electrical stimulus, 
which can be utilized for actuation applications. However, for extensive mechanical use in electro-
mechanical systems, they lack the necessary strength and stiffness. It has been proposed to utilize 
metal reinforcements to increase this stiffness, while ideally maintaining large actuation strains. 
 
Here, we consider an interpenetrating metal-polymer composite actuator consisting of a ionically 
activated polymer and a nanoporous metal skeleton. The nanoporous metal exhibits a unique 
bicontinuous microstructure [4] that facilitates mechanical support as well as almost unhindered 
ion flow in the solvent-saturated polymer phase.  The composite shows increased actuation strains 
while still retaining the metal’s superior mechanical properties [2]. 
 
In order to exploit the full potential of these nanocomposite actuators, a detailed understanding of 
the underlying structure-property relationships and means to predict the actuator’s response are 
necessary. Using continuum mechanical modelling and finite element simulations, the mechanical 
properties of this nanocomposite as well as it’s functional behaviour are investigated [1,3,5]. It can 
be shown that by modification of the nanocomposite’s structure, transport paths, mechanical 
properties and reaction times can be altered significantly, thus, providing the means to tailor the 
actuator behaviour to different applications. 
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We study the morphological evolution of surface patterns in polyacrylamide (PAAm) hydrogel 
bilayers comprising a thin stiff film on a thick soft substrate. A pre-gel solution of acrylamide in 
water is poured onto the hydrogel substrate and left in air for a prescribed period of time to allow 
the solution to become a hydrogel film bonded to the substrate. During the gelation process, 
hexagonally packed dimples form on the surface, which then evolve into randomly oriented 
wrinkles. We presume that the mechanism of the formation and evolution of the patterns is twofold. 
First, the film constrained by the substrate swells owing to uptake of water molecules from both 
the substrate and an uncured liquid layer present on the top surface in contact with air, thereby 
experiencing an in-plane equi-biaxial compressive stress. Once the stress exceeds a critical value, 
the surface instability occurs, resulting in the formation of hexagonal dimples. Second, as the 
swelling proceeds, the magnitude of applied stress in relation to the critical stress, or overstress, in 
the film increases, causing the dimples to transition into wrinkles [1]. We find that the wavelength 
decreases during the pattern evolution and remains nearly constant once the wrinkles form. 
Furthermore, the wrinkle wavelength can be controlled in the millimeter-scale range by adjusting 
the film thickness. The formation and evolution of the patterns described above are due to coupling 
between solvent transport and deformations. Our findings offer a route to fabricating large-scale 
wrinkles in PAAm hydrogels. 
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We seek to accelerate terradynamics simulations with interaction to solid bodies by using an semi-
empirical soil contact model (SCM) [1] with a few simulation parameters that can be calibrated from
experiment data or high-fidelity simulation data. To this end, the Gaussian process (GP) based Bayesian
optimization (BO) approach [2] is employed in this work. First of all, to get the high-fidelity simula-
tion data as the “ground truth” in the calibration step, a more accurate continuum model based on the
Smoothed Particle Hydrodynamics (SPH) method is employed [3]. The deformable terrain is modeled as
an elasto-plastic continuum and discretized with SPH particles that dynamically interacts with the solid
bodies in a co-simulation setup. The interaction between the solid body and the deformable terrain is
handled through so-called boundary conditions enforcing particles. Several simulations are performed
using the SPH model to obtain the “ground truth” data. Second, an initial guess of the SCM parameters
(7 parameters in this work) is chosen according to experience, and used to run the SCM simulation. The
SCM simulation result is then compared with the “ground truth” and use the GP-based BO approach to
find the distribution of the next possible set of parameters that can be used to run the following SCM
simulation. Finally, the above operation steps will iterate for several times until a set of SCM parameters
is found, with which we can get a simulation result that matches the “ground truth” best. Both the SCM
and SPH simulations will be performed in an open-source software called Chrono. The GP-based BO
will be performed in an separate package by using Python scripts to interactively communicate with the
developed terradynamics solver.
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In this work, we implement the non-local rheology [Bouzid et al., Phys. Rev. Lett. 111, 238301 
(2013)] into a well-developed continuum flow solver [Lin and Yang, J. Comput. Phys. 420, 
109708 (2020)] to simulate the two-dimensional granular silo discharge flow. The discharge 
dynamics of non-local simulation show qualitative agreement with the particle-based simulation 
data and the continuum simulation using local 𝜇𝜇(𝐼𝐼) rheology [Staron et al., Eur. Phys. J. E 37, 5 
(2014)], while the non-local effect enhances the volume discharge rate compared to the local 
model prediction when the silo orifice is narrower. Thus, we examine the difference between the 
local and non-local flow rate versus the silo orifice size, a monotonically growth of flow rate 
difference with decreasing orifice size is revealed, independent of silo aspect ratio and model 
parameters. Finally, we evaluate the time evolution of high-shear zone during discharge process 
and find the non-local momentum transport facilitating the flow over a wider domain to increase 
the flow rate for the narrower orifice. 
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Horizontal stirred bed reactor (HSBR) is a type of reactor for axial powder mixing whose use in 
gas-phase polymerization of, e.g., polypropylene, has grown significantly in recent years [1]. The 
reactor usually has a bed of particles that is gently agitated by a series of paddles that are connected 
to a central shaft of the reactor.  
  
In this work, we simulated the mixing of particles in an existing model of industrial HSBR based 
on a discrete particle model using the open-source software MercuryDPM [2]. The goal was to 
analyze the mixing process in terms of axial dispersion and mixing quality and determine the 
number of rotations required for efficient mixing. This process was analyzed by investigating 
different properties, including cycle time, Lacey index, and axial dispersion coefficient. First, the 
cycle time distribution was obtained by tracking the particles, and the result was validated using 
coarse-graining [3]. We obtained the Lacey mixing index using particle tracking and found the 
minimum number of rotations needed for efficient mixing. Finally, we measured axial dispersion, 
where we observed sub-diffusive behavior in the mixing process. 
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Resolved and unresolved CFD-DEM couple CFD for the fluid phase with the Discrete Element 
Method (DEM) for the solids. Unresolved CFD-DEM solves the volume-averaged Navier-Stokes 
equations for the fluid at a scaler greater than the particle dimension and uses DEM to simulate 
the solid phase. Several particles occupy the same mesh cell. The two phases are coupled using 
expressions for the hydrodynamics forces (e.g., drag).  Resolved CFD-DEM is more accurate than 
unresolved CFD-DEM because it fully accounts for the flow around each particle without 
additional models to couple the particle and fluid phases. Both approaches are complementary. 
Resolved CFD-DEM enables a deeper understanding of particle-fluid interaction whereas 
unresolved CFD-DEM can be used to accurately simulate processes at the pilot scale. 
 
In this work, we introduce Lethe [1], a monolithic, open-source high-order unresolved and 
resolved CFD-DEM solver. Lethe solves the incompressible Navier-Stokes and volume-averaged 
Navier-Stokes equations by applying a stabilized continuous Galerkin Finite Element 
discretisation. It is built upon the well-established deal.II library. Through its deal.II heritage, 
Lethe is able to handle large meshes (>1B cells), supports dynamic mesh adaptation and is based 
on a solid C++ architecture. Lethe possess a full DEM module[3], which, coupled with it’s CFD 
capabilities, enable the simulation of solid-fluid flows using both resolved and unresolved CFD-
DEM strategies. 
 
First, we present the implicit CFD solver of Lethe. We discuss how the solver is extended to 
resolved CFD-DEM using a high-order implicit sharp-edge immersed boundary approach. We 
demonstrate the accuracy of the solver using the method of manufactured solutions and 
demonstrate its capabilities by simulating the dynamic of sedimentation spheres. We present the 
unresolved CFD-DEM capabilities of Lethe. We present our implementation of a stabilized high-
order formulation for the VANS equation. Using the flows in liquid and gas fluidized beds, we 
validate the capabilities of Lethe to predict complex solid-fluid flow dynamics under a wide range 
of regime.  This presentation aims at giving an overview of our efforts to produce a state of the 
art, fully open-source high-order CFD-DEM code which will enable the simulation of complex 
solid-fluid both at the particle scale and at the process scale. 
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We introduce the open-source package MercuryDPM, a code for discrete particle 
simulations, that we are developing. It simulates the motion of particles, by applying 
forces and torques that stem either from external body forces, (e.g. gravity, magnetic 
fields, etc...) or from particle interaction laws. For granular particles, these are typically 
contact forces (elastic, plastic, viscous, frictional). 
 
MercuryDPM is an object-oriented C++ algorithm with an easy-to-use user interface and 
a flexible core, allowing developers to quickly add new features. It is parallelised using 
both MPI and OpenMP and released open-source under the BSD 3-clause licence. Its 
developers’ community has developed many features, including moving (wearable) 
curved walls (polygons, cone sections, helices, screw threads, level-sets, nurbs, 
triangulated, etc); state-of-the-art granular contact models (wet, charged, sintered, 
melting, cohesive, etc); specialised classes for common geometries (inclined 
planes/chutes, hoppers, etc); non-spherical particles (multisphere, superquadric, bonded 
particles, deformable clusters); general interfaces (particles/walls/boundaries can all be 
changed with the same set of commands); liquid droplet/spray models; STL readers for 
industrial geometries; restarting; visualisation (xBalls and Paraview); a large self-test 
suite; extensive Doxygen documentation; and numerous tutorials and demos.  
 
For efficiency, it uses an advanced contact detection method, the hierarchical grid. This 
algorithm has a lower complexity than the traditional linked list algorithm for 
polydispersed flows, which allows large simulations with wide size distributions. 
 
It also contains a coarse-graining tool: MercuryCG, which is both integrated and usable 
as a stand-alone tool.  Coarse-graining is a novel way to extract continuum fields from 
discrete particle systems. It ensures by definition that the resulting continuum fields 
conserve mass, momentum and energy, a crucial requirement for accurate coupling with 
continuum models. The approach is flexible and the latest version can be applied to both 
bulk and mixtures; boundaries and interfaces; time-dependent, steady and static 
situations; and, even experimental data. It is available in MercuryDPM either as a post-
processing tool, or it can be run in real-time, e.g. to define pressure-controlled walls.  
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Granular materials are the most common type of raw material in industry, after water. A multitude of industries, such as 
mining, agriculture, food, pharma, manufacturing and construction, depend on processes involving granular materials. They 
are also common in many natural phenomena, from dune formation, soil erosion and water management to natural hazards, 
such as avalanches or volcanic deposition. 

To develop trustworthy models for granular materials, one has to understand their behaviour on multiple scales: On the 
micro-scale, one has to understand the properties of single particles (their size, shape, density) and the contact behaviour of 
particle pairs (interparticle friction, cohesion, and elasto-plasticity). These properties in turn influence the granular 
behaviour on the macro-scale. 

We have developed a multiscale model for granular materials, combining the Discrete Particle Model (DPM, aka DEM) 
with an application-specific continuum model (CM). Starting from simplified particle and contact models, DPM captures 
the collective behaviour of a granular material by simulating the movement of the individual grains. Bulk properties are 
then extracted from the DPM simulations and coupled to the continuum model. 

To calibrate a DPM model, developers often use analytic relations between the micro- and macro-parameters that are either 
phenomenological or derived from contact mechanics. Alternatively, they use numerical studies, where hundreds of 
simulations are run for different parameters to develop a mapping between the micro and macro parameters. However, both 
approaches are not feasible for complex industrial materials, where wide particle size distributions, agglomeration, inclusion 
of liquids, sintering, drying, and other phenomena require complicated contact models with many micro-parameters. 

To deal with these issues, we have developed an automated calibration technique: First, we measure the basic material 
parameters (e.g., particle size distribution, material density) and apply them directly to the discrete particle simulation. Next, 
we select standard bulk experiments (heap test, rotating drum, ring shear cell) appropriate for the process we want to model. 
We simulate the same processes in MercuryDPM [1] and measure the response of the simulated material. Then we apply a 
numerical optimisation algorithm to find the micro-scale parameters for which the response of the experiments and 
simulations match. This optimization is done using a probabilistic optimization technique as implemented in the open-
source code GrainLearning [2]. 

We have preliminary data suggesting that this technique and methodology works, in fact it has already been used in several 
projects, yielding good results. The technique can find local optima in only two to three iterations, even for complex contact 
models with many microscopic parameters. We present several case studies, discuss the strengths and weaknesses of the 
technique, when and why it fails and when it does succeed. 
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In this contribution we report the numerical features and development status of our open-source multi-
GPU Discrete Element Method (DEM) simulation package, the next-generation upgrade of the existing
simulator Chrono::GPU [1]. This package provides complex grain geometry support through clumped
spheres. While the largest DEM simulation to date ran on tens of thousands CPUs with two billion
particles, our simulator scales to hundreds of millions particles on two GPUs. To achieve this high effi-
ciency without compromising the paramount accuracy requirement that defines challenging simulations,
we employ the following salient numerical techniques:

• Using compressed integer-based data structures and just-in-time compiling to reduce memory foot-
print;

• Leveraging CUB (an efficient CUDA utility package) functions;

• De-coupling kinematic (such as contact detection) and dynamics computations (such as computing
contact forces and numerical integrations) to split the workload onto multiple GPUs.

This package provides APIs to interface the multi-physics simulation engine Chrono [2], allowing co-
simulations with complex mechanical systems, such as rovers operating on granular terrains.
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Finite volume (FV) methods are ubiquitous in CFD simulations of industrial problems because of 
their robustness and efficient implementations. A drawback of existing cell-centered (CCFV) and 
vertex-centered (VCFV) strategies is their need for high-quality meshes, whose generation is 
extremely expensive in terms of man-hours of specialized technicians. Indeed, the accuracy of 
both CCFV and VCFV is compromised in the presence of distorted and stretched cells [1]. On the 
contrary, the face-centered (FCFV) rationale proposed in [2-6] provides a framework less sensi-
tive to mesh quality, preserving the accuracy of the approximation even in the presence of com-
plex unstructured meshes with highly distorted and highly stretched cells. The FCFV method 
defines unknowns at the face barycenter and uses hybridization to eliminate the degrees of free-
dom inside each cell. In addition, Riemann solvers are defined implicitly within the expressions 
of the numerical fluxes [6]. The resulting methodology provides first-order accurate approxima-
tions of the viscous stress tensor and of the heat flux, without the need of any gradient reconstruc-
tion procedure. In addition, FCFV is capable of constructing non-oscillatory approximations of 
sharp discontinuities, without resorting to shock capturing or limiting techniques. For flows at 
low Mach number, the method is robust and is capable of computing accurate solutions in the 
incompressible limit, without the need of introducing specific pressure correction strategies. 
Moreover, this strategy has been tested for a large variety of elements including prims and pyra-
mids. Note that hexahedra with non-planar faces, where standard FV require a special treatment, 
can also be used. Numerical simulations of 2D and 3D benchmarks of external flows will be pre-
sented to validate the methodology in different flow regimes, encompassing compressible and 
incompressible flows, from inviscid to viscous laminar flows, from subsonic to supersonic flows. 
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Multiphase non-Newtonian flows are encountered in nature (e.g., particle-laden biological flows) and
industrial applications (e.g., ink jet plotter). Numerical simulation of multiphase non-Newtonian flows is
quite challenging because of the discontinuous material properties across the surface, a priori unknown
deforming interface location, large extra stress values and large difference between polymer relaxation
time and advective time scale (i.e., high Weissenberg number problem). In this study, the Arbitrary La-
grangian Eulerian (ALE) approach [1, 2] is extended to isothermal non-Newtonian fluids by implement-
ing constitution equations. To the best of our knowledge, the ALE algorithm based on the side-centered
unstructured finite volume method has been applied to the simulation of non-Newtonian multiphase fluid
flows for the first time. The pressure field is treated to be discontinuous across the interface with the
discontinuous treatment of density and viscosity. The discontinuous treatment of pressure field helps us
to avoid errors due to the incompressibility condition in the vicinity of the interface. The surface tension
term at the interface is treated as a tangent force. The jump conditions are exactly satisfied across the
interface. The parasitic currents are found to be very sensitive to the computation of normal vectors
[2]. Therefore, the mean weighted by sine and edge length reciprocals (MWSELR) is implemented for
the computation of unit normal vector. The resulting algebraic equations are solved in a fully coupled
(monolithic) manner and an approximate matrix factorization similar to that of the projection method is
employed. The parallel algebraic multigrid solver BoomerAMG provided by the HYPRE library, which
is accessed through the PETSc library, has been utilized for the scaled discrete Laplacian of pressure and
the diagonal blocks of mesh deformation equations. The classical benchmark problem of a single rising
Newtonian bubble in a non-Newtonian fluid due to buoyancy is presented in two- and three-dimensions.
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Complex fluids with shear-rate-dependent viscosity are widely used in the flows of several 
industrial applications. To have better control of the flows of such fluids, it is crucial to 
understand the underlying principles that govern the fluid flow. In this study, through two 
illustrative case studies, we present the use of flow modeling and simulation for a better 
understanding of the effects of shear-rate-dependent viscosities on the fluid flow. 
 
In the first case, we explore the effect of the shear-rate-viscosity on the operating conditions that 
lead to the formation of microvortices in the slot coating flows, which are known to have a 
detrimental effect on the stable process operation and production of defect-free film products [1]. 
We simplify the microvortices found in the downstream region of slot coating flow as flow 
reversal and present the effect of the shear-rate-dependent viscosity on the critical operating 
conditions at the onset of the flow reversal [2]. 
 
Two methods for computing the critical condition in slot coating flows of generalized Newtonian 
fluids (GNFs) are presented. The two methods were applied to the flows of two illustrative GNFs, 
the Carreau-Yasuda, and Bingham-Carreau-Yasuda fluids. They were both found to be successful 
in computing the critical flow reversal conditions. It was also revealed that the critical conditions 
depended significantly on the local power-law index n, which quantifies the dependency of the 
viscosity on the magnitude of the shear rate. 
 
In the second case, we explore the flow properties of pulsatile shear-thinning flows in a two-
dimensional rectangular channel [3]. Since various external disturbances such as oscillations from 
flow pumps are commonly encountered in industrial processes and such disturbances may result 
in unexpected changes of the rheological properties of the complex fluids. 
 
The characteristic viscosity chosen based on the steady-state analysis was defined for the pulsatile 
shear-thinning flow. It was used to form a non-Newtonian Womersley number, which acts as a 
critical model parameter of the system of interest. Numerical analyses of Carreau fluids revealed 
the existence of master curves for the amplitudes and phase lags of the flows. We advanced 
further to demonstrate that the flow dynamics can be predicted using the pre-computed master 
curves with high accuracy without explicit transient computations. 
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Materials that behave as both fluids and solids can be seen in a wide variety of applications from pouring 
concrete to lava flows and food processing. Yield stress is a useful concept for developing models that 
demonstrate both fluid and solid behavior depending on the local state of the fluid. In this talk, we will discuss 
an ongoing project to use elastoviscoplastic models to understand the complex flow profiles of a model yield 
stress fluid, Carbopol, as it evolves in time in a free surface flow. We use a Saramito model to describe the 
rheology of the fluid [1]. This model describes the material as a Maxwell fluid above yield and an elastic solid 
below yield, with a yield criterion based on the von Mises stress. Conservation equations for momentum and 
mass and the Saramito constitutive equations for stress are solved using the finite element method coupled to a 
free-surface moving mesh algorithm. We verify our implementation by comparing our results to benchmarks in 
the literature such as flow past a sphere and a ball falling in a tube full of yield stress fluid. Furthermore, we 
compare results from mold filling simulations to validation flow visualization experiments in a quasi-two-
dimensional flow where fluid fills a thin gap between transparent plates. The experiments show regions of low 
strain where the fluid displaces as a solid body and high strain regions where the Carbopol is fluidized. The 
computational model matches qualitatively for the yield stress fluid. Comparisons between the quasi-two-
dimensional model and the fully three-dimensional will also be discussed.  
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This talk aims to highlight the development of an efficient solver for the capacitively coupled glow
discharge device within the scope of sensitivity analysis. The physical model is comprised of species
continuity equations, electron and heavy species energy equations, and Gauss’ law, closed by the drift-
diffusion model and a chemical reaction mechanism, driven by an oscillating voltage applied on one side
of the domain [1]. The high-aspect-ratio parallel-plate glow discharge device lends itself to a 1D analysis,
meaning the model consists of a set of 1D, unsteady PDEs, where the solution of interest is periodic in
time. The large number of simulations required for sensitivity analysis and UQ implies the need for a
solver that rapidly converges to the periodic steady-state solution. However, the very slow ambipolar
diffusion processes in a capacitive glow discharge, especially for pressures in the Torr regime and higher,
means it can take thousands of periods of forward simulation to approach this periodic solution. To speed
up this convergence, we have implemented a time-periodic shooting (TPS) algorithm [2], in which the
periodicity of the solution is imposed as an additional constraint, and the resulting nonlinear system is
solved using a standard Newton method. This approach is observed to be 100 times faster than time
marching alone, which has enabled an initial global sensitivity analysis. Specifically, we have conducted
an initial study using the libraries Chaospy [3] and Uncertainpy [4], in combination with the TPS-based
glow discharge solver, to determine which input parameters (i.e., reaction rate coefficients and transport
parameters) most influence the quantities of interest, e.g., electron density.
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Moving-boundary flow simulations are an important design and analysis tool in many areas, including
civil and biomedical engineering, as well as production engineering. Interface-capturing offers flexibility
for complex free-surface motion, while interface-tracking is very attractive due to its mass conservation
properties at low resolution. We focus on these alternatives in the context of flow simulations based on
stabilized finite element discretizations of Navier-Stokes equations, including space-time formulations
that allow extra flexibility concerning grid design at the interface.

Space-time approaches offer some not-yet-fully-exploited advantages; among them, the potential to al-
low some degree of unstructured space-time meshing. A method for generating simplex space-time
meshes has been developed, allowing arbitrary temporal refinement in selected portions of space-time
slabs. The method increases the flexibility of space-time discretizations, even in the absence of dedicated
space-time mesh generation tools. The resulting tetrahedral and pentatope meshes are being used in the
context of cavity filling flow simulations, such as those necessary to design injection molding processes.

In cases where a general space-time mesh is still out of reach, a variety of special approaches involving
slipping and deactivation of elements can be used. Several examples will be given.

This is a joint work with Violeta Karyofylli, Max von Danwitz, Norbert Hosters, Michel Make, and
Linda Gesenhues.
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Mixing of polymeric materials is performed with the aid of machines characterized by complex geome-
tries in which body-fitted simulations can hardly be applied. The adoption of non-conforming approach
(such as diffuse interface, ficticious domain, immersed boundary or volume penalty methods) represent
valid alternatives to simulate such processes with complex kinematics (single and twin screw extruders,
banbury mixers etc.).

In this talk we present the results of a research activity finalized to the development of a simulation
tool based on the open-source CFD library OpenFOAM for the analysis and optimization of the mixing
process of polymeric materials. Different non-conforming discretization strategies, namely a diffuse
interface penalisation method [2] and a discrete-forcing direct-imposition immersed boundary method
[1], and different solution strategies for the solution of non-Newtonian fluid flows with temperature
dependent viscosity are compared in terms of accuracy, robustness and computational cost.

Numerical results for simple similar industrial geometries and flow conditions will be presented and
discussed.

REFERENCES
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Solving the Reynolds-Averaged Navier-Stokes (RANS) equations is one of the most affordable
methods in CFD and remains vital in vehicle design and analysis. However, RANS solvers’ de-
ficiencies in capturing complex flow fields, such as those in supersonic retro-propulsive (SRP)
flows, are well acknowledged [2, 5]. This work addresses the challenge of characterizing tur-
bulence in retro-propulsive jet plumes by direct comparison of high-resolution large eddy sim-
ulations (LES) and RANS, to assess and improve turbulence modeling in canonical elements of
SRP flows. The first component of this study is the production and analysis of LES of curved
turbulent shear layers with varying compressibility, density variation, and curvature intensity
using NASA’s OVERFLOW code [3]. The second component of this study will focus on three
of the most popular RANS models – the Spalart-Allmaras model, the k−ω model, and Menter’s
shear stress transport model. These high-fidelity studies enable an understanding of turbulent
mixing characteristics when influenced by multiple competing physical mechanisms. RANS
model comparisons with the LES database will demonstrate the state of the art in RANS models
for these complex flows and highlight areas for improvement. In addition to the standard models,
the performance of several turbulence model corrections will also be considered. Among others,
Suzen & Hoffman’s compressibility correction [4], which was formulated to assist the behavior
of compressible free shear flows and targets the k − ε part of Menter’s models, and Catris &
Aupoix’s density gradient correction [1] are considered in this work. Preliminary comparisons
of RANS and LES data suggests that the present RANS models with standard model coefficients
show significant bias error relative to LES data in regards to mixing layer growth rates. This is
a collaborative study with Dr. Robert Childs at NASA Ames Research Center.
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Droplet impact dynamics are an active research area due to the variety of their industrial applications.
It appears in industrial processes employing spray coating and painting, spray cooling, inkjet print-
ing, combustion engines, and anti-icing characteristics of critical industrial components such as aircraft
surface, powder lines, and wind turbines [1]. The droplet impact is a special case of two-phase flow
simulations, where the surface tension force plays an important role. One way to model the gas and fluid
phases is with interface capturing methods. Three well-established interface capturing models are the
Volume-of-Fluid (VOF), level-set, and phase-field models [2]. The main advantage of the VOF method
is mass conservation, while the implementation of the surface tension may be challenging. The level-set
is known for its ability to compute the surface tension accurately, and phase-field models are known for
satisfying the second law of thermodynamics. This work uses a conservative Allen-Cahn equation based
on [3] to model and simulates a liquid drop impact on a moving wall with a pre-existing thin film of the
same liquid. We couple this interface-capturing method with the Navier-Stokes equations. The analysis
takes into account viscous, inertial, and surface tension forces, neglecting gravity. We solve the equa-
tions with the residual-based variational multiscale finite element formulation. We implement the whole
model in libMesh, an open finite element library that provides a framework for multiphysics, consider-
ing adaptive mesh refinement. The values of the Reynolds and Weber numbers determine different drop
splash regimes. Numerical results are presented for 2D and 3D liquid drop impacts, and they are in good
agreement with other simulations.
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Industrial fluid mixing is a unit operation intrinsic to the production of many Fast-Moving 
Consumer Goods (FMCG). Because there is a lack of analytical techniques capable of predicting 
the hydrodynamic flow of complex rheologies, the current challenge in these industries is how best 
to optimise the mixing of these fluids [1]. 
 
The research presented will focus on the development of Computational Fluid Dynamics (CFD) 
models capable of predicting mixing for rheologically complex systems in the laminar flow regime 
for a horizontal bladed mixer, reducing the need for costly experimental trials. The general method 
of model development is to build on simple Newtonian models by validating each iteration with 
experiment and to gradually add elements of complexity such as a non-Newtonian rheology. The 
main method of validation is Positron Emission Particle Tracking (PEPT), a powerful technique 
reliant on ergodicity which can generate a Lagrangian description of hydrodynamic flow in-situ. 
PEPT uses gamma-ray detectors to locate tracer particles in transit and is used uninvasively in 
opaque industrial equipment [2]. Validation using PEPT entails a 3D pointwise comparison of 
multiple parameters predicted by the CFD model containing multiple closure relations. 
 
The current CFD model is developed in Siemens STAR-CCM+ and uses an Eulerian sliding mesh 
with a Volume of Fluid (VOF) physical model. With iterative validation, the next stage of the model 
is to predict the behaviour of the PEPT tracer particle by incorporating the Discrete Element Method 
(DEM) to ultimately create validated CFD-DEM models that can predict the coupled properties for 
a variety of rheologically complex laminar mixing systems. 
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Humans are constantly exposed to pollutants in the air. These particles can originate from pollen, tyre
wear, exhaust residue, microplastics, fabrics as well as asbestos fibres or, as highlighted in the recent
pandemic, expiratory events leading to exhaled viruses encapsulated in saliva droplets. Understanding
particle deposition in the human lung is of key interest to reduce the impact of harmful particles, or on the
contrary, to improve the targeted delivery of drugs to reduce their side effects. A common simplification
in the study of particle deposition in human airways is to assume perfectly spherical particles. This is
an accepted approach for studies of aerosolized droplets, yet for inhalation of toxic fibres or arbitrarily
shaped aerosol particles such as pollens, fibers or volcanic ash, the assumption of spherical shape no
longer applies. In this context, shape factors are often used to account for non-sphericity effects, but
these are often insufficient to accurately predict particle motion. Therefore, more sophisticated particle
models need to be considered. However, there is a glaring lack of research in this area regarding the
accurate prediction of inhalation of more complex shaped particles in realistic human airways. In this
work, we investigate the effect of different particle geometries on the deposition behaviour in realistic
lung models. The study includes spheres and prolate ellipsoids as well as more arbitrary shapes in
the scope of superellipsoidal particles, fitted to naturally occurring pollutants, to cover a wide range of
particles suspended in the air we breathe. In our study we focus on the deposition efficiency in the mouth-
throat and tracheobronchial region as well as the level of bifurcuration of the chosen lung geometry. The
computational study is based on Lagrangian particle tracking in RANS resolved turbulent flow in a
realistic lung geometry performed using an in-house solver developed in the OpenFOAM framework.
Finally, we present the identified key influences on deposition efficiency in the lung models used.
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A numerical analysis of the motion of a rain chain in multiphase flow was performed. The rain 
chain was modeled using connected cups. This study primarily discussed the relationship between 
the motion of the rain chain and the flow of running water from the top of the chain. The 
incompressible continuity and the Navier–Stokes equation were solved by means of the finite 
difference method on a staggered Cartesian grid. The velocity–pressure coupling was solved 
using the fractional step method. The interface between the two fluids was defined by means of 
the coupled level set and volume of fluid method [1]. In the Cartesian grid, the moving body was 
modeled using the body force-type immersed boundary method [2]. The surface tension was 
modeled by the continuum surface force model [3]. It was shown that the motion of the rain chain 
changes greatly depending on the conditions of the running water, the mass of the cups of the rain 
chain, and the number of the connected cups. In the case of a rain chain that comprised 10 cups, 
the displacement of the motion gradually increased and twisting motion was observed. 
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Three-dimensional direct numerical simulations are conducted for bubbly flows rising in a 
slightly inclined vertical pipe using the method developed by Ii et al. [1]. In the present method, 
multiple VOF function is introduced to avoid bubble coalescences and 78 rising bubbles are 
solved without coalescence which are often observed in the actual flows with contaminant effect.  
The simulation results are validated through the comparisons with the previous experimental data 
by Zenit et al. [2] for the inclined angle of 5 degree. The simulation results showed the good 
agreement with their experimental data. For other conditions, we have found interesting 
phenomena for lower inclined angle. The results show a negative buoyancy effect. That is, when 
the inclined angle is small enough (< 2 degrees), bubbles shown the lateral migration in the pipe 
against the buoyancy effect. This negative buoyancy effect disappears when the inclined angle 
becomes bigger than 2 degrees. To investigate the mechanism of negative buoyancy effect, we 
conducted the analysis of the force acting on a bubble. Due to the dynamical motion of a rising 
bubble, it is difficult to get the force by simply integrating the stress on bubble surface.  Here, we 
introduce the macroscopic control volume analysis using the control volume containing an 
individual bubble inside. The analysis show that the negative lift force is caused by the unsteady 
component of the liquid phase.  
   We also conducted the simulations for non-Newtonian, Power-law fluid. The effect of power 
index and flow consistency index are investigated. The obtained results can be related to some 
practical applications such as deep ocean mining using an air-lift pump [3].  
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Alkaline water electrolysers are commonly used for the industrial-scale production of hydrogen. Oper-
ating at high current densities leads to enhanced hydrogen production but reduced cell efficiency, partly
due to ohmic losses from the gas-liquid flow. Gas blockage of the electrode surface and reduced effective
electrolyte conductivity from increased void fraction are key contributors to these losses. We perform
three-dimensional transient numerical simulations of an electrochemical cell under galvanostatic condi-
tions, modelling the multiphase flow and the electrochemistry with the OpenFOAM libraries. We use a
multifluid Eulerian model to simulate the bubbly flow, with oxygen and hydrogen as dispersed phases
and the electrolyte solution as the continuous phase. The current distribution in the electrolyte is coupled
to the Butler-Volmer equation at the electrode surfaces, and governs the local gas generation rate through
Faraday’s law. We investigate both free convection [1] and forced convection [2] configurations over
a range of current densities, and compare void fractions, velocity profiles, turbulent intensity and cell
potential with experimental results to validate our model. We then explore the impact of bubble size,
distribution and inter-phase coupling terms on the flow in the cell, and observe the formation of waves
along the electrode surface. We study the phenomena which give rise to these waves, and their impact
on cell operation. Improved modelling and understanding of the flow within alkaline water electrolysers
paves the way for optimisation of cell design and operation from a fluid mechanics perspective.
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The unstable fluid-fluid displacement patterns in porous media, featured with rough invasion 
fronts and trapping of the defending phase, are often observed in drainage processes, i.e., when 
the porous media are non-wetting to the invading phase. On the contrary, during imbibition, 
faceted and compact growth is expected in porous media with geometrically homogeneous pore 
structures. This is because the pore-scale non-local cooperative pore-filling event is favoured. In 
this work, we report the irregular growth of the invading fluid during imbibition processes in two-
dimensional regular porous media composed of circular posts arranged on triangular and square 
lattices. The ramified invasion patterns associated with thin fingers and trapping of the defending 
fluids are reminiscent of capillary fingering, which are often observed only in drainage condition. 
Through examining the capillary pressure signals and type of pore-scale invasion mechanisms 
during multiphase flow, the differences between compact and faceted displacement and unstable 
growth are revealed. The critical events at pore-scale that determines the pore-filling process are 
analysed, leading to a phase diagram describing the dominance of event type across a wide range 
of porosity and wetting condition. Through conducting systematic quasi-static radial injection 
simulations, excellent agreement is observed on the transition boundary from faceted and 
compact displacement patterns towards irregular and dendritic invasion morphologies. This is 
reflected by the overlap of the transition boundaries from analytical prediction, type of pore-scale 
invasion events, and macroscopic morphology quantified by the fractal dimension. This work 
provides new insights on the role of geometrical features of solid structures during fluid 
displacement process with emphasis on the porosity and wettability of regular porous media. The 
findings would assist in guiding the design of microfluidic devices to deterministically control the 
multiphase flow, transport and reaction processes. 
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Modeling lyophilization in a vial is frequently done on a single vial level. When setting up the 
numerical model, the main focus is on the heat and mass transfer inside the lyophilizate, 
whereas the vapor dynamics in the upper part of the vial is taken into account simply through 
imposing the system pressure as a pressure boundary condition.  The present research offers a 
deeper insight into the interaction of sublimated vapor flow and vial internal geometry by 
performing a detailed CFD analysis of the flow field inside and in the vicinity of a vial with 
installed stopper. The main attention is devoted to the analysis of the corresponding vapor 
pressure conditions inside the vial and their influence on sublimation kinetics, which governs 
the process inside the lyophilizate and which is modeled by a dedicated 0D lyophilization 
model. The derived computational model is based on a coupled numerical solution of the heat 
and mass transfer inside the lyophilizate by means of a 0D vial lyophilisation model and the 
3D fluid flow through the vial. Due to low system pressures, the slip flow regime is 
considered, leading to the need of imposing the velocity slip conditions at the vial walls. The 
coupled model results in terms of temperature at the lyophilizate bottom and mass flow rate 
are validated with the results of dedicated experiments on the laboratory scale lyophilizer and 
Schott R6 vials, with 20mm internal and 13 mm throat diameters, respectively. The 
computational study shows that the vial geometry, especially the installed stopper, alters the 
pressure field conditions inside the vial, which results in a decrease of numerically computed 
mass flow rate and an increase of computed sublimation front temperature. The effect is more 
pronounced in the case of lower system pressure settings (typically 5 – 10 Pa), and can result 
in up to 4.5% difference in the computed primary drying  times and up to 2K higher resulting 
bottom temperatures compared to the results of 0D model without considering the influence 
of the vial geometry.  The obtained results show that the coupled numerical model can be 
successfully used in studies of the impact of various vial forms as well as stoppers on the 
lyophilization kinetics in a vial.  
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The report examines the results of a 3D-survey of the relief in young impact craters based on 
high-resolution images obtained from lunar orbits. The craters examined included: the 
Tsiolkovsky and Aitken craters on the far side of the Moon, the Tycho and Ina craters of the 
visible hemisphere, as well as the Orientale Mare in the marginal zone of the Moon. To build 3D-
models, orbital images of the Soviet spacecrafts "Zond-6,-8" and the American spacecraft 
"Apollo-17" delivered to Earth, as well as images transmitted to Earth from the Lunar 
Reconnaissance Orbiter (LRO) were used. 

The survey of the relief using 3D-models allows us to study the structure of craters from different 
sides at different angles of view at different scales. This approach, in addition to analyzing single 
images, opens up new possibilities. In particular, on a 3D-model, it is often possible to detect 
relief details that are either not visible in single images, or are not clearly visible enough. So, 
looking through the images from the “Apollo-17” spacecraft, made on different orbit revolutions 
at different positions of the Sun, which provided different illumination conditions, we found a 
small volcano on the floor of the Tsiolkovsky crater, surrounded by an oval-shaped depression of 
soil about 25 km in size [1], which no one had paid attention to before. Further study of the object 
we found allowed the authors of the work to make an assumption about the presence of a magma 
chamber under the bottom of the crater. Another example of this approach is associated with the 
Aitken crater. Comparing our 3D-models of the central peak of Aitken crater with ultra-high 
resolution images from the LRO, we found a glacier-like tongue crawling out directly from the 
southwestern slope of the central peak to the crater floor [2]. It was possible for the first time to 
examine its structure and find similarities with similar objects on Mars. The report provides a 
detailed analysis of all 5 the above-mentioned objects. 

Forthcoming lunar expeditions, creation of lunar bases and mining of minerals presupposes a 
certain level of knowledge about the lunar surface itself. The state of the matter of lunar craters, 
the structure of the elements of the lunar relief and the lunar interior is of particular interest in this 
regard. The results obtained play an essential role in understanding the crater formation process 
itself, as well as for studying the physics of the extreme state of matter. It is also important to note 
that the energy of crater-forming events is so high that it is unlikely that it will ever be possible to 
reproduce it in terrestrial conditions. 
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Transport phenomena allow us the possibility of understanding and modeling many of the 
multi-scale dynamics problems of natural sciences and engineering. Particularly, in this 
work we transport logarithmic potentials such that its parameters are measured in order to 
match the dynamical balance in a context of   a multiplicity of interacting forces where all 
can be derived from Bayesian theories in close connection with statistical meanings and 
actual applications. In this scenario, the Gamma function emerges lightly changed from its 
classical form and plays an important game allowing the time estimation of a process 
associated to many dynamical models. Although, the Gamma function is associated with a 
wide variety of applications related to natural numbers, solutions of variable coefficients 
differential equations, power series, integrals and much more issues in the literature for 
instance [1-6], this work focuses specifically on the estimation of time of duration in 
dynamic processes. These processes are possible in scientific experiments but also in the 
current life, the one people live day by day, at any scale, at any time, period or epoch. So 
then, three different situations are considered. First, we obtain a non-classical and not 
common property of the Laplace Transform, in the context of Transport equations and 
logarithmic potentials.  Second, the Gamma function emerges as a balancing solution and 
it does in an apparently new generic form, so it is worthy to be presented. Third, a 
formulation for the duration time of a process is provided when we truly predict that the 
end of the process is reached, successfully. On the other way, some comments related to 
when we should not wait anymore the end of one process, are given. Hypothetically, this 
is because from the theoretical approach we should be able to know whether the end of the 
process will never come. Finally, some related facts are discussed.  
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Coaxial atomizers are widely used in industrial spray applications, and it is well known that their high-
speed gas flow features, determined by the nozzle geometry, are crucial for the breakup process [1].
As such nozzles often include complex geometry features like sharp edges, computational strategies for
simulating primary atomization need to capture the details of the nozzle internal flow. This results in a
challenging multiscale problem for computational strategies.
In this work, a simulation approach for detailed simulations of nozzle-dependent primary atomization for
a coaxial atomizer is presented. To address the multiscale nature, a one-way coupling approach is used,
which divides the entire simulation domain into a single-phase nozzle internal flow simulation domain
and primary breakup simulation domain. Coupling between both domains is achieved by imposing the
unsteady velocity field at the nozzle outlet plane as inlet conditions for the interface resolving primary
breakup simulation. The nozzle internal flow is computed in a large-eddy simulation using the low-Mach
solver of the in-house code CIAO. The interface resolving primary breakup simulation is computed as
direct numerical simulation with a recently developed 2nd-order conservative unsplit Volume of Fluid
method [2], which is coupled to a sharp-interface flow solver [3].
The simulation approach is applied to the coaxial atomizer of the SpraySyn burner and an additional
complex nozzle geometry that has been studied in the same context [4]. Both simulations share the same
nominal non-dimensional parameters, which allows evaluating the impact of the nozzle geometry on pri-
mary breakup. The results show that the simulation approach can capture nozzle-dependent atomization,
and the observed qualitative and quantitative results are discussed in the context of the nozzle internal
flow features.
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Droplet collision is closely related to many spray processes in nature and industry, and it has been 
extensively studied and reviewed[1] in the literature. Modelling of droplet collision is significant 
for the Eulerian–Lagrangian spray simulation[2].The Volume-of-Fluid (VOF) method[3] serves 
as an efficient analysis tools to study the physics and modelling of droplet collision [4, 5].  
 
By far, almost all studies on droplet collision were focused on initially non-spinning droplets. 
However, in practical situations of dense sprays, the dispersed droplets usually have spinning 
motions and are highly likely to collide with each other. The spinning motion can be created 
either from the preceding off-center collisions (owing to the nonzero total angular momentum) or 
the non-axisymmetric breakup of impinging jets. Droplet spinning motion was neglected in the 
previous experimental studies probably because it is technically challenging to generate stable 
spinning droplet and quantitatively characterize the spin velocity. However, it is relatively easy to 
set up the spinning droplet in a VOF simulation. 
 
In the present study, the significance of droplet spinning motion is numerically verified by 
quantitatively characterizing the trajectory of mass center and spinning speed of colliding droplets. 
Then, the relevant canonical phenomena, such as coalescence, bouncing, and separation between 
spinning droplets, are simulated. For droplet coalescence, a prominent discovery is that the 
spinning droplet can induce significant nonaxisymmetric flow features and substantially promote 
the mass interminglement of droplets. For droplet bouncing, a practical modelling of momentum 
recovery coefficient in determining the post-collision velocities is proposed based on the 
interchange between the orbital angular momentum and the spin angular momentum during 
droplet collision. For droplet separation, a unified model of droplet separation (reflexive and 
stretching separation) was established to analyse the effect of droplet spin chirality on boundary 
transition. These results enhance our understanding of the dynamics and modelling of droplet 
collision.  
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Electric-field-driven ion emission from the free surface of a planar room-temperature ionic liquid 
(RTIL) film was studied by using molecular dynamics simulations. We calculated ion emission 
rate (𝑗𝑗𝑒𝑒) as a function of the electric field normal to the RTIL/vacuum surface (𝐸𝐸𝑛𝑛) and found that 
the logarithm of 𝑗𝑗𝑒𝑒  over the charge density on the surface (𝜎𝜎 ) is proportional to 𝐸𝐸𝑛𝑛1/2 , in 
agreement with classical ion evaporation theories. The composition of emitted ions includes 
monomers and dimers. It was found that the monomer has to move across two barriers before 
emission. The fraction of dimers was found to depend on the external field and ion-ion 
interactions. We further performed replica exchange molecular dynamics simulations and 
identified different metastable states of the emitting ion near the liquid film. Our results showed 
that 𝐸𝐸𝑛𝑛 and molecular details of ion/surface determine the rate and composition of ion emission 
from RTIL/vacuum surfaces. Fundamental insights revealed in this study form the basis to 
improve ion evaporation theories and performance of electrospray applications ranging from 
space propulsion to nanomanufacturing. 
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The impingement of fuel droplets on the piston surface would greatly affect the combustion 
process and emission generation of direct injection diesel engines. In this paper, to mimic the 
interaction between the droplets and vibrating engine body, the dynamic behaviors of droplets 
impacting on a vertically vibrating plate were explored experimentally. The main target of this 
paper is the spreading process from the droplet attaching the plate to it reaching the maximum 
diameter. Several groups of impacting heights and plate vibrating frequencies were set to obtain a 
broad range of Weber numbers. The temporal evolutions of the inner lamella and rim after impact 
were traced by high-speed photography. The results show that the maximum spread time of the 
inner lamella maintains a relatively stable value, and the whole spreading time depend on the 
growth time of the rim. The fluctuation range of the growth time of the rim increases under 
increased vibrating frequency, while decreases with the increase of impacting height. The 
fluctuation range of the thickness of rim would be smaller with higher impacting height, and the 
relationship between growth time of rim and impact phase is sinusoidal at the same impacting 
height and frequency. The existence of air forces plays a key role in the development of the liquid 
layer. In addition, the maximum spread radius would be smaller for droplets with an impacting 
height of 15 cm, because the ring-shaped rim would receive more resistance from viscous forces 
and surface tension than fingers. Finally, an empirical formula based on Srivastava’s model was 
built to accurately predict the maximum spread factor of droplets after impacting on the vibrating 
plate, in which the influence of the impact phase, vibration frequency and Weber number were 
incorporated. 
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In this work two-phase flows are modelled by a multi-scale approach involving dedicated meshes, one
for the interface, mobile and deformable, for the Front-Tracking [1] and called Lagrangian, and the other
Eulerian and fixed for the conservation equations of mass and momentum.

These multi-scale models are difficult to achieve numerically because they require managing dynamically
in time and space the mesh of the interface (made up of connected triangles). In exchange for this
complexity, they offer an explicit description of the interface even in the presence of strong curvatures
and a better control of topological changes (coalescence and breakup). The models and algorithms must
run in parallel on distributed memory computers to conduct convergence studies, validate academic cases
and then tackle more complex configurations.

In order to describe efficiently the thin features of the interface, we implemented an adaptive remeshing
procedure with local surface reconstruction. Topological changes are handled geometrically. The volume
fraction is calculated with a geometric method: the Ray-Casting with local refinement.

Experimental and numerical configurations from the literature will be used to verify the models and
numerical methods. Among them, we can mention the collision of two drops [2].
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Carbon neutrality is imminent and Dual-fuel Internal Combustion Engines (DFICE) using fuel
mixtures have the potential to meet stringent emissions regulations. However, there are only few
high-resolution studies on the primary breakup process under DFICE conditions. In this work, we
develop a numerical algorithm capable of handling DFICE primary break-up and compressibility
of all involved phases including surface tension effects. An Implicit Large Eddy Simulation
(ILES) approach for compact stencils proposed by Egerer et al. [1] is used, which is based on the
Adaptive Local Deconvolution Method (ALDM) by Adams et al. [2] and Hickel et al. [3]. ILES
merges sub-grid turbulence with the numerical truncation properties of the scheme. We apply a
diffuse interface method (DIM) together with an improved barotropic multi-component fluid
model, and a continuum surface force (CSF) model [4] with algebraic interface sharpening
treatment, which have recently implemented into our code CATUM. Results from the “recovery
from square bubble” case and further standard cases are in very good agreement with reference
solutions. A discontinuity sensor switches the cell-face value reconstruction procedure between
an upwind-biased and a centered reconstruction scheme, along with proper limiters. Time
integration is performed by an explicit, four-stage Runge-Kutta method.

We investigate two different n-dodecane mass flow rates for the “Spray A-210675 model” with
an initial pressure of 6MPa and a mixture of 80% Nitrogen and 20% Methane in the chamber.
The computational domain is 10D*10D*20D. The computational grid with a smallest mesh size
of 0.04μm is applied and the obtained results are analyzed in detail. At high mass flow rate, in-
nozzle instabilities and Kelvin-Helmholtz instabilities dominate the primary breakup independent
of the surface tension. The disturbance generated by the head of the mushroom jet transmits
through the gas mixture to the upstream liquid area and causes the instability to grow in the
direction of the liquid core. In case of a low mass flow rate, Rayleigh instabilities become
relevant. The results improve our knowledge on how these instabilities develop and contribute
into DFICE atomization, providing data on effective designs of DFICE components including
Fuel Injection Equipment (FIE) and providing reference data for DFICE primary breakup
processes, as detailed experimental measurements and visualizations are insufficiently available.
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We investigate numerically the effect of density and viscosity differences on a swarm of large and de-
formable bubbles dispersed in a turbulent channel flow. For a given shear Reynolds number, Reτ = 300,
and a constant bubble volume fraction, Φ � 5.4%, we perform a campaign of direct numerical simula-
tions (DNS) of turbulence coupled with a phase-field method (PFM) accounting for interfacial phenom-
ena. For each simulation, we vary the Weber number (We, ratio of inertial to surface tension forces),
the density ratio (ρr, ratio of bubble density to carrier flow density) and the viscosity ratio (ηr, ratio of
bubble viscosity to carrier flow viscosity). Specifically, we consider two Weber numbers, We = 1.50 and
We = 3.00, four density ratios, from ρr = 1 down to ρr = 0.001 and five viscosity ratios from ηr = 0.01
up to ηr = 100. Our results show that density differences have a negligible effect on breakage and coa-
lescence phenomena, while a much stronger effect is observed when changing the viscosity of the two
phases. Increasing the bubble viscosity with respect to the carrier fluid viscosity damps turbulence fluctu-
ations, makes the bubble more rigid and strongly prevents large deformations, thus reducing the number
of breakage events. Local deformations of the interface, on the contrary, depend on both density and
viscosity ratios: as the bubble density is increased, a larger number of small-scale deformations, small
dimples and bumps, appear at the interface of the bubble. The opposite effect is observed for increasing
bubble viscosities: the interface of the bubbles become smoother. We report that these effects are mostly
visible for larger Weber numbers, where surface forces are weaker. Finally, we characterize the flow in-
side the bubbles; as the bubble density is increased, we observe, as expected, an increase in the turbulent
kinetic energy (TKE) inside the bubble, while as the bubble viscosity is increased, we observe a mild
reduction of the TKE inside the bubble and a strong suppression of turbulence.
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A well-known drawback of the Volume-of-Fluid (VOF) method is that the breakup of thin liquid films or
filaments is mainly caused by numerical aspects rather than by physical ones. The rupture of thin films
occurs when their thickness reaches the order of the grid size and by refining the grid the breakup events
are delayed. When thin filaments rupture, many droplets are generated due to the mass conserving
properties of VOF. Thus, the numerical character of the breakup does not allow to obtain the desired
convergence of the droplet size distribution under grid refinement. In this work, we present a novel
algorithm to detect and perforate thin structures. First, thin films or ligaments are identified by taking
quadratic moments of the VOF indicator function. Then, the breakup is induced by making holes in the
films before their thickness reaches the grid size. We show that the method improves the convergence
upon grid refinement of the droplets size distribution, as well as of enstrophy.

951



Modeling of Two-Phase Vapor-Liquid Spray with Flash BoilingDai Matsuda

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

 Modeling of Two-Phase Vapor-Liquid Spray with Flash Boiling 
 

Dai Matsuda1*, Koki Miyaoku1, Keita Morimoto1, Daisuke Kawano2,  
Eriko Matsumura1 and Jiro Senda1 

1 Doshisha University, 1-3 Tatara Miyakodani, Kyotanabe-shi, Kyoto, 610-0394, Japan 
cyjg1502@mail4.doshisha.ac.jp 

2 Osaka Sangyo University, 3-1-1 Nakagakiuchi, Daito-shi, Osaka, 574-8530, Japan 
 

 
Key Words: Flash Boiling Spray, Phase Change, Speed of sound, Internal Combustion Engine 
 
 

ABSTRACT 

In internal combustion engines such as diesel and gasoline engines, Flash boiling phenomenon of 
fuel spray has a significant effect on the liquid atomization process and the mixture formation 
process. There are many experimental reports on the phase change process in spray formation 
with flash boiling, however, the phenomena remains unclear and quantitative prediction of the 
phenomena is difficult. Flash boiling is a phase change process from liquid to vapor that occurs 
when the pressure drops below the saturated vapor pressure of the liquid caused by a sudden 
pressure change. In the nozzle, the rapid phase change is due to the heterogeneous nucleation and 
bubble growth process caused by the air in the fuel liquid. The phase change from liquid to vapor 
requires energy, which is due to the enthalpy of the liquid itself, and the fuel flow in the nozzle 
seems to involve a temperature drop in addition to the phase change. The speed of sound for 
liquid is different from the speed of sound for vapor, and the speed of sound for a mixture of 
vapor and droplet is significantly lower than the speed of sound for both. Therefore, even if the jet 
velocity is below the speed of sound condition of the liquid, flash boiling spray is underexpansion 
state in the near-nozzle region, as seen in supersonic jets. In this study, the mass conservation and 
energy equations of the flash boiling spray were analyzed, and the phase change of the fuel spray 
at the nozzle exit was quantitatively predicted. In addition, the underexpansion state of the flash 
boiling spray was analyzed by calculating the speed of sound in the mixture of vapor and droplet 
from the results of the phase change analysis. 
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One of the fundamental requirements of painting and coating technologies is the controlled and 
homogeneous deposition onto a solid surface. However, an uncontrolled air bubble entrapment 
under the deposited liquid layer could deteriorate the quality and durability of a film, and in some 
cases may cause significant damage. It is challenging to directly monitor the flow details during 
painting and coating under practical operation conditions. However, simple photographs of a 
deposited product could shed light on a potential failure, thus allowing to foresee future 
painting/coating degradation. Predicting such an undesirable air bubble entrapment in advance 
under real conditions is an imperative step in ensuring high quality painting/coating films. In this 
contribution, we present a combined multi-physics and deep-learning approach validated by our 
own experimental measurements to detect air bubble formation during drop impact onto solid 
parafilm surfaces. 
 
The multi-physics modeling approach is based on the phase-field modeling (PFM) and the 
Navier-Stokes equations. The PFM is validated against our own experimental measurements in 
terms of the drop’s maximum spreading and rebound height. Then, several cases with varying 
Weber and Froude numbers are considered to study air entrapment. The PFM results reveal that 
air may be entrapped under water drops during the initial deposition, as well as during its 
retraction after maximum spreading. The volume of the entrapped air bubble varies during both 
processes, significantly affecting drop spreading and rebound height. Furthermore, the simulation 
results reveal a significant pressure build-up in the entrapped air (up to an order of magnitude 
higher than that in the surrounding water phase), which has a detrimental effect on drop 
deposition. Based on our predictions and experimental results a map in the Weber vs. the Froude 
number plane describing the air entrapment domain is established and discussed. 
 
Using the experimental and multi-physics modeling results, we have further developed a deep- 
learning approach based upon the VGG16 convolutional neural network (CNN) to predict air 
bubble entrapment. Hyperparameter optimization is performed to improve the accuracy of the 
model. It was observed that the CNN, trained based on the experimental images, reveals better 
predicting capabilities than the one trained based on the simulated images. In addition, for both 
data sets the prediction is more accurate when training the model using side views rather than the 
top views. Thus, the present combined deep-learning modeling approach and experimental 
measurements allow for a fast and precise prediction of air bubble entrapment during drop impact 
onto solid surfaces. 
 
For any question, please contact the corresponding author, Dr. Farzad Mashayek 
E-mail: mashayek@uic.edu 
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Recently, the electrification of automotive powertrains has been accelerating to achieve a 
decarbonized society. Meanwhile, it is important to improve the efficiency and low pollution of 
internal combustion engines, considering that Well to Wheel emissions of CO2 are lower than 
those of electric vehicles, and that internal combustion engines are expected to account for 80% 
of vehicle sales in 2050 [1][2]. 
 
Numerical simulations are widely used in the research and development of automotive engines. 
Spray breakup models in the numerical simulation are important because spray atomization has a 
significant influence on the subsequent wall impingement behavior and mixture formation. 
Therefore, the purpose of this study is to investigate the spray atomization process and predict the 
breakup process in multi-hole nozzle spray for port fuel injection SI engine.  
 
In this study, novel spray breakup model for gasoline spray injected from plate type multi-hole 
nozzle is developed [3]. This model is considered the liquid sheet breakup based on the 
phenomenological sheet breakup theory [4]. In this report, this novel breakup model is applied to 
numerical simulation of fuel spray and predict the spray formation. The validation of the model 
was carried out by comparing the spatial distribution and the droplet diameter distribution of the 
fuel spray with experimental results. 
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 ABSTRACT 
In fuel injection process in diesel engines, the internal nozzle flow has a significant effect on the 
spray characteristics such as droplet diameter distribution and concentration distribution. 
Numerical analysis of diesel sprays, the calculation of spray behavior is often carried out without 
calculating the flow in the nozzle, and the effect of the flow in the nozzle needs to be analyzed as 
an injection model to predict the spray injection near the nozzle hole. However, almost injection 
models ignore the unsteady state flow in the nozzle and require the input value of spray angle 
measured value in the quasi-steady state. Therefore, it is necessary to develop an injection model 
that can accurately predict the spray injection behavior with internal nozzle flow. The flow in the 
nozzle has been analyzed experimentally by visualizing the inside of the nozzle and numerically 
by using commercially fluid simulation code. The behavior of the spray near the nozzle hole has 
also been investigated by taking magnified images of the spray near the hole. These results 
indicate that the spray angle increases in the initial stage of the spray due to the effect of swirling 
flow and string cavitation in the nozzle. In addition, the X-ray spray analysis indicates that a 
hollow cone spray is formed when the spray angle increases in the initial stage of injection. In this 
study, a new spray injection model is developed to predict the spray injection behavior near the 
nozzle hole and the hollow cone spray in the initial stage of injection by considering the flow in 
the nozzle with minisac type. In the initial stage of injection, the seat throttle mainly affects the 
injection rate, and after that, the nozzle hole throttle affects the injection rate. Therefore, our one-
dimensional model considerd the seat and nozzle hole throttling. By using this model, the 
pressure in the sac and the angular velocity of the swirling flow in the sac were estimated, and the 
injection velocity and injection angle were calculated. The initial droplet diameter was calculated 
by considering the liquid film thickness in the case of hollow cone sprays, and the diameter of the 
nozzle hole and the contraction flow in the case of solid sprays. The timing of hollow cone sprays 
was estimated by analyzing the results of sheet scattered light photography of diesel sprays. In 
addition, the model was applied to KIVA3V, one of the most popular codes for engine in-cylinder 
analysis, to analyze the diesel spray behavior. The results of the analysis using KIVA3V were 
compared with the results of diesel spray visualization using sheet scattered light photography, 
and the accuracy of the model was evaluated. 
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The atomization of thin liquid layers in closed channels is a process closely related to aerosols
generation in several scenarios, such as the respiratory system during coughing and sneezing.
This problem has regained relevance lately due to its relation with Covid-19 transmission [1].

In this work, we study the deformation and atomization of a thin liquid layer subject to a rapid air
stream in a closed rectangular channel. We run numerical simulations of this setup using the
Volume-of-Fluid (VOF) method with octree Adaptive Mesh Refinement (AMR) to capture local
small-scale phenomena related to turbulence and breakup. Regarding the latter, we control the
impact of grid resolution by applying  breakup control by means of a Manifold Death algorithm
[2].

We consider different flow regimes, defined by the gas velocity and the liquid viscosity. We
compare the droplet-size distribution of these cases with data from experiments with an analogous
setup and with measurements taken from real cough experiments. The atomization mechanisms
observed in this problem are similar to those of multiphase mixing layer experiments and
simulations, resulting in Log-Normal distributions replicated in the experiments. We also report
the droplet velocity distribution, analyzing the acceleration of the drops at early atomization
stages.
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Multi-hole pressure atomizers find wide applications in internal combustion engine systems, 
including high pressure diesel fuel injection (up to 3000 bar),  gasoline fuel direct injection (up to 
500+ bar), low pressure gasoline port fuel (4-6 bar) or water injection (5-10 bar), and AdBlue 
injection in the exhaust gas aftertreatment device (5- 10 bar). For all these atomizers, the injection 
nozzle design has a crucial influence on the engine combustion and exhaust emission 
performance. Knowledge driven atomizer design requires a understanding of fundamental physics 
behind the spray formation phenomenon and a continuous search of innovative atomization 
mechanism. This paper is to present a summary of our research progress on this topic over the 
past 9 years using Scale-Resolve-Simulation and high resolution micro-visualizations. Although 
these different applications operate in very different atomization regimes according to established 
knowledge in literature, they have one thing in common, namely the vortex dynamics in the 
nozzle flow triggers the liquid jet deformation and ligament formation as an important mechanism 
driving the near nozzle spray development. Examples will be presented to demonstrate the link 
between vortex structures, dynamics and the spray structures in the primary breakup regime for 
the above mentioned different atomizers (e.g. see Figures below). The influence of nozzle design 
on the vortex flow and spray will also discussed. On the basis of Scale-Resolve Simulations, 
correlations have been developed between spray penetration, droplet size and nozzle geometry or 
nozzle flow using URANS simulations and tests.  
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In this study, an interfacial variable interpolation of ATM (Average of THINC-EM and 

MUSCL), a hybrid method with the MUSCL interpolation method with the THINC-EM schemes, 

is proposed to achieve the less numerical dissipative solutions of smooth profile and 

discontinuities. The main idea of the hybrid approach of ATM is to reconstruct the right and left 

cell interfacial data by the weighting function of pressure or primitive variable gradients. To 

determine the optimal weighting parameter settings in the ATM, the Q-learning Q-table method 

in reinforcement learning is performed on the benchmark test case of the two colliding waves. In 

addition,  the ATM method is extended to solve the stiffened Euler equations to achieve accurate 

simulation of the detonation waves, shock waves, and the expansion fans for the detonation flow 

problems.  The further performance analysis of the oblique denotation engines will be performed. 
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Gas-liquid multiphase flow often happens in hydro machines. In cavitating flow as an example of 
typical gas-liquid two-phase flow, when its bubble occurs and collapses near body surfaces, it 
causes the noise, vibration, and damage to the hydro devices. In the sense of reducing these 
unfavorable effects, in order to clarify and understand the behavior of cavitating flow, several 
efforts to propose cavitating flow model and numerical method have been made [1,2]. However, 
due to its strong and complicated unsteady flow phenomenon such as phase changes and the co-
existence of compressible and incompressible flow nature, the mathematical model and numerical 
method is not established yet. Recently, Shin et al. [3] has proposed a preconditioned dual time-
stepping method based on a homogenous cavitation model to treat cavitation problems. This 
method has solved many gas-liquid two phase flow problems associated with wide range of 
speeds of sound, but relatively it takes time to get the unsteady solution. 
 
In this study, a time consistent preconditioning method for gas-liquid multiphase flows is 
proposed. A finite-difference 4th-order Runge-Kutta method and a Roe-type flux splitting method 
with the 3th-order MUSCL TVD scheme are employed. The artificial viscous terms in the flux 
splitting are modified by using the preconditioning matrix to enhance the numerical stability and 
accuracy of unsteady computation for compressible and incompressible flow with arbitrary Mach 
numbers. By using the concept of the homogeneous equilibrium model, gas-liquid two-phase 
flow is modeled to a pseudo single-phase flow, taking into account the compressibility of the 
mixed medium. From the above, the present method permits simple treatment of the whole gas-
liquid two-phase flow including wave propagation, large density changes, and compressible and 
incompressible flow characteristics. 
 
As numerical examples, Riemann problems of gas-liquid two-phase shock tube problem were 
applied to investigate the validity of the present method. From the computation, it showed a good 
prediction of pressure, density, velocity and void fraction distributions in comparison with Roe’s 
approximate solutions, and quite well simulates unsteady phenomena of the shock wave including 
the propagation of both compression and expansion waves. The reliability and applicability of the 
present method to arbitrary Mach number flow problems were confirmed as consequence. 
Detailed observations of shock and expansion wave behaviors in the gas-liquid media and 
comparisons of predicted results with exact solutions are provided and discussed.  
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This paper present a single-pressure-field two-fluid model with finite volume discretization to solve the
motion of compressible multiphase flow. To resolve both smooth and discontinuous profiles of flow
quantities, we proposed a generalized sharpening technique that combines the conventional monotonic
upstream scheme for conservation law (MUSCL) and tangent of hyperbola interface capturing (THINC)
schemes. A slope-ratio parameter is devised to determine the proportion of values obtained by MUSCL
and THINC automatically. Fluxes across cell faces are evaluated by the so called “hybrid AUSMD-
type algorithm”, where the mass flux and pressure on cell faces are calculated using primitive variable
Riemann solver (PVRS). The accuracy and robustness of the proposed scheme are validated by a se-
ries of high-speed multiphase flows, where complex wave structures are involved. Unlike the existing
scheme (e.g., MUSCL), which usually suffers from numerical diffusion, the proposed scheme signifi-
cantly sharpens the fluid interfaces and captures more details of wave patterns including shock waves
and rarefaction fans. Moreover, for the problem in which surface tension is important, the proposed
method shows good capability in increasing the accuracy of curvature estimation. Finally, simulations
of a three-dimensional example of the liquid jet crossflow are conducted. The proposed scheme shows
more details of the fluid interface, including the interfacial instabilities on the windward side of the liquid
jet and droplet formation due to the breakup phenomenon in the downstream of the crossflow, than the
existing schemes
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The general pressure equation-based method[1] is fully explicit, and the method does not require either
solving the pressure Poisson equation nor executing sub-iteration for incompressible flow simulation. In
this work, general pressure equation based method is used to conduct numerical simulations of two phase
flows using phase field method[2] coupled with level set method[3]. Several test problems are used to
demonstrate the capability of the current approach. The simulations are conducted on GPU cluster using
MPI and CUDA[1, 4].
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In this work, we investigate viscoplastic effects on the development of folding instabilities in 
non-Newtonian viscous sheets of fluid which viscosity is given by a Herschel-Bulkley 
constitutive equation. Such instabilities are trigged by compression stresses acting on viscous 
sheets that comes out of a channel at a very small initial velocity, fall, and then hit a solid surface 
or a fluid substrate. Our study is conducted through a mixed approach combining direct numerical 
simulations, energy budget analyses, scaling laws, and experiments.  

The numerical results are based on an adaptive variational multi-scale method for multiphase 
flows, while Carpobol gel, ketchup and mayonnaise sheets are used for the lab experiments. 
Three folding regimes are observed: (1) the viscous regime; (2) the plasto-gravitational; and (3) 
the visco-gravitational one. Interestingly, only the second and the third mentioned regime are 
affected by non-Newtonian manifestations within the material. In short, when gravity is balanced 
by viscoplastic forces along the non-Newtonian viscous sheet, both the folding amplitude and the 
folding frequency are given by a Herschel-Bulkley function of the sheet slenderness, the Galileo 
number (the ratio of the gravitational stress to the viscous one), the Bingham number (the ratio of 
the yield-stress and the gravitational one) and the flow behaviour index of the constitutive law. 
Highly plastic materials develop large amplitude (and low frequency) instabilities, which, in 
contrast, tend to be suppressed by shear thinning effects, and eventually cease. Lastly, non-
Newtonian effects on folding onset/cessation are also carefully explored. As a result, non-
Newtonian folding onset and cessation criteria are presented. 
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While the kinetic theory of monatomic gases is complete, modelling the kinetic transport of polyatomic
gases remains challenging. This is mostly due to the much more complicated particle interaction which
is modeled as simplified relaxation to equilibrium in most kinetic equations nowadays, e.g., in [3].

Based on a continuous internal energy state variable, we propose an explicit, fully non-linear Boltzmann
collision operator for the evolution of distribution function describing a polyatomic gas with constant
heat capacity [1]. The particle interaction is a polyatomic generalization of the variable hard sphere
model, used in a recent rigorous mathematical analysis [2], and includes frozen collisions. The model is
consistent with the monatomic case and allows easy evaluations for moment equations and the Chapman-
Enskog expansion. Using a specifically tailored computer algebra code, which is publicly shared, we
can explicitly compute nonlinear production terms for macroscopic systems of moments. The range
of Prandtl number values recovers the Eucken formula for a specific choice of parameters. The new
collision model allows on the one side to study differential cross sections and how the dependencies on
relative velocity and internal energies of the polyatomic particles influences macroscopic fluid properties.

On the other side moment equations as in [3] can be derived with explicit production terms obtained from
the new collision operator. We will discuss preliminary results from the polyatomic hierarchical moment
cascade for heat conduction in the spirit of [4].
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Error estimates are rigorously derived for a semi-discrete version of a conservative spectral method [1,2]
for approximating the space-homogeneous Fokker-Planck-Landau (FPL) equation modeling a probabil-
ity density function associated to hard potentials [1]. The analysis, inspired by the work in [4], consists in
showing properties of the semi-discrete scheme is consistent, conservative, it has a unique semi discrete
solution with bounded moments depending on the initial data and the computational domain, and local
time stability converging to the approximating stationary state given by the global Maxwellian probabil-
ity density distribution. In addition, the derivatives of such solution, up to any order, also remain bounded
in Sobolev spaces for three dimensional local velocities and globally in time. The estimates depend on
the initial model data and the computational domain, as expected to be for kinetic collisional models.

These estimates, combined with control of the spectral projection, are enough to obtain error estimates
to the analytical solution and convergence to equilibrium states. It is noted that this is the first time
that an error estimate has been produced for any numerical method which approximates FPL equations
associated to any range of potentials. Simulations of the space dependent and homogeneous showing the
accurate decay to equilibrium for hard potentials and Coulomb interactions will be presented.
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The fundamental model I am considering is the so called Bathnagar-Gross-Krook (BGK) equation:

∂t f + v∇x · f = ν(M( f )− f )

where f is the distribution function of the gas, M( f ) the equilibrium distribution (in the classical case a
Maxwell distribution) and ν describes the collision frequency. The BGK equation is an approximation of
the Boltzmann equation which has the same main properties as Boltzmann (conservation of properties,
H-Theorem and the same shape of the equilibrium) and is much more efficient in numerical simulations.
Therefore, in many applications, this approximation is used. However, the standard BGK equation is
too simple in real applications. Therefore a recent open question is if it is possible to equip this ap-
proximation with more physics to describe more complex phenomena but still try to keep the numerical
efficiency.

In this talk, I will focus on including a velocity dependency into the collision frequency and quantum
effects. In both cases the Maxwell distribution has to be exchanged by a different function which leads
to difficulties in the proof of the conservation properties and the H-Theorem.

Finally, I will give an outlook for extending this strategy to cover a large class of BGK models including
for example the quantum BGK model with velocity dependent collision frequency, the relativistic BGK
model with velocity dependent collision frequency, BGK models for gas mixtures and BGK models for
polyatomic molecules.

This is joint work with S. Yun, G. Bae, (Sungkyunkwan University), J. Haack (Los Alamos National
Laboratory), C. Hauck (Oak Ridge National Laboratory) and C. Klingenberg, S. Warnecke
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The slow uniform flow past an object is one of the fundamental problems in rarefied gas dynamics and
plays a vital role in MEMS and aerosol transport. In the case in which the obstacle is a spherical body,
a hybrid scheme for the Boltzmann equation, combining the finite difference method and the method of
characteristics, was successfully applied, and detailed flow structures were clarified (e.g., [1]). On the
other hand, the analysis of the flow past a three-dimensional object with a sharp edge, such as a disk,
is much less developed. In this case, the high dimensionality and the complex structure of the velocity
distribution function (VDF) make the hybrid method impossible to apply in practice.

In this study, we consider a uniform flow of a rarefied gas past a circular disk. More precisely, we inves-
tigate the steady behavior of the gas around the disk based on the Bhatnagar–Gross–Krook (BGK) model
of the Boltzmann equation and the diffuse reflection boundary condition under the linearization. Our
strategy is to solve an integral equation for an unknown function (VDF) derived by applying the method
of characteristics. At first glance, this approach seems inefficient as compared to the finite difference
method. However, it provides more flexibility in generating the mesh for numerical integration, which is
important for capturing the discontinuity in the VDF, as demonstrated in moving boundary problems [2]
and time-dependent problems [3].

The numerical solutions are obtained for various values of the Knudsen number, i.e., the ratio between
the mean free path of the gas molecules at the reference equilibrium state and the radius of the disk. The
details of the macroscopic profiles and the precise value of the drag will be presented in the talk. The
present study shows that the numerical analysis based on the method of characteristics is now feasible
for three-dimensional external flow problems with sharp edges with reasonable computational resources.
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In this talk, I will introduce the momentum built by machine learning methods in 
computational sciences. SpeciÞc attention will be paid on the usage of deep neural 
networks as building blocks in a numerical method to solve the Boltzmann-type kinetic 
equations. This is a particularly interesting topic since the high-dimensional integro-
differential equation possesses an intricate structure that a numerical method needs to 
preserve. As universal function approximator, artiÞcial neural networks might be beneÞcial 
but cannot be used out-of-the-box. The ongoing project is dedicated to touches upon the 
applications point of view of deep learning with a focus on interpretability and robustness, 
and on the mathematical methodologies point of view to solve partial differential 
equations. The following Þgures show the preliminary work on this research topic.


 Email addresses: tianbaixiao@gmail.com1

Figure 1: Iterations of loss with different optimizers.  Figure 2: relaxation of non-equilibrium particle distribution.
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This talk focuses on the Boltzmann equation that models a polyatomic gas by introducing one 
additional continuous variable, referred to as microscopic internal energy [1, 2]. We will discuss 
the existence and uniqueness theory in the space homogeneous setting for the full non-linear 
case, under an extended Grad assumption on transition probability rates, that comprises hard 
potentials for both the relative speed and internal energy with the rate in the interval (0, 2], which 
is multiplied by an integrable angular part and integrable partition functions [3].  

The Cauchy problem is resolved by means of an abstract ODE theory in Banach spaces, for 
an initial data with finite and strictly positive gas mass and energy, finite momentum, and 
additionally finite k∗ polynomial moment, with k∗ depending on the rate of the transition 
probability and the structure of a polyatomic molecule or its internal degrees of freedom. 
Moreover, we will prove that polynomial and exponential moments associated to the solution are 
both generated and propagated.  

Based on this kinetic model, we will build moment equations. The transition probability 
rate proposed in [3] is shown to provide an accurate macroscopic theory and to recover physical 
properties such as the Eucken formula for the Prandtl number and experimentally observed 
viscosity dependence upon temperature [4–6].  
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Quasi-linear diffusion of magnetized fast electrons in momentum space results from stimulated emis-
sion and absorption of waves packets via wave-particle resonances. Such model consists in solving the
dynamics of a system of relativistic kinetic diffusion processes described by the balance equations for
electron probability density functions (electron pdf) coupled to the time dynamics waves (quasi-particles)
in a quantum process of their resonant interaction. Such description results in a Mean Field model where
diffusion coefficients are determined by the local spectral energy density of excited waves whose pertur-
bations depend on flux averages of the electron pdf, introduced in [1], [2], [3].

We will discuss the model and a mean field iteration scheme that simulates the dynamics of the space
average model, where the energy spectrum of the excited wave time dynamics is calculated with a co-
efficient that depends on the electron pdf flux at a previous time step; while the time dynamics of the
quasilinear model for the electron pdf is calculated by the spectral average of the quasi-particle wave
under a classical resonant condition where the plasma wave frequencies couples the spectral energy to
the momentum variable of the electron pdf. Recent numerical simulations will be presented showing a
strong hot tail anisotropy formation and stabilization for the iteration in the relativistic 3 dimensional
cylindrical coordinates model.
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Exterior calculus is a generalization of vector calculus to manifolds of arbitrary dimension. 
Discrete exterior calculus (DEC) [1] is the discrete version of exterior calculus. In DEC, physical 
fields are discretely expressed as k-forms representing the integration of the physical quantity on 
k-dimensional primal/dual mesh objects. DEC ensures that vector calculus properties are 
discretely satisfied. In addition to preserving the mathematical properties it allows for 
conservation of secondary quantities, such as kinetic energy and vorticity for an inviscid flow [2]. 
DEC is coordinate independent, and convenient for investigating flows over curved surfaces. 
 
We present a framework for computing flows on surfaces based on a DEC discretization of 
Navier-Stokes (N-S) equations on simplicial meshes. The framework incorporates rotational and 
primitive formulations of the NS equations and allows for different time integration methods 
including those which feature energy conservation [3]. Other features of the framework consist of 
the inclusion of the Coriolis force term to investigate flows on rotating surfaces, and phase-field 
based interface tracking methods for multiphase flows. Moreover, we have enhanced our DEC 
framework to build hybrid DEC-FD and DEC-FFT discretizations which are useful for the 
investigation of convection in spherical shells and aerodynamic flows, respectively. The method 
is second order accurate on structured triangular meshes, and first order on otherwise unstructured 
meshes. It demonstrates the conservation of inviscid invariants such as kinetic energy and 
enstrophy over an extended period of time [4].  
 
We present simulation results for a variety of physical configurations including the flow past a 
circular cylinder and airfoils, multiphase flows, vortex dominated flows on surfaces with and 
without rotation, and convection in spherical shells.  
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The pin-fin matrix is adopted representatively in heat exchanger, turbine blade and nuclear reactor 

to improve the performance of heat transfer. The structure of the pin-fin matrix seems to be simple, 
but heat and flow structure are complicate. In this reason, many researchers have investigated the 
heat transfer phenomenon. First of all, Ames et al.[1] conducted an heat transfer experiment on  
staggered pin-fin matrix with hot wire and infrared camera. Reynolds number 3,000, 10,000 and 
30,000 were investigated. Benhamadouche et al.[2] conducted numerical simulation for staggered 
pin-fin matrix with 4 turbulence model (k - ω SST,  - model, EB-RSM, LES). 
In present work, two hybrid RANS/LES models and one LES model are adopted to study heat 

transfer and fluid flow on staggered pin-fin matrix at Reynolds number, 10,000. Two hybrid 
RANS/LES modes are an improved detached eddy simulation (IDDES) and a stress-blended eddy 
simulation (SBES). The LES model is based on dynamic Lily model. 3D vortical flow structures 
and turbulnece properties were compared depending on the adopted models. Also heat transfer 
properties including averaged Nusselt number at each surface was presented with comparison of 
experimental data[1]. 
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Hydrothermal oxidative decomposition is one of methods for detoxification of polychlorinated 
biphenyls (PCBs, C12H(10−n)Cln), which are decomposed into water (H2O), carbon dioxide (CO2) 
and sodium chloride (NaCl) by dechlorination with sodium carbonate (Na2CO3) and oxidative 
decomposition with liquid oxygen (O2) under high temperature 370 °C and high pressure 26.5 
MPa [1]. In these reactor vessels, wall thinning due to corrosion was observed on bottom inner 
wall. At present, the reactors have been safely maintained and operated by adding a bottom 
partition to prevent chemical sinking and supplying hot water to the reactor vessel bottom to 
control the temperature. Thermal fluid analysis of the hydrothermal oxidative destruction reactors 
is necessary to clarify the corrosion mechanism. 
 
A finite volume analysis solver chtMultiRegionTwoPhaseEulerFoam of OpenFOAM [2] is used 
to perform a multi-regionally coupled analysis of the internal fluid flow and heat conduction in 
the reactor vessel considering the conjugate heat transfer on the solid-liquid interface. The 
internal fluid is two-component fluid, PCB and water, with different densities without chemical 
reaction. Advection equation for the volume fraction of two fluids, compressible Navier-Stokes 
equation with gravity term, and energy equation are staggeringly solved for unsteady thermal 
fluid analysis. The Reynolds-averaged Navier-Stokes equations based on the standard k-ε model 
are used for turbulent flow analysis. Temperature dependent thermo-physical properties of PCB 
and water such as specific heat, thermal conductivity and viscosity, and equation of state of 
density, are employed as polynomial equation of temperature. 
 
As a result of the analysis, the density difference flow of the two fluids was confirmed. To 
evaluate the integrity of the hydrothermal oxidative destruction reactor vessel, corrosion risk was 
evaluated based on the results obtained from the analysis such as temperature, volume fraction of 
PCB and wall shear stress on the solid-liquid interface. 
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In regions with a warm climate, the demands for thermal comfort also imply high consumption of elec-
trical energy. The actual enviromental situation and the climate change impose a challenge in using
renewable sources of energy in order to achieve thermal comfort for living spaces located in regions of
hot/warm climate such as the tropics.

A solution that uses renewable energy is a wind tank; which is a structure located in the upper part of
a living space (e.g: a house) with a compartment for water storage and with lower lateral openings that
allow the air flow through water distribution line pipes acting like heat exchangers to cool the living space
[4]. With the use of elevated tanks acting like wind towers [2], thermal comfort would be improved
at times of the day with higher temperatures when the wind is favorable. To achieve the above, it is
necessary to know the relevance of airflow [3] and heat transfer [1] through the installed water distribution
lines that act as heat exchangers. A three-dimensional CFD simulation was performed to study the
distribution of temperature, velocity and pressure due to the wind tank in a test room; three different
wind tanks were analyzed varying their height above the roof. The natural tendency of the air to flow
through the wind tank and its exit through the room windows is confirmed; the internal velocities reached
acceptable average values, and heat transfer from air to water distribution lines allows cooling the room
to acceptable levels for thermal comfort. The presence of heat exchangers causes drops in circulating air
pressure but leaves enough fresh air inlet. A sensibility study was realized to find the influence of water
temperature in living space thermal comfort.
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In recent years, a new method to produce Mo-99 with a particle accelerator, which emits less 
amount of nuclear waste than nuclear reactor, gets a lot of attention [1]. In this method, 
accelerated electron beam is generated, converted into gamma-ray, irradiated onto the specimen 
and then Mo99 is obtained. Here, it is important to cool the gamma-ray converter made of copper 
alloy plates, which are exposed to large heat loads. For more efficient cooling, forced convection 
of water is adopted, where the converter itself is used as the flow channel. 
 
To enhance the cooling effect, higher Reynolds number and large surface area are effective. 
However, the converter channel has design constraints on flow rate and the volume irradiated by 
the beam. For this reason, we focused on the flow control using venturi structure. There are few 
studies that applies venturi structure to cooling design. Hatami et al. [2] numerically investigated 
the effect of venturi tube on the cooling performance of nanofluid. 
 
Venturi structure is composed of two sections: nozzle section and diffuser section. In the nozzle 
section, the width of the channel gradually decreases, and the flow velocity increases. In the 
diffuser section, the width is restored to the original value, and turbulence is more likely to occur. 
Applying this structure to the upstream, local turbulence with high flow velocity can hit the 
heated part of converter. 
 
Venturi structure has three design parameters: nozzle length 𝑙𝑙𝑛𝑛, nozzle equivalent diameter 𝑑𝑑, 
diffuser length 𝑙𝑙𝑑𝑑. By experimental design, various combinations of these design variables are 
prepared. Then, each design proposal is analysed using multi-physics analysis of LS-DYNA R12. 
The conjugate heat transfer between structure and fluid is calculated, and the maximum 
temperature of each design is extracted as the objective variable. In the analysis, constant 
volumetric heat generation is imposed on the heated part of converter, and the flow rate is set 
constant. 
 
As a result, a design proposal with stepped-shape diffuser (𝑙𝑙𝑑𝑑 = 0) showed the highest cooling 
performance. The optimal design effectively accelerates the flow and guide the high-velocity 
turbulent flow to hit the surface of heated part. This leads to 6.2 % decrease of the maximum 
temperature when the converter is irradiated by 10 kW electron beam, compared to the base 
design with flat channel. 
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The article describes a multistage modelling methodology proposed by the author for the 
modelling of emergency core cooling processes. The methodology is based on the best practice 
guidelines presented by the IAEA, it is applied to a specific scenario of emergency core cooling 
during a loss of coolant accident[1] with an effective break diameter of 20mm. 
 
A 3D thermohydraulic analysis was performed as the first step in the solution process, where the 
transient changes in the pressure, velocity and temperature fields within the reactor pressure 
vessel were studied [2]. The transient CFD analysis simulated the fluid structure interaction 
between the coolant and the reactor pressure vessel wall. This interaction focused on the thermal 
field and the unsteady cooling processes. The primary knowledge learned when processing the 
results of the first step, was the presence of an oscillating cold coolant stripe in close proximity to 
the pressure vessel wall. 
 
The next step in the methodology consisted of a three-dimensional thermo-mechanical analysis of 
the reactor pressure vessel [3]. In this step, pressure thermal shock induced critical zones of 
mechanical loading were identified and the influence of the oscillatory character of the cold stripe 
on the pressure vessel was studied. 
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Several problems in structural and fracture mechanics involve stationary or evolving localised features,
such as cracks and damage. A repetitive solution of the forward equations of these problems is often
required, to track for instance the evolution of damage for different system configurations, or as part
of an inverse problem solution. In such settings, that are often encountered in the realms of Structural
Health Monitoring (SHM) and reliability assessment, significant benefits are attained from the use of
model order reduction, to decrease the associated computational cost. However, conventional projection-
based techniques, which are often preferred for reduction, would not be effective for such problems due
to the infeasible size of the resulting parameter spaces, which should account for all possible feature
locations and configurations [1], as well as additional parameters, such as environmental and operational
conditions.

In the present work, an alternative approach is proposed, where low-dimensional spaces, created for the
original system, in the absence of localised features, are enriched with appropriately selected columns
of the flexibility matrix of the system. While it can be shown that this approach exactly recovers the
solution of the full order problem in the static case, its application for general localised features requires
the computation of the full flexibility matrix of the system, which can quickly become intractable in
terms of memory. This issue is mitigated by using a Hierarchically Off-Diagonal Low Rank (HODLR)
representation for the involved system matrices [2], while the computational cost, which depends on the
size of the flexibility matrix, is further reduced by means of dynamic substructuring [3]. This allows to
effectively scale the computational time by only extracting the flexibility matrices of the sub-structures,
whose size is much more reduced than the one of the full-order system. The efficiency of the result-
ing scheme is demonstrated through a series of numerical applications, involving large-scale structural
dynamics models with localised damage.
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We study numerical methods for the generalized Langevin equation (GLE) with a positive Prony 
series memory kernel, in which case the GLE can be written in an extended variable Markovian 
formalism. We propose a new splitting method that is easy to implement and is able to 
substantially improve the accuracy and robustness of GLE simulations in a wide range of the 
parameters. An error analysis is performed in the case of a one-dimensional harmonic oscillator, 
revealing that all but one averages are exact for the newly proposed method. Various numerical 
experiments in both equilibrium and nonequilibrium simulations are also conducted to 
demonstrate the superiority of the newly proposed method over popular alternative schemes in 
interacting multi-particle systems. 
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We present several efficient adaptive multigrid strategies for large-scale molecular mechanics 
optimization.  The oneway multigrid method is used with inexact approximations at every coarse 
level and the adaptive quasi-atomistic approximation and the adaptive blended ghost force 
correction (BGFC) method are considered as the coarse-grid problems.  Mesh refinements based 
on the gradient-based a posteriori error estimator can obtain better approximations on the coarse-
grained levels.  Sublinear complexity is observed  numerically  when  the  BGFC  method  is  used  
for  crystals  with  defects,  like vacancies, micro-crack and dislocation.  For systems with more 
than ten millions atoms, this strategy has a fivefold acceleration in terms of CPU time on average. 
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In this talk, we introduce parareal algorithms in the context of molecular dynamics, where we couple
a fine propagator based on the reference potential energy landscape with a coarse propagator based on
a surrogate potential. Although the parareal algorithm, in its original formulation, always converges, it
suffers from various limitations in the context of molecular dynamics. In particular, it is observed that
the algorithm does not provide any computational gain in terms of wall-clock time (compared to a stan-
dard sequential integration) in the limit of increasingly long time-horizons. This numerical observation
is backed up with theoretical discussions. We then introduce a modified version of the parareal algo-
rithm wherein the algorithm adaptively divides the entire time-horizon into smaller time slabs [1]. We
numerically show that the adaptive algorithm overcomes the various limitations of the standard parareal
algorithm, thereby allowing for significantly improved gains. Several numerical examples will be dis-
cussed, including the simulation of defects in tungsten using LAMMPS.

Joint work with O. Gorynina, T. Lelièvre (ENPC), D. Perez (LLNL) and U. Sharma (Berlin).
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We focus on the connections between four stochastic and deterministic models for the motion of straight
screw dislocations. Starting from a description of screw dislocation motion as interacting random walks
on a lattice, we prove explicit estimates of the distance between solutions of this model, an SDE system
for the dislocation positions, and two deterministic mean-field models describing the dislocation density.
The proof of these estimates uses a collection of various techniques in analysis and probability theory,
including a novel approach to establish propagation-of-chaos on a spatially discrete model. The esti-
mates are non-asymptotic and explicit in terms of four parameters: the lattice spacing, the number of
dislocations, the dislocation core size, and the temperature. This work is a first step in exploring this pa-
rameter space with the ultimate aim to connect and quantify the relationships between the many different
dislocation models present in the literature.
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Various physical phenomenon, such as Markov state models in molecular dynamics, stochastic chemical
kinetics for a chemical-reaction system and agent-based models in social dynamics are modelled by
jump processes. Coarse-graining of such models has received considerable attention from practitioners
in recent years – for instance to perform a data-driven identification of the transition-rate matrix for a
reduced set of stable configurations in a molecular system or to deduce subnetwork dynamics from large-
scale biochemical systems. Typically in these settings, coarse-graining is characterised by a projection
onto a smaller subset of states, which captures the essential slow-behaviour of the model. Inspired by
the conditional-expectation closures introduced in coarse-graining of diffusion processes, in this work
we propose an effective dynamics for continuous-time Markov chains. The central aim of this work is
to understand if and when this effective dynamics is indeed a good lower-dimensional approximation
of the full stochastic jump process. Using entropy techniques we provide sufficient conditions under
which this effective dynamics stays close to the original system and provide quantitative bounds on the
approximation error. Furthermore, we connect the effective dynamics to the averaging literature which
deals with multi-scale problems in jump processes.
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The Mori-Zwanzig (MZ) projection operator formalism provides a general framework for constructing
reduced models for chaotic and stochastic dynamical systems, particularly in situations without sharp
scale separation and hence significant memory effects. In this talk, I will report on an approach to data-
based model reduction for stochastic and random dynamical systems using the NARMAX (Nonlinear
Auto-Regressive Moving Average with eXogenous inputs) representation of stochastic processes, widely
used in time series analysis and data-driven modeling. I will explain how the NARMAX approach may be
formally derived from the original dynamical model using a discrete-time version of the MZ formalism.
These ideas are illustrated on a stochastically-forced PDE. Time permitting, I will also discuss our recent
efforts to improve the efficiency and scalability of our data-based modeling procedure.
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Atomistic simulations with methods such as molecular dynamics are extremely powerful 
tools to understand nanoscale dynamical behavior. The resulting trajectories, by the virtue 
of being embedded in a high-dimensional configuration space, can however be difficult to 
analyze and interpret. This makes low-dimensional representations, especially in terms of 
discrete jump processes, extremely valuable. This simplicity can however come at the 
cost of accuracy, as tractable representations often entail simplifying assumptions that are 
not guaranteed to be realized in practice, no matter how the discrete states are defined. 
We describe a discretization scheme for continuous trajectories that enables an arbitrarily 
accurate representation in terms of a Markov Renewal Process over a discrete state space. 
The accuracy of the model converges exponentially fast as a function of a continuous 
parameter that has the interpretation of a local correlation time of the dynamics, for any 
state definition. 
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Simulating ab-initio molecular dynamics is in general numerically very expensive due to the large non-
linear eigenvalue problem that needs to be solved at each time step of the dynamics. This problem is
usually solved by means of a self-consistent field algorithm, in which the accuracy of the initial guess
strongly influences the number of iterations to perform, and therefore the overall cost of the method.

In this talk, I will present a method for computing accurate initial guesses for the density matrix initiating
a self-consistent field algorithm in a Born-Oppenheimer molecular dynamics, based on density matrices
at previous time steps. To perform the extrapolation, we introduce a locally bijective map between
the manifold where the density matrix is defined and its tangent space so that it is possible to perform
linear extrapolation in a vector space, keeping the correct physical properties for the initial guess. I
will then illustrate the method with numerical simulations on a few molecules, demonstrating the low
computational cost and accuracy of the proposed method.
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In stochastic systems with time-scale separation the average behavior of the effective slow variables
can be computed rigorously by stochastic averaging and homogenization. The result is a law-of-large-
number type result describing the limiting evolution equation in the limit of infinite time-scale separation.
Similarly, typical fluctuations around this most likely behavior can be quantified through a central limit
theorem, so that effective stochastic dynamics for the slow degrees of freedom can be derived.

Here we show that these considerations do not contain extremely long-time behavior, such as metastabil-
ity on the slow time scale, which necessitates macroscopic fluctuations of the slow variable away from
its typical behavior [1]. Classical results [2] prove that the corresponding large deviation principle (LDP)
involves an Hamilton-Jacobi equation whose Hamiltonian is related to the leading eigenvalue of the gen-
erator of the fast process, and is typically non-quadratic in the momenta—in other words, the LDP for
the slow variables in fast-slow systems is different in general from that of any stochastic differential
equation (SDE) one would write for the slow variables alone. In short, large fluctuations of the slow
variables cannot be described by classical Freidlin-Wentzell theory of SDEs.

This situation is not only of mere theoretical interests, but occurs in real-world systems such as atmo-
spheric flow: Here, the slow evolution of atmospheric jets is driven by fast fluctuations of the turbulent
flow, and can be approximated by quasi-linear theory. In certain parameter regimes, different arrange-
ments of planetary jets are simultaneously locally stable, and rare fluctuations can drive the system
between these states on very long time-scales.
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While model order reduction is a promising approach in dealing with multi-scale time-dependent systems
that are too large or too expensive to simulate for long times, the resulting reduced order models can
suffer from instabilities. We have recently developed a time-dependent renormalization approach to
stabilize such reduced models. In the current work, we extend this framework by introducing a parameter
that controls the time-decay of the memory of such models and optimally select this parameter based on
limited fully resolved simulations. First, we demonstrate our framework on the inviscid Burgers equation
whose solution develops a finite-time singularity. Our renormalized reduced order models are stable and
accurate for long times while using for their calibration only data from a full order simulation before
the occurrence of the singularity. Furthermore, we apply this framework to the 3D Euler equations of
incompressible fluid flow, where the problem of finite-time singularity formation is still open and where
brute force simulation is only feasible for short times. Our approach allows us to obtain a perturbatively
renormalizable model which is stable for long times and includes all the complex effects present in the
3D Euler dynamics. We find that, in each application, the renormalization coefficients display algebraic
decay with increasing resolution, and that the parameter which controls the time-decay of the memory is
problem-dependent [1].
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Abstract: In this talk, we consider the eigenvalue PDE problem of the infinitesimal generators of metastable
diffusion processes. We present a numerical algorithm based on training artificial neural networks for
solving the leading eigenvalues and eigenfunctions of such high-dimensional eigenvalue problem. The
algorithm is useful in understanding the dynamical behaviors of metastable processes on large timescales.
We demonstrate the capability of our algorithm on a high-dimensional model problem, and on the simple
molecular system alanine dipeptide. This talk is based on joint work with Tiejun Li and Christof Schütte.
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Complex physical systems are commonly parametrized by tensor-valued coefficients that are functions of
the current state of the system. For example, rigorous derivation of the dynamics via the Mori-Zwanzig
projection formalism of coarse-grained atomistic systems typically results in a (generalized) Langevin
equation with configuration-dependent friction and diffusion coefficients. Learning the dynamics of such
systems from data and simulating the inferred model requires efficient parametric representations of
such tensor-valued functions. More specifically, such representations should allow for computationally
efficient evaluation and data-efficient estimation of their parametrization from data.

The framework of the recently proposed Atomic Cluster Expansion (ACE) [1, 2] has been successfully
used for inference of potential energy surfaces and force fields of atomistic systems from data. In this
talk, I will present some recent work that was performed in collaboration with C. Ortner which extends
the framework of the Atomic Cluster Expansion to equivariant tensor-valued functions. I will discuss the
derivation of the resulting basis expansions for matrix-valued and vector-valued functions. Moreover, I
will present the results obtained by applying our approach to atomistic trajectory data.
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A key advantage of isogeometric discretizations is their accurate and well-behaved eigenfrequencies and
eigenmodes. For degree two and higher, however, the so-called optical branches formed by spurious
outlier frequencies and modes may appear due to boundaries or reduced continuity at patch interfaces
[1, 2]. The outlier frequencies are significantly overestimated, which unnecessarily reduce the stable
critical time-step size in explicit dynamics calculations. Moreover, the outlier modes behave in a spu-
rious manner and may have a negative impact on the solution accuracy and robustness, particularly in
hyperbolic problems [3]. In this talk, we present (a) a variational approach based on perturbed eigenvalue
analysis to improve the spectral properties of isogeometric multipatch discretizations; and (b) a scheme
for estimating optimal scaling parameters of the added perturbation term such that the outlier frequencies
are effectively reduced and the accuracy in the remainder of the spectrum and modes is not negatively
affected; and (c) how to cast this scheme into a pragmatic iterative procedure that can be readily imple-
mented in any isogeometric analysis framework. We verify numerically via spectral analysis of second-
and fourth-order problems that the proposed approach improves spectral properties of isogeometric mul-
tipatch discretizations in the one- and multidimensional setting. For exemplary membrane and plate-like
structures, we confirm that our approach maintains spatial accuracy and enables a larger critical time-step
size. We also demonstrate that it does not depend on the polynomial degree of spline basis functions.
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Despite the large success of the IsoGeometric Analysis (IGA), dealing with higher-order B-spline func-
tions generate matrices that are denser than the finite element matrices. In general, this leads to a condi-
tion number that is not uniformly bounded with respect to discretization parameter h and can even grows
rapidly when h goes to zero. As a consequence, the employing of standard numerical solution methods
for IGA discrete systems may fail and preconditioning is necessary to obtain convergence in a reason-
able amount of time. To overcome the difficulties given by the observed ill-conditioning, in this work we
propose the use of what is called the Auxiliary Space Preconditioning method [2], ASP method for short,
to derive an optimal and robust preconditioning strategy for the linear H(cccuuurrrlll,Ω)-elliptic problem, on
unit square/cube domains, in the case of regular B-Splines finite elements.

From the theoretical side, we have derived a uniform, stable and regular decomposition of the IGA
discrete space Vh(cccuuurrrlll,Ω), then we have proved the mesh-independent effectivity of the preconditioners
by using the abstract theory developed by R. Hiptmair and J. Xu [1]. For the application’s part, some
sample simulations are developed to test the strategy proposed by our theoretical results in view of further
applications. Simulations are conducted on two and three spatial dimensions through three tests. We have
first solved the preconditioned linear system, using Conjugate Gradient (CG) method, relying on Jacobi
and on the Gauss-Seidel smoothing, then we have investigated the behavior of the preconditioner with
respect to the degree refinement, showing in particular that the resulting algorithm can be easily extended
to a p-stable algorithm.

The numerical tests show that our preconditioning method has been a very effective cure to the ill-
preconditioning of the approximate problem, in the sense that the spectral condition number is suffi-
ciently small and is hardly dependent on the mesh parameter, the number of conjugate gradient iterations
necessary to achieve the convergence is essentially independent of the discretization parameter as well
as of the B-spline degrees.
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Adaptive meshes is fundamental for the numerical simulation of the various problems. Thus, the book
published by Huang and Russell [1] contains most of the techniques that exist in the literature. However,
one that is based on the optimal transport problem is quite powerful because of the guaranteed mathemat-
ical properties. Thus, by following the current, we generate a new efficient and accurate sketch of mesh
adaptation, especially when we are interested in more general geometries. Hence, inspired by the work
of Delzanno et al [2], our idea is based also on the resolution of the Monge-Ampere equation (MAE),
but still, in our case, we solve just Poisson equation in each few iterations using the second method in-
troduced by Benamou at al. [3]. Simplifying a lot of computation, we calculate the optimal one-to-one
mapping using isogeometric analysis tools to ensure the regularity we need C1 (or even C2) and instead
of the mesh adaptation on each geometry as presented in the sketch proposed by Delzano et al, which
requires a resolution of (MAE) on each deferent geometry, we have simplified this by what we call the
inverse image of the adapted mesh on the unit square (single patch domain) and thus always solve (MAE)
in the unit square, where the desired adaptive meshes in the physical domain are no other than the image
by the initial mapping of this new unit square mesh. From this and using the fast diagonalisation method
proposed by Sangalli et all [4] our method is quite really efficient and (fast).
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In this talk, we present a new approach to immersed finite element and isogeometric analysis. In our
approach, finite element or spline basis functions defined on a non-body-fitted background mesh are first
interpolated onto a Lagrange basis defined on a body-fitted integration mesh, and these background basis
function approximations are then employed for immersed finite element or isogeometric analysis. Much
like spline basis functions can be represented element-wise in terms of Bernstein shape functions in body-
fitted isogeometric analysis [1], the background basis function approximations in our approach can be
represented in terms of Lagrange shape functions over each element in the body-fitted integration mesh
using Lagrange extraction operators. Consequently, one can transform a classical finite element analysis
code into an immersed finite element or isogeometric analysis code with minimal implementation effort
using our approach. Namely, one only needs to provide a classical finite element analysis code with
Lagrange extraction operators, a connectivity array relating local and global degrees of freedom, and
the ability to compute the values and derivatives of the background basis function approximations using
the Lagrange extraction operators. In this talk, we will present a stability and convergence theory for
our approach for a simple model problem, and we will illustrate the efficacy of our approach using a
number of example problems from structural mechanics and fluid dynamics. Finally, we will discuss
how we were able to enable immersed finite element analysis within the popular open-source finite
element analysis platform FEniCS using our approach [2].
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Finite element analysis is widely used for the detailed design of civil engineering structures. 
However, finite element analysis of curved members has the problem of generating shape errors 
when we use the non-curved shape elements. Therefore, it is effective to introduce Isogeometric 
Analysis [1] into the structural analysis of civil engineering structures. This study developed a new 
two-dimensional curved Bernoulli-Euler beam element using the NURBS basis function. We aim  
to use our new IGA beam element for the Isogeometric Analysis of thin curved members such as 
arch ribs and beam string structure. 

Several formulations of curved beam elements suitable for IGA have been proposed [2] [3], 
including the deflection angle as an unknown variable. On the contrary, Weeger et al [4] developed 
a nonlinear Bernoulli-Euler beam element using only displacements as an unknown variable. In 
the article, they focused on the spline functions that can automatically maintain continuity of 
deflection angles between elements. Therefore, we also developed a curved Bernoulli-Euler beam 
element with only displacement as an unknown variable. 

In the present study, we adapted the definition of strain based on the theory of two-dimensional 
curved Bernoulli-Euler beams [5] and discretized using a finite element method based on the 
Galerkin method. The trial function consisted of a linear combination of NURBS basis functions 
and displacement on each control point. Finally, we found that the convergence rate of the 
relative error to the exact solution decreased with decreasing element length. Furthermore, we 
evaluated the proposed curved elements with varying curvatures. As a result, our proposed 
element could solve any curved beams with high accuracy. 
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Cavitating flows are ubiquitous in engineering and science applications. Despite their 
significance, a number of fundamental problems remain open; and our ability to make 
quantitative predictions is very limited. The Navier-Stokes-Korteweg equations constitute a 
fundamental model of cavitation [1], which has potential for predictive computations of liquid-
vapor flows, including cavitation inception —one of the most elusive aspects of cavitation. 
However, numerical simulation of the Navier-Stokes-Korteweg equations is very challenging, 
and state of the art simulations are limited to very small Reynolds numbers, open flows (no 
walls), and in most cases, micrometer length scales [2-3]. The computational challenges emerge 
from, at least, (a) the presence of third-order derivatives in the governing equations, (b) a 
complicated eigenstructure of the spatial partial-differential operators in the governing equations, 
which prevents the use of standard finite volume techniques, and (c) the need to resolve the 
liquid-vapor interface, which without special treatment, has a thickness in the order of 
nanometers. Here, we present a stabilized isogeometric discretization scheme that permits, for the 
first time as far as we are aware, large-scale simulations of wall-bounded flows with large 
Reynolds numbers. The proposed stabilization scheme is a residual-based approach that emanates 
from the eigenstructure of the equations and vastly outperforms standard stabilization schemes for 
advection-dominated problems. We feel that this work opens possibilities for predictive 
simulations of cavitation. 
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Optimization of the dimensioning of structural structures is gaining momentum. FEM, 
evolutionary, and other methods are found that are transformed by algorithms into computer 
simulations of construction models. Using existing methods and interconnecting and merging 
these structures yields a new, seemingly complicated, but simple method that computers can 
easily support with software loops. By setting the geometric characteristics of constructive 
lattice systems in equation lines, formulas are obtained that replace even trigonometric 
equations. The Ritter-Križaić iterative method for one-sided gratings with a flat lower band is 
also defined. This method paves the way for new methods to define different types of grids. By 
solving demanding models, i.e., by defining an iterative model with oblique rod belts sticks, the 
definition of spatial variables necessary for static dimensioning of structures is accelerated. As 
a result, the approach of simple n-polygonal structural modeling of truss continuous 
construction with combination direction coefficients and defining differential equations of a 
grid's continuum in displacement with the Mathcad toolset is developed. 
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The discrete element method (DEM) is a powerful tool capable of predicting the dynamics of 
diverse particulate systems with quantitative accuracy. However, if not correctly calibrated, the 
results of DEM simulations can be inaccurate or even unphysical. As such, the calibration and 
validation of DEM simulations is an important task, but one which carries significant complexity. 
In particular: 
 

1. DEM models require details of microscopic quantities (sliding and rolling friction 
coefficients, restiution coefficients...), but conventional powder characterisation measure 
only macroscopic quantities (internal friction angle, yield stress...) making the rigorous 
determination of accurate calibration values highly challenging. 

2. The meaningful validation of DEM models requires the detailed, multi-point comparison 
with experimental results. As many industrial systems are metal-clad and thus optically-
opaque, the use of common imaging techniques such as PIV is precluded. 

 
In this talk, we detail solutions to both of these challenges developed at the University of 
Birmingham. Regarding the former, we briefly introduce the recently-developed ACCES 
(Autonomous Characterisation and Calibration using Evolutionary Simulation) technique which 
uses evolutionary algorithms to backcalculate the microscopic parameters of particulate media 
from measurements of their bulk behaviours. Regarding the latter, we discuss how Positron 
Emission Particle Tracking, a technique capable of extracting high-resolution, three-dimensional 
data from optically-opaque systems, may be leveraged to provide rigorous, detailed validation of 
DEM and coupled CFD-DEM simulations of industry-relevant systems. 
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As one of the promising additive manufacturing (AM) technologies, selective laser melting 
(SLM) fabricates metal components layer-upon-layer using laser beams to fuse metallic 
powder. The keyhole is produced commonly at high energy density (high laser power or low 
scanning speed) during the SLM process. However, the dynamics of keyhole and melt pool, 
and their relationship with forces remain unclear. Here, through the developed three-phase 
volume of fluid (VOF) model [1], the quasi-stable keyhole dynamics and metal powder 
melting process are captured. Results show that the keyhole life cycle experiences steps of 
formation and drilling, fluctuation, and disappearance. Pores are generated from the gas void 
in the powder bed, keyhole protrusion, and the end eroded gas bubbles. During the laser-on 
period, an anticlockwise vortex is generated at the tail, and the liquid travels in a clockwise 
path ahead of the melt pool. The stability of the keyhole depth is disturbed by the powder 
layer thickness variation, and it oscillates repeatedly until the laser is off. The centrifugal flow 
at the tail body of the melt pool is driven at the combined action the surface tension and 
Marangoni force. The rear keyhole is compressed dominated by the surface tension while the 
front rim is expanded controlled by the recoil pressure. The present study enhances the further 
understanding of multi-physics in SLM process. 
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Debris flow, a multiphase system containing multi-scale particles, often occurs in 
geological hazard, causing serious economic losses and casualties. Therefore, it is important to 
deeply understand the mechanism of the debris flow and establish an effective scheme to monitor 
and prevent its large-scale occurrence. But, researches on the occurrence and movement of the 
debris flow is difficult to be carried out by experiment due to the complexity of geological 
conditions. Thus, numerical simulation could be a main approach to predict the movement of the 
debris flow, and the selection of mathematical model for describing the debris flow movement is 
the guarantee of the effectiveness of the simulation. In this study, based on the physical 
mechanism of microstructure effect considered in the micropolar fluids model [1], and its 
application in suspension system [2]. We established a coupling computation model (MVD model) 
considering the micropolar fluids to describe the mixed system with small particles and VOF 
(volume of fluid) method to track the free surface of liquid and discrete element method (DEM) 
to describe the movement of larger particles and their interaction. The main works include (1) the 
solution and verification of the MVD model under single particle sedimentation test [3], (2) the 
comparison of the debris-like flow morphology with DEM, classical fluid-particle coupling 
model and MVD model, (3) the analysis of the debris-like flow under different micropolar 
parameters, particle volume fraction, particle size distribution and slope gradient based on the 
MVD model. Numerical results indicate that the fluid with microstructure plays a significant role 
in the occurrence and movement of the debris-like flow and other factors have a certain effect on 
the movement characteristics of the debris-like flow. 
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A solid-fluid multiphase flow including large particle size variations is ubiquitous in industries. In 
this system, large sized objects and small sized particles are mixed. Since understanding of the 
large particle size variations is not sufficient, application of numerical model is desired. In the 
present study, we develop a new model to simulate the large sized object which is mixed with 
small sized particles. In this model, the contact force is simulated by the linear spring model and 
the drag force is computed by combination of the signed distance function (SDF) [1] with the 
immersed boundary method (IBM) [2]. The small sized particle is calculated by the discrete 
element method (DEM) [3]. The new model is incorporated into our in-house code which is 
referred to as FELMI [4]. In order to show adequacy of the new model, we perform a validation 
test. In the validation test, we employ the fluidized bed system, where a large sized object is 
mixed with the small sized particles. Herein, the object position is compared between the 
computational and experimental results after fluidization is terminated. The large-sized object 
position well agreed between the computation and the experiment. Hence, Adequacy of the new 
model is proved through the validation test. 
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In this paper, the mechanism of particles’ rolling resistance caused by elastic hysteresis in
collapsing elastic granular materials is studied at the meso-scale. A rolling resistance model
applicable to the discrete element method is proposed.

Firstly, we analyze the rolling resistance behavior due to the material’s elastic hysteresis
during the rolling process of an elastic, round particle under different compression and relaxation
pressures at the front and rear areas of the contact surface. Subsequently, the mechanical model of
rolling resistance caused by material elastic hysteresis is established.

Then, the particle material's elastic hysteresis constitutive curve under compression (loading)and
relaxation pressures (unloading) is measured by experimental method. The particle material's
elastic hysteresis parameters are obtained, and a formula of particle rolling resistance for the
discrete element method is proposed.

Finally, the formula is applied to the discrete element model to simulate the rolling process of an
elastic circular particle on a rigid surface, and the simulation results are verified by a physical
experiment. The results show that the rolling resistance model based on the material elastic
hysteresis theory can effectively reproduce the rolling resistance behavior of elastic particles in
granular materials.
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Coupling Geomechanics to flow has greatly improved the accuracy of subsurface modeling. In 
this paper, we present an adaptive mesh refinement and iteration stopping algorithm based on a 
posteriori error estimates for solving the Biot system. The mechanics system is approximated by 
conforming Galerkin method (CG) while the flow is solved by mixed finite element method. 

The Biot system commonly appears in geosciences and biosciences for modeling carbon 
sequestration (Lu and Wheeler 2020) and tissue deformation during subcutaneous injection (Leng, 
Lucio and Gomez 2021). Previous works have indicated that ensuring local mass conservation for 
the flow (Choo and Lee 2018) is crucial to the accuracy of the simulation, making Enriched 
Galerkin (EG) (Girault, Lu and Wheeler 2020) and mixed finite element method attractive options. 
Here we restrict our work to solving the flow with mixed finite element method and fixed-stress 
split for resolving the Biot system. A posteriori error estimates are derived for such algorithm to 
quantify different error components. The error estimators provide a novel adaptive stopping 
criterion, which balances algorithmic error from fixed-stress split and discretization error in space 
and time, for the fixed-stress iterations. We also demonstrate adaptive mesh refinement guided by 
the error estimators for simulating fractured reservoirs. 
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Hybridized finite element methods have grown in popularity over the past 20 years, primarily for implicit

time integration schemes with higher-order spatial discretization because the global linear system is much

smaller than that of comparable methods. In addition, hybridized methods can be derived as variational

multiscale methods [1], but have additional benefits due to the flexibility provided by the mortar grid.

This perspective is well-suited for multiphysics problems and naturally allows for different resolutions

and numerics throughout the computational domain [2]. For hybridized methods, the decomposition can

be pushed to the element level, effectively providing such flexibility at the element-by-element level.

Recently, there has also been an interest in developing explicit and implicit-explicit (IMEX) methods

to bolster the applicability of hybridized methods [3, 4, 5]. For wave propagation applications, explicit

methods are attractive when the timestep required for stability is similar to that required for accuracy.

However, for many practical problems, subgrid scale physical features in the medium render explicit

integration prohibitively expensive; therefore, IMEX schemes based on domain decomposition become

an attractive alternative. In this work, we explore the stability, accuracy, and performance of generalized

IMEX methods for hybridized finite element methods in massively parallel computational environments.

We will include applications in shallow water and wave propagation through heterogeneous media.
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Computer-based numerical simulations of the heart and blood circulation represent a valuable tool to
analyze the cardiac function and to enhance the understanding of cardiovascular diseases. In this talk,
we introduce a Computational Fluid Dynamics (CFD) model for the numerical simulation of the whole
heart hemodynamics, by accounting for all the physical processes that influence cardiac flows: moving
domain and interaction with electromechanics, transitional-turbulent flows, cardiac valves and coupling
with the external circulation. We employ the Navier-Stokes (NS) equations in Arbitrary Lagrangian
Eulerian (ALE) framework and the Resistive Immersed Implicit Surface (RIIS) method to model the
presence of valves in fluid. To impose a physiological displacement of the domain boundary, we employ
a cardiac electromechanical model obtaining thus a multiphysics one-way coupled electromechanics-
fluid dynamics model [1]. To better match the 3D CFD with blood circulation, we also couple the 3D
NS equations to a 0D closed-loop circulation model. We obtain a multiphysics and multiscale coupled
3D-0D fluid dynamics model that we solve via a segregated numerical scheme [1]. We use a Variational
Multiscale - Large Eddy Simulation (VMS-LES) method [2] to get a stable formulation of the NS-ALE-
RIIS equations discretized by means of FE Method, to stabilize the advection-dominated regime, and to
account for turbulence modeling within the framework of LES. Finally, we propose the ehnancement of
residual-based stabilization methods via Artificial Neural Newtorks (ANNs). By considering numerical
tests for the simpler case of advection-diffusion PDEs with SUPG stabilization method, we show that
our ANN approach yields more accurate solution than using the conventional SUPG method [3].
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Many attention has been paid to the losses in pipes and singular elements of fluid systems for stationary

flow [1]. However, some systems found in engineering, biology and nature are based on pulsatile flow

and/or periodic flow. This is the case of the circulatory system or the design and testing of dampers based

on hydraulic circuits. In this work, based on the theory of dynamical systems, dimensional analysis

and computational fluid dynamics, a simple model for the losses of various elements as a function of

frequency is developed [2,3].
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This work presents a Streamline-Upwind Petrov-Galerkin (SUPG) framework with finite elements 
discretization for the prediction of non-ionized hypersonic flows in thermal non-equilibrium. The 
formulation is enhanced with a residual based discontinuity capturing (DC) operator. The numerical 
framework solves the set of Navier-Stokes equations for the compressible reacting flows with an 
additional equation for the vibrational-electronic energy conservation. The set of equations, which 
involves one continuity equation for each chemical species considered, is solved in the pressure-
primitive variables. The framework was recently validated for the non-reacting hypersonic flow 
problems in [1]. The numerical framework capabilities are assessed through several benchmark 
cases, including validation of the chemical model and its coupling with the two temperatures model 
in the context of critical flow features such as shock-shock and shock-wave boundary layer 
interactions. The first test case presented is 0D nitrogen reactor case which is a transient evolution 
of reacting nitrogen in vibrational non-equilibrium. The next case is the 2D cylinder case immersed 
in a Mach 12.7 flow of a 5-species reacting air mixture in thermal non-equilibrium. The last two 
cases are the 3D axisymmetric hollow cylinder extended flare (HCEF) and the double cone. 
Detailed measurements of the surface pressure and heat flux for the HCEF and the double cone in 
high-enthalpy flows have been obtained during a series of experiments carried out in the LENS XX 
expansion tunnel facility. The accuracy of the results is assessed through the comparison with the 
numerical and experimental data available in the literature for all the test cases presented. The 
numerical results demonstrate the suitability of the formulation in predicting non-ionized reacting 
hypersonic flows in thermal non-equilibrium. 
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Abstract 

This talk presents mathematical constructs underlying the Variational Multiscale Discontinuous 
Galerkin (VMDG) method [1,2,3]. It results in a robust finite element approach for mathematical 
problems with weak and strong discontinuities, and also facilitates a unified framework to derive 
interface transmission conditions. The method accommodates non-matching discretizations and 
optimal error convergence rates are presented. 

The method is applied to extrusion-based layered printing with cementitious materials [4]. The 
evolution of mechanical properties as the printed material cures and stiffens results in non-
physical reduction in the magnitude of elastic strains when standard constitutive models are 
employed. This elastic recovery of the printing induced deformation contradicts the 
experimentally observed behavior of the printed cementitious materials that harden at a nearly-
frozen deformed state. A thermodynamically motivated constraint on the evolution of elastic 
strains is imposed on the constitutive model to remedy the non-physical bounce-back effect. An 
algorithm that is based on a strain-projection technique for the elastic part of deformation is 
developed that complements the inelastic response given by the Drucker-Prager model A ghost 
mesh method is proposed for continuous layer-wise printing of the material without the need for 
intermittent mesh generation technique or adaptive remeshing methods. The model is validated 
via comparison with experimental data and representative test cases are presented that investigate 
the mathematical and computational attributes of the proposed model. 
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Hydrogen is a secondary clean energy for sustainable development, and fuel cell is the main way 
to use hydrogen energy [1]. Proton exchange membrane fuel cell (PEMFC) directly converts the 
chemical energy of hydrogen into electrical energy through electrochemical reaction, which 
avoids the limitation of Carnot cycle and has a huge market prospect.

Water will be produced during the operation of oxyhydrogen fuel cells. The accumulation of 
water will accelerate carbon corrosion and reduce the performance of the battery [2]. On the other 
hand, if the fuel cell is dry for a long time, the proton exchange membrane fuel cell will dry and 
break, which will also cause damage to the fuel cell [3]. The temperature distribution of the battery 
has a great influence on the output power and indirectly affects the water content [4]. Uneven 
temperature distribution will lead to serious degradation of the membrane and catalyst layer, thus 
shortening the battery life [5]. The coupling relationship between water and heat management can 
not be ignored. 

In this study, COMSOL was used to establish the simulation model of proton exchange 
membrane fuel cell, and the heat and mass transfer process in the cell was coupled with 
electrochemistry. The results show that by simulating the real-time state of the battery and 
adjusting the parameters, the irreversible damage to the battery can be avoided and the battery life 
can be effectively prolonged.
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In the SIMPLE algorithm for incompressible flows, solving the pressure Poisson equation is usually 
one of the key steps with the longest time consumption. In this study, a method based on deep 
neural network is proposed to accelerate this process: first, the equation is transformed into multiple 
independent tridiagonal subproblems based on the Fast Fourier Transform, and the subproblems 
are solved in fast parallel using a deep residual network. For the problem with more than 100,000 
grids, this optimized SIMPLE algorithm has more than 10 times efficiency improvement in GPU 
platform compared to traditional methods. In addition, the algorithm effectively overcomes the 
shortcomings of neural networks in terms of interpretability and accuracy compared to other neural 
network methods, and has high numerical accuracy in typical cases such as driven cavity flow and 
backstep flow, and provides a promising means of implementation for large-scale direct numerical 
simulation. 
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Many of actual problems in science and engineering fields have multiple different materials and 
are modelled with large-scale unstructured mesh. The Domain Decomposition Method (DDM) 
based on the iterative methods is well-known as an effective parallel finite element method, 
however, solving such problems will suffer from slow convergence rate or no convergence. In 
order to achieve high performance in both convergence rate and parallel efficiency, it is necessary 
to apply an effective preconditioner for the DDM. 
 
The Balancing Domain Decomposition (BDD) preconditioner [1] is an effective preconditioner 
for its very fast convergence rate. However, in considering composition of very different 
materials for actual problems, the convergence rate of the BDD is also shown to be worse. Some 
studies extended the BDD preconditioner to such problems with jumps in coefficients [2][3], but 
these are not suitable for cases of complex shape and composite materials. On the other hand, 
some numerical experiments show that a BDD-DIAG method [4], which uses a diagonal-scaling 
preconditioner instead of the Neumann-Neumann one, has robust convergence for the multi-
materials. 
 
In this study, to accelerate convergence of BDD preconditioner for the multi-materials, a BDD 
method combined with diagonal scaling preconditioner is considered and some numerical 
examples are demonstrated.  
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A number of investigations of linear or nonlinear viscoelastic fluid models have been proposed.
Examples are Upper-Convected-Maxwell fluid model [1], Oldroyd-B model [2], Giesekus model, 
FENE model and many others. A new viscoelastic model among these is the Phan-Thien–Tanner 
(PTT) model for which one can reasonably hope to obtain the analytical and numerical solutions. 
The constitutive equation of the PTT model was derived using network theory [3,4]. This model 
has advantages over others because it includes not only shear viscosity and normal-stress 
differences but also an elongational parameter 𝜀𝜀𝜀𝜀. Therefore it reproduces many features of the 
rheology of polymer solutions and non-Newtonian liquids.

Micro-macro models of polymeric viscoelastic fluids that arise from statistical physics are based 
on coupling Navier-Stokes system to conservation equation of network theory. In the model 
polymer molecules are idealized as linear or unbranched chains, connected by junctions to constrain 
chains so that the connected points move together for at least a certain minimum length of time.
Network is formed by a set of chains connected by junctions such that every junction is linked by 
at least one unbroken macro-molecular path to a boundary point.

This research derives a new PTT model for compressible fluids. The elastic extra stress tensor 𝐓𝐓𝐓𝐓
and polymer density 𝜂𝜂𝜂𝜂 are contained in the governing equations derived from polymer network 
theory and combined with compressible Navier-Stokes equations the non-Newtonian elastic extra 
stress tensor is rederived. Planar Poiseuille flow is simulated based on the compressible PTT model 
and the accuracy of model is validated by numerical results compared with the analytical results.
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In order to evaluate an effect of cancer treatment by hyperthermia quantitatively, we have been 
studying its high-frequency electromagnetic field – heat conduction coupled analysis in a parallel 
environment. In our study, the NICT numerical human body model [1] is analyzed. This model 
uses a binary data format wherein types of organs are encoded using voxels. The diameters of 
cancers treated with hyperthermia are several millimeters; thus, elements must be refined to 
obtain sufficient accuracy. However, there are approximately 1 trillion degrees of freedom 
(DOFs) provided that the element sizes are 0.1 mm. In addition, smoothing techniques to reduce 
numerical noise increase the DOFs further. The efficient parallel computing method for large-
scale finite element analysis (FEA) that we have been studying is the iterative substructuring 
method in the form known as the domain decomposition method (DDM) based on the iterative 
method [2]. It is expected to obtain scalable parallel efficiency on distributed memory parallel 
computers with the implementation of a Hierarchical Domain Decomposition Method (HDDM) 
[3]. The HDDM has been applied to the large-scale FEA of electromagnetics, and high-frequency 
electromagnetic field problems have been solved with 130 billion DOFs [4]. As the next step, a 
parallel coupled analysis is considered. In this presentation, the numerical human body model 
involving 220 million DOFs is analyzed in the parallel environment. 
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As a new generation of CFD scheme for complex hydrodynamics problems, the SPH (Smoothed 
Particle Hydrodynamics) numerical method was developed in the late 1970s. After being 
subsequently tailored to the modelling of elastic media, particularly for the calculation of the very 
large strains and the fracture phenomenon, it was repeatedly improved before being applied, as of 
the early 1990s, first to weakly compressible hydrodynamics, then to strongly compressible[1] and 
truly incompressible[2] hydrodynamics. 
 
As an interpolation method, the accuracy of the SPH method often depends on the number of 
particles in the support domain. In theory, when the number of particles approaches infinity, the 
computational accuracy will be very close to reality. However, as an adaptive method, SPH has to 
run a large amount of computation at each time step, which is quite time-consuming and limit the 
development of the method[3]. 
 
This paper reports our high-performance smoothed particles hydrodynamics solver on distributed 
parallel computational system. In the solver, a highly efficient domain decomposition method based 
on multi-section division and the sampling method was proposed which could make the distributed 
computing system achieve load balancing with negligible work. For the search for neighbouring 
particles, an algorithm called Hashed-Tree Method was implemented to accelerate the initialization 
of the hierarchical data structure with well parallelization. The actual performance of the solver 
was assessed in detail through numerical simulations at various scales. Not only the weak scaling 
performance could be almost linear speed up but also high efficiency is achieved for strong scaling 
tests. 
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The domain decomposition (DD) method is a powerful parallel computing technique for finite element
analysis of solid mechanics problems at large scales. Although various DD methods have been proposed
so far, the present study uses the balancing domain decomposition (BDD) method [1] and the BDD with
diagonal scaling (BDD-DIAG) method [2].

In the DD methods, the analysis model should be decomposed into subdomains for parallel comput-
ing, before the linear system of equations is solved. In many solid mechanics problems, the analysis
model does not change throughout the analysis with time steps. This means that the analysis model is
decomposed only once at the beginning of the analysis. However, in some problems such as severely
large-deformation problems, crack propagation problems and machining problems, regeneration of the
domain-decomposed analysis model is necessary at every time step or every few time steps.

Furthermore, one can find another type of problem that is the focus of the present study. In this type,
the analysis model involves inactive elements that are finite elements having zero stiffness. For example,
multi-pass welding analysis and additive manufacturing analysis use the inactive elements to model the
region to be solidified. Moreover, in damage analysis, the inactive elements can be found when the
damage variables reach unity. For these problems, we adopted the one-time decomposition approach,
in which the DD process is performed once at the beginning of the analysis. To adopt this approach,
we need to formulate an implementation method to constrain floating degrees of freedom caused by the
inactive elements.

In the present study, we present an implementation method for the BDD and BDD-DIAG solvers with
the inactive elements. Moreover, its applications to damage analysis and/or metal additive manufacturing
analysis will be demonstrated in the presentation.
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Incorporation of a set of linear multipoint constraints (MPCs) in finite element analysis is important 
for performing realistic structural simulations. Miyamura[1] proposed a method to incorporate 
MPCs into the balancing domain decomposition (BDD) method (BDD-MPC method).  
 
In the mortar finite element method, constraints to connect structural components are imposed in a 
weak form with a surface integration. The constraints can be represented by Lagrange multipliers 
that are interpolated using a set of shape functions. In the dual Lagrange multiplier method[2], the 
Lagrange multiplier is interpolated using a set of biorthogonal shape functions. After the surface 
integration for the constraints is conducted, a constraint matrix with respect to nodal displacements 
is obtained, that is, the constraints in a weak form are represented as a set of MPCs. In general, 
mesh patterns of two surface patches of two meshes to be connected are inconsistent. Sando et al.[3] 
proposed a method that uses integral cells generated by triangulation on the constraint surfaces for 
the integration of the weak form. In this study, the Gauss integration is performed in square cells 
called background cells, which are arranged in a grid pattern. The pattern is independent of the 
mesh patterns of two patches to be connected. 
 
Examples of simple assembly structures whose constraint conditions in weak form can be 
integrated using only one cell were presented in the previous study[4]. In this study, examples of 
constraint conditions that are integrated using multiple cells are shown. The analyses are performed 
using the BDD-MPC method, and the convergence properties of the method are also investigated. 
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Until now, we have considered the Balancing Domain Decomposition DIAGonal scaling (BDD-
DIAG) preconditioner as a preconditioner of non-overlapping domain decomposition analysis of 
3-dimensional magnetostatic problems taking the magnetic vector potential as an unknown function. 
One interesting fact is that the direct solver can be used in many cases for solving the coarse 
problem in BDD-DIAG. In this paper, we show a sufficient condition for positive-definiteness of 
the coarse matrix in BDD-DIAG of a perturbed maganetostatic problem. Though our numerical 
results are got in many cases of the original magnetostatic problem, we mainly consider the well-
known perturbed problem in this paper. A conjecture is also given for the original magnetostatic 
problem. 
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Online control and prediction of controller behaviour is often a tricky issue, especially when it 
comes to sensitive tasks requiring control within few milliseconds. Previous works used dynamic 
mode decomposition approach (DMD) to build a digital twin, learning therefore a stable correction 
and integrator of the controller [1]. Moreover, regularization is used to train a stable time integrator 
using DMD method. 
 
On the other hand, DMD can be extended to nonlinear settings, where DMD is trained locally, 
which leads to the need of training multiple local integrators and then select the most appropriate 
in operation depending on the location in the phase space.  
 
In this work, we train a non-linear integrator, using machine learning techniques and recurrent 
neural networks. Multiple models are trained and used in this work. The result is first a real-time 
controller behaviour prediction in fraction of milliseconds. Second, a stable real-time integrator is 
trained to perform real-time controller simulations. Both models are tested against data sets never 
used in the training.  
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The complexity associated with geometrically parametrised flow problems represents a limitation to the
application of conventional, or high-fidelity, techniques. On the other hand, on such applications reduced
order models (ROM) show great potential, allowing for the efficient solution of complex systems. This
work presents a hybrid strategy to build a reduced model applicable in industrially-relevant applications.
The methodology combines data-driven and projection-based techniques. It consists of constructing
the reduced basis by means of the well-established proper orthogonal decomposition (POD) [1], and a
Galerkin projection of the Navier-Stokes problem for the evaluation of the parametric coefficients. The
eddy viscosity, and in effect the turbulent contribution is approximated via an interpolation scheme, i.e.
POD-I, significantly improving the versatility of the methodology.

Aiming towards industrial applications, this work considers the most commonly-employed method-
ologies, i.e. the Finite-Volume Method (FVM) and the Reynolds-Averaged Navier-Stokes equations
(RANS). For improved implementation, the sampling procedure and the calculation of the reduced oper-
ators in the offline phase use OpenFOAM’s [2] open-source libraries, while the data separation and the
online problem are solved using Python.

Finally, the capabilities of the proposed strategy are tested by approximating the turbulent flow around
a NACA aerofoil with parametrised angle of attack, expanding the work presented in [3] to turbulent
problems.
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Those last years have seen a growing maturity in optimization tools, particularly 
topological optimization [1]. Nevertheless, those methods do not take the accumulated knowledge 
of industrial manufacturers into account. Moreover, they face substantial limitations to include all 
the various constraints that govern the realization of industrial products. 

We wish to ally discovery tools from IA and optimization ones in this project. A key 
question is that the amount of design of a given industry is very low and thus it is not possible to 
use deep-learning approaches for this purpose. Therefore, among the possible tools we have 
elected those allowing to infer, if possible, a reduced manifold of the existing design. If the latter 
is of low dimension optimization my then be performed in this manifold. The second question is 
what type of descriptors and classification are the most appropriate to perform the dimension 
reduction  and to interpolate properly within the existing design. Those tools combine reduced 
modelling and manifold learning approaches (like Locally Linear Embedding) [1], geometrical 
characterization (Level set [2]), Topological Data Characterization [3] and optimal transport [4]. 
Those tools are today of easy access through dedicated libraries. 
Those basic concepts will be illustrated with 2D examples mimicking bumpers. At the present 
stage, it seems that we are capable of defining the geometrical manifold of bumpers and 
interpolate following the manifold. We are looking to incorporate mechanical information such as 
von Mises maps to enrich the description of the manifold.  
Our present focus, which we hope to be able to illustrate during the conference, is to make use of 
the enriched manifold to be able to optimize along the variety of “validated design’, that is, to 
create know-how optimization tools. 
 
Acknowledgements: O. Allix would like to thank the French National University Council and 
ENS Paris-Saclay for supporting his sabbatical at UPV, which made it possible to closely interact 
with the colleagues from I2MB-UPV. 
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A hybrid model combining the Finite element method (FEM) and neural network is introduced 
for forward and inverse problems. The model uses the discretized form of the governing equation 
as the loss function of the neural network. As mentioned above, the requirement for the target 
variable for the neural network's training is avoided, resulting in an unsupervised learning 
approach. The hybrid model falls in informed machine learning [1] and introduces a new 
direction to combine FEM and neural network. 
  
The proposed hybrid model can create a surrogate model for forward solving of Partial 
Differential Equations. The FEM will provide the discretized system matrix and force vector, 
whereas the neural network predicts the solution vector. The matrices, along with the prediction, 
are used inside the loss function of the neural network. The calculated loss is backpropagated 
through the neural network to optimize the network parameters. A digital twin can use such 
trained networks for real-time simulation.  
  
The same algorithm can be used for inverse problems as well. The unknown parameters are 
modeled using a neural network and assembled to the system matrix using FEM principles. Using 
the measured response and known forces, a similar loss function as that for the forward problem 
is formulated and backpropagated to optimize the parameters of the neural network. The trained 
neural network can then be used as the model for unknown parameters of the model.  
  
Both the forward and inverse problems are demonstrated with the examples. Forward solving is 
demonstrated for the wind load on a high-rise building [2]. The application of the surrogate model 
is shown with the help of an uncertainty quantification problem using the Monte-Carlo method.  
  
The inverse problem is demonstrated in finding the bearing parameters of fluid bearing in a rotor 
dynamics problem. The speed-dependent stiffness coefficients of the fluid bearing are modeled 
using a neural network and trained using the vibration measurement and known unbalance in the 
test rig. 
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Deep learning-based artificial intelligence success in computer science has encouraged many authors to
transfer this new technology to the physical simulation field. The challenging task of those research lines
is to adapt state-of-the-art deep learning tools into physics and engineering, two disciplines with centuries
of experimental and theoretical background. In our work, we develop a deep learning framework to
predict the evolution of complex physical systems using that knowledge in a form of several inductive
biases, which guide the learning algorithm to find the physically consistent target function.

The first inductive bias enforces the metriplectic structure of dissipative dynamics via the GENERIC
formalism [1]. This formulation imposes the physical consistency by using thermodynamics, describing
the system as a sum of a conservative term (related to conservative energy and Hamiltonian mechanics)
and a dissipative term (related to entropy and the irreversible physics of the system). Furthermore, the
degeneracy conditions of this formulation ensure the energy conservation and the entropy inequality,
fulfilling the first and second laws of thermodynamics respectively.

Learning this specific mathematical structure is a challenging task for a standard neural network, as phys-
ical systems may have complex local interactions based on geometrical constraints. Thus, we develop a
graph-based architecture to take advantage of the structured mesh information and make computations
over the topology of the domain [2]. The use of geometric deep learning is also convenient for intro-
ducing symmetries to the problem, such as permutation or translational invariance, which decrease the
data consumption of the method. The combined use of the metriplectic and geometric bias is tested with
several nonlinear examples of solid and fluid mechanics.
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Soon after the widespread interest in applying deep learning technology to the field of computational
mechanics appeared, our community has realized that it is of utmost importance to enforce the fulfillment
of physical laws to guarantee that the obtained predictions comply to the physical reality. In general, this
is done through the employ of inductive biases of various types.

In some of our previous works [1, 2] we have employed the enforcement of the metriplectic structure of
dissipative problems through the so-called GENERIC formalism [3]. Using GENERIC as an inductive
bias ensures the satisfaction of the first and second principles of thermodynamics (conservation of energy
in closed systems and non-negative entropy production, respectively). This enforcement is done in a soft
way in our works, although recent approaches to the same problem have chosen to do it in a hard way
[4, 5].

In this work we will discuss about the statistical mechanics of machine learning, the implications of
choosing GENERIC as the inductive bias and the appealing of the results it gives.
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The capability of solid oxide fuel cell (SOFC), which generates electricity using hydrogen as a fuel, is
determined by not only the electrochemical performance but also the mechanical durability, for which
predicting the transient nature of the electrochemical potentials is of paramount importance. To this
end, Terada et al.[1] and Muramatsu et al.[2] proposed the numerical analysis method to evaluate the
time-varying electrochemical potential distributions under various start-and-stop control environments.
However, due to the highly nonlinear behavior such as the environment-dependent physical properties,
fairly fine time step should be taken to stably obtain the results with high accuracy.

To overcome this issue, we propose a method of surrogate modeling with proper orthogonal decompo-
sition (POD) that is capable of predicting the non-stationary distributions of electrochemical potentials
in an efficient way. First, a series of offline numerical analysis is carried out under various target con-
ditions taken, e.g., for design purposes. Second, POD is applied to the obtained data matrix that stores
all the results following certain rule of thumb to represent each simulation result by a linear combination
multiplied by the corresponding coefficients. Third, the coefficients are interpolated within the param-
eter space specifying the prepared analysis conditions to construct the surrogate model that enables us
to realize online numerical analysis under an arbitrary condition. A representative numerical example is
presented to demonstrate the capability of the constructed surrogate model, and for verification purpose
the predicted results are compared with some of the offline analysis results that are not contained in the
original data matrix used for POD.
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In reinforcement learning (RL), an agent learns from the contact with the environment to per-
form a certain task. Such systems generalize experiences so that previously acquired knowledge
is employed in new, but similar, goals. Model-based reinforcement learning helps to predict
the output of actions based on simulations. In this scenario, the bottleneck of the approach
is the model’s accuracy to match reality. The correction of the model can be part of the RL
optimization to learn an appropriate replica of the world.
We introduce a RL approach to correct fluid dynamics from the interaction with reality. We
propose as a source model a data-driven physically informed digital twin of a glass full of a
liquid based on the GENERIC formalism [1][2] to ensure the thermodynamical consistency of the
simulation. The integration is performed in realtime from the solely evaluation of the free surface
of the liquid, detected by computer vision techniques. From its study with recurrent neural
networks we unveil the not measured information of the dynamics to perform the simulation.
The digital twin becomes a hybrid twin that learns to correct the deviations in the free surface
reconstruction to maximize the similarity with the ground truth. The error is backpropagated
through only a few activated layers of the whole architecture to preserve the patterns and useful
insights already learnt from full field information. As a result, the reduced order space and the
simulator are both adapted to the new, computational and real, liquids perceived.
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The Reissner-Mindlin plate theory is attractive as it considers shear deformations through the 
thickness of a plate that can be applied to a broad range of engineering structures. However, it 
also suffers from the notorious “shear locking” when the plate thickness approaches the 
Kirchhoff limit. In the meshfree method, the employment of the nodal smoothing technique, as 
well as the higher-order reproducing kernel (RK) approximation, can easily satisfy the bending 
exactness (BE) and Kirchhoff mode reproducing condition (KMRC), which leads to a locking 
free meshfree solution [1]. Nevertheless, it is computationally inefficient due to the introduction 
of the smoothing cells and the larger kernel support size. To address this issue, in this study, we 
present a bending consistent Galerkin formulation that aims to fulfill the BE and KMRC 
efficiently. We first utilize the idea in the variationally consistent integration (VCI) [2] to 
correct the test function such that the residual of BE is automatically minimized. In this way, 
the smoothing procedure is bypassed, which speeds up the simulation. Then, to enable the use 
of a smaller support size, we introduce the quasi-consistent approximation technique in [3] with 
proper error control to avoid the moment matrix singularity in the RK approximation when a 
quadratic basis is used with smaller support size. In this way, the RK approximation still meets 
the KMRC, but the approximation construction is more efficient. For the stabilization of low 
energy instability in the proposed nodal integration framework, a variational multiscale 
stabilized (VMS) method [4] is used to eliminate the spurious oscillatory modes. The proposed 
framework is validated by solving various numerical examples, and the numerical results are 
locking-free and are more efficient than the conventional approaches. 
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[1] Wang, D., & Chen, J. S. (2004). Locking-free stabilized conforming nodal integration for 
meshfree Mindlin–Reissner plate formulation. Computer Methods in Applied Mechanics and 
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In this research, a stable and efficient meshfree/infinite element approach is introduced for 
solving a half-space with a heat source. The non-Fourier heat equation is used to obtain the finite 
thermal propagation speed. The unbounded properties of the semi-infinite domain defined as the 
far-field are simulated by infinite elements [1, 2]. Utilizing the infinite elements can reduce the 
size of the numerical model to save computing time. For the near field, a nodally-integrated 
reproducing kernel particle method (RKPM) is used. Meshfree methods are friendly for avoiding 
mesh issues such as mesh entanglement and mesh distortion. The nodally integration method is 
used in this research, and this method usually provides poor accuracy and unstable results in 
meshfree methods. These issues have been addressed using the naturally stabilized nodal 
integration [3] and variational consistency conditions [4]. The responses without a self-oscillation 
frequency are investigated. In addition, corresponding analytical solutions have been derived in 
the frequency domain. Finally, some conclusions are made and discussed by comparing the 
results obtained with the corresponding analytical solutions.
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The conventional numerical methods in modeling nearly incompressible materials usually 
suffer from “volumetric locking.” Although the usage of the mixed formulation can 
alleviate the locking issue, the pressure oscillation occurs due to the violation of the LBB 
condition. Besides, low energy instability exists in conventional nodal integration methods 
in meshfree and mesh-based methods, such as SCNI [1] and SFEM [2]. This research 
develops a stabilized Galerkin mixed formulation within a one-point integrated framework 
for modeling nearly incompressible materials that bypass the abovementioned issues. The 
variational multiscale (VMS) formulation [3] is introduced to circumvent the low energy 
modes and LBB instability in the conventional Galerkin formulation. The multiscale 
decomposition of the variational equation results in a residual-based stabilized Galerkin 
framework. The derived fine-scaled terms act as a stabilization that mitigates the hourglass 
instability and pressure oscillation. The strain smoothing and strain divergence smoothing 
method is employed to ensure the satisfaction of the integration constraint in the new 
Galerkin formulation. A series of numerical examples under the incompressible limit are 
examined to verify the effectiveness of the new formulation. In numerical testing, the 
proposed method outperforms other conventional stabilization approaches [4]. 
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The failure of electronic packaging often starts from the failure of solder. Solder balls are soldering 
materials used for chip-size ball-grid array package. The reason for the failure of the solder is that 
when the solder ball is subjected to thermal loading, the thermal stresses concentration occurs at the 
solder boundary due to the coefficient of thermal expansion (CTE) mismatches between different 
materials. This cyclic stress loading will produce irreversible deformations such as creep and plastic 
deformation. When the permanent deformation reaches a certain level, fatigue crack will propagate 
along the solder ball boundary and leads to failure. The current accuracy of evaluating the reliability 
of electronic packaging depends on the material constitutive model, finite element model and 
fatigue life prediction model. In this research, we use the optimized iso-geometric analysis (IGA) 
method for numerical simulation of thermal-mechanical coupled problem. The IGA method uses 
non-uniform rational B-splines (NURBS) as the shape function, which is a combination of B-spline 
and weight coefficients. In computer-aided design, due to the introduction of weights used to 
describe irrational functions, NURBS can accurately describe the geometry of solder balls. 
Compared with the finite element method, the IGA method can reconstruct the geometric field with 
fewer points. In the physical field, we introduce the optimization method, which treat both control 
values and weights as nodal variables. Therefore, we proposed an alternating iteration scheme, 
which uses the Galerkin weak form of governing equation to solve the control values, and then we 
update the weights by the least square method and Newton's method. The control values should 
also be updated for the new weight functions to obtain better physical solution. The constitutive 
equation used in this research is Anand model [1]. Anand model is mainly used to describe the 
nonlinear deformation behavior of solder balls. To calculate the Anand model, nine parameters 
must be determined and its stress and deformation resistance must be nonlinearly iterated [2]. 
Thermal fatigue refers to a progressive degradation of a material due to cyclic fluctuations in 
temperature. The fatigue model we chose is Coffin Manson’s plastic strain-based model to predict 
low cycle fatigue, and Basquin’s elastic strain-based model to predict high cycle fatigue. The results 
of this research found that the IGA method can reconstruct geometric and physical fields with fewer 
points than finite element method. Since there are fewer points, the calculation time can also be 
reduced. 
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We develop a framework for finite volume radial basis function (RBF) approximation of a function 
u on a stencil of mesh cells in multiple dimensions.  The theory of existence of the approximation 
is given. In one dimension, as the cell diameters tend to zero, numerical evidence is given to show 
that the RBF approximation converges to u to the same order as a polynomial approximation when 
the RBF is infinitely differentiable.  Specific multiquadric RBFs on stencils of 2 and 3 mesh cells 
are proven to have this convergence property. A two-level RBF based weighted essentially non-
oscillatory (WENO) reconstruction with adaptive order (RBF-WENO-AO) is developed. WENO-
AO reconstructions use arbitrary linear weights, and so they can be developed easily for RBF 
approximations, even on nonuniform meshes in multiple dimensions. Following the classical 
polynomial based WENO, a smoothness indicator is defined for the reconstruction.  For one 
dimension, the convergence theory is given regarding the cases when u is smooth and when u has 
a discontinuity.  These reconstructions are applied to develop finite volume schemes for hyperbolic 
conservation laws on nonuniform meshes over multiple space dimensions. The focus is on 
reconstructions based on multiquadric RBFs that are third order when the solution is smooth and 
second order otherwise, i.e., RBF-WENO-AO(3,2). Numerical examples show that the scheme 
maintains proper accuracy and achieves the essentially non-oscillatory property when solving 
hyperbolic conservation laws.  
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    In this study, a meshless numerical model, based on ghost point method and domain 
decomposition method (DDM), is proposed to analyze large-scale engineering problems. The ghost 
point method is one of the newly-developed meshless methods, which can avoid the time-
consuming tasks of mesh generation and numerical integration. The ghost points method adopted 
the concept of ghost points to improve the conventional Kansa’s method by separating the 
collocation points and the source points and extending the source points to a covering domain 
region. As a result, this simple process of the ghost point method can significantly increase the 
stability and accuracy of the Kansa’s method. In order to determine the optimal shape parameter of 
the radial basis function, the modified Franke's formula and the leave-one-out cross-validation 
(LOOCV) algorithm are adopted in this study. However, the full-populated system of linear 
algebraic equations in the ghost point method limits the applicability to solve large-scale 
engineering problems. In this study, the ghost point method cooperates with the DDM to reduce 
the requirements of huge computers resource when the large-scale engineering problems are 
considered. Several numerical examples will be provided to verify the feasibility, accuracy, and 
stability of the ghost point method combined with the DDM to solve large-scale engineering 
problems. 
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Smoothed Particle Hydrodynamics(SPH) and Moving Particle Simulation(MPS), which are both mesh-
free particle method with the Lagrangian description, have high potential for simulating free-surface
flows. Both SPH and MPS have weakly incompressible and incompressible schemes, but weaknesses
may remain especially in the second-order differential model with Laplacian operator and mixed deriva-
tives. Although the gradient operator in SPH uses a renormalization to overcome the weakness in the
case of non-uniform particle distribution, the conventional Laplacian operator in both SPH and MPS
loses accuracy in the case of non-uniform particle distribution.

Recently, the Least-Square MPS(LSMPS) [1] gives consistent higher-order differential operators, and
the convergence profiles of these operators show good results not only for uniform particle distributions,
but also for non-uniform particle distributions. A similar corrections for Laplacian and mixed derivative
operators in SPH have been proposed by Fatehi and Manzari [2] and Lian et. al. [3], but there is no clear
discussion of their similarities and differences.

In this study, we reformulate the second-order derivative operator including the Laplacian and the mixed
derivative using the consistency of the Taylor expansion in order to preserve the predicted truncation
error. The convergence of the Laplacian and mixed operators is verified for several influence radii of
SPH, and the relationship between the existing and proposed models is shown.
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A two-way coupling method of the three-dimensional (3D) isogeometric approach and the least-
square moving particle semi-implicit method (LSMPS) is presented for handling the fluid–
structure interaction problems. This method takes advantages of isogeometric analysis (IGA) for 
structure deformation, e.g. the exact representation of the structure geometry and high accuracy 
for solution fields with relatively few elements, and that of the LSMPS method for fluid flow, e.g. 
its consistent discretization for both internal particles and boundary conditions. When the fluid is 
solved by the LSMPS method, the NURBS (Non-Uniform Rational B-Splines) surfaces provide 
boundary conditions for the LSMPS method. Afterward, the pressure on the NURBS surface is 
first evaluated from the pressure and the corresponding derivatives at the LSMPS particles by 
using the Taylor series expansion, and then integrated to determine the pressure force at the 
virtual points on the NURBS surface by using the Newton–Cotes method. Subsequently, the 
pressure forces at the virtual points are distributed onto the control nodes (i.e. control points) of 
the IGA elements so that the structure deformation can be analyzed by using the IGA method. 
The coupling algorithm is based on a Lagrangian framework and can handle the boundary 
conditions and the fluid–structure interactions accurately and easily. Finally, three examples, i.e. 
fluid flowing in a rigid pipe, fluid-tank, and fluid-torus interactions in the elastic regime, are 
simulated to demonstrate the accuracy and validity of the proposed coupling method.  
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The moving particle semi-implicit method (MPS) is a mesh-free particle method, which has 

great advantages in dealing with large deformation problems due to the Lagrangian nature. 
However, for the MPS method, the neighbor particle list is updated in each time step, thereby 
resulting in extensive calculation. Given the significant increase of particle number for the 3D 
simulation, the high computational cost of the original MPS method limits its application in 
handling the 3D axisymmetric problem. To improve the computation efficiency of the particle 
model, scholars have explored the axisymmetric model suitable for the smoothed particle 
hydrodynamics (SPH) method. These axisymmetric SPH models [1] have been proved to have the 
ability to significantly reduce the calculation cost. Nevertheless, an axisymmetric model applicable 
to the MPS method has not been published in the literature.  

 In this study, a multiphase axisymmetric-MPS model based on the Cartesian coordinate 
system was developed to deal with 3D axisymmetric problems. In the proposed model, as shown 
in Fig. 1, the virtual rotating particles are applied to supplement the neighbor particles of the 
particles of the 2D plane for considering the hoop stress and the Langrangian interpolation 
characteristics. The divergence, gradient, Laplace operator, and PPE models are re-established to 
consider the interaction among virtual rotating particles and rotating surface particles. To test the 
accuracy and stability of the model, the case of the cylindrical capillary jet breakup [2] is simulated. 

 

 

 

    Fig. 1. The initial particle distribution of  the 
axisymmetric-MPS model 

Fig.2.  Comparison of the present instantaneous 
interface with reference results[2] (red line) 

The initial configuration of the long cylindrical capillary jet details in Ref. [2]. At the density 
ratio 2 1/  = 0.8, the disturbance wave number k = 0.7, viscosity ratio 2 1/  = 0.01, and Reynolds 
number Re = 1, Fig. 2 shows the instantaneous interface of the capillary jet in the 2D rotating axial 
section simulated by the method proposed herein. The good agreement shown in Fig. 2 indicate 
that the perfect reproduction of the procedure of the capillary jet breakup tests the accuracy and 
stability of the model. 
Key Words: Particle method, Axisymmetric-MPS, Multiphase, Virtual rotating particles  
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In this study, we propose a method to achieve strongly coupled calculations of incompressible 
fluids and rigid bodies using the particle method. The proposed method is based on the authors’ 
previous study [1] and adopts a velocity-based formulation and derives a linear complementarity 
problem as an equation to obtain the pressure due to the requirement that no attractive force is 
generated between particles. This linear complementarity problem is also used for contact 
between rigid bodies, and by solving the constraint conditions for incompressibility and contact 
between rigid bodies, as well as the constraint conditions for the interaction between rigid bodies 
and incompressible fluid in the same way, strong coupling between incompressible fluid and rigid 
bodies is accomplished. 
 
Furthermore, we introduce velocity-based constraint conditions that generalize the nature of the 
constraint conditions required to perform the strong coupling calculation using the same method, 
and propose a more flexible and versatile system for the strong coupling calculation that can be 
applied to other than incompressible fluids and rigid bodies. 
 
In order to validate the method, we show examples of calculations performed to confirm that the 
method correctly calculates the behavior of a rigid body, the behavior of an incompressible fluid, 
the interaction between a rigid body and an incompressible fluid, and the strong coupling. The 
examples include calculations for scenes consisting only of rigid bodies, hydrostatic pressure 
calculations, calculations for dam break problems, and calculations for buoyancy forces, etc. 
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Particle methods are well-suited to model complex fluid phenomena such as multiphase and free-surface
flow. In recent years, several successful multi-resolution particle implementations have been proposed
based on prescribed high- and low-resolution sub-domains. However, speed-ups are limited for many
applications, such as for multiphase and free-surface flows, where the high-resolution regions are moving
in time.

In this study, an adaptive multi-resolution scheme is considered based on error estimation. Specifi-
cally, the error estimation is defined by the local truncation error for the LSMPS spatial discretization
of velocity. In [1], particles were resized based on the error estimation. This technique gave accurate
and stable results for a two-dimensional rotating cylinder problem with a small clearance. However,
the application is limited to when the critical regions changes slowly in time. To increase applicabil-
ity, particle addition and removal schemes have been incorporated to handle faster resolution changes.
To reduce pressure fluctuations, particle addition and removal occur over several time-steps by using a
time-dependent weight function. Its performance has been evaluated for Karman vortices.

Time-marching schemes for particle methods are seldom fully implicit. Therefore, the time-step length
is typically restricted by the smallest particle sizes. To handle this issue, time-step length restrictions are
applied to the fluid particles individually. This enables the use of longer time-step lengths for most parti-
cles. The main challenge with the multi-time-stepping is the implicit pressure calculation at intermediate
time-steps when not all particles are updated. In this study, the pressure is either assumed to be constant
during a time-step or that only the low-frequency part of the pressure field changes. The latter option can
be implemented by using a multigrid solver with high-frequent smoothing only over updated particles.
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[1] Södersten A., Matsunaga T., Koshizuka S., Hosaka T., Ishii E., Adaptive resizing-based multi-
resolution particle method, https://doi.org/10.1299/mej.21-00309 (advance publication).

1034



Analysis on molten material spreading behavior with Moving Particle Hydrodynamics methodRyo Yokoyama

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Analysis on molten material spreading behavior with Moving Particle 
Hydrodynamics method 

 
Ryo Yokoyama1*, Masahiro Kondo2, Shunichi Suzuki3, and Koji Okamoto4 

1 Univ. Tokyo, 7-3-1 Hongo Bunkyo-ku, Tokyo 113-8654, Japan, yokoyama@vis.t.u-tokyo.ac.jp  
2 AIST, 1-1-1 Umezono, Tsukuba, Ibaraki 305-8568, Japan, kondo.masahiro@aist.go.jp  

3 Univ. Tokyo, 7-3-1 Hongo Bunkyo-ku, Tokyo 113-8654, Japan, s_suzuki@n.t.u-tokyo.ac.jp 
4 Univ. Tokyo, 7-3-1 Hongo Bunkyo-ku, Tokyo 113-8654, Japan, okamoto@n.t.u-tokyo.ac.jp   

 
Key Words: Particle method, Melt spreading, Nuclear Severe Accident, Solidification,  
 
During a postulated nuclear severe accident, molten material called corium spread on the 

containment floor at Primary Containment Vessel (PCV). Moving Particle Hydrodynamics 
method (MPH method) [1,2] which is a new particle method has advantages to simulate the 
melting and solidification, where the solid and the liquid coexist. In this paper, the corium 
spreading behaviours were analyzed with the MPH method.  
 The 2 different experiments were analyzed with the MPH method. The calculation geometry was 
summarized in Fig.1. In Fig.1 (a), the low-viscosity molten metal discharged from the vessel and 
spread on the stainless plate with a flat surface. In Fig.1 (b), the high-viscosity molten material 
spread on a ceramics plate.  
 The simulation result using the low-viscosity material was shown in Fig.2. The molten metal 
drastically spread in short time with a flat surface and the solidification started from the edge of 
the metal. The molten metal solidified in circle shape. Fig.3 is the results of the highly viscous 
spreading behavior [3]. Unlike Fig.2, the molten corium spread gradually on the ceramics 
substrate and solidified due to the radiation from the free surface. The results indicated that the 
MPH method was capable of simulating the corium spreading behavior in the nuclear severe 
accidents.  

 
Fig. 1 Calculation geometry Fig. 2 Melt spreading with low-viscosity Fig. 3 Corium spreading with high-viscosity 
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Nowadays, energy and resource saving is significantly required in order to realize a sustainable 
society. In that context, fluid film lubrication of machine elements such as bearings, which leads 
to smooth movement by avoiding metal-to-metal contact and wear, is essential to operate a 
mechanical system in well-functioning conditions. As for the fluid film lubrication, lowering 
friction loss and extending bearing life are strongly demanded for the sake of energy and resource 
saving. The straightforward approach is to achieve the fluid film lubrication with small amount of 
lubricant to reduce stirring and sliding friction losses in bearings. Therefore, it is important to 
understand and predict the detail of lubricant behaviour and distribution in an entire bearing. And 
the computational fluid dynamic (CFD) is expected to be a promising approach to realize that. 
 
Considering practical machine elements such as bearings, a meshless, Lagrangian, particle-based 
method is considered to be a promising approach since it is more suitable to model free surfaces, 
moving or deforming boundaries, multi-phase flows, and complex geometry than the 
conventional grid methods such as the finite volume method. In this study, a physically consistent 
particle method, the moving particle hydrodynamics (MPH) method,[1] was applied to the 
fundamental fluid lubrication problems: the wedge film and the squeeze film in order to confirm 
its capability. The compressible version of the MPH method, so-called MPH-WC,[2] was 
employed here. The computed pressure profiles induced in the wedge and squeeze films were 
validated against analytical solutions based on the classical Reynolds equations[3] and good 
agreements were confirmed.  
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Background and Objective 

For capturing the complicated dynamics of surface, Moving Particle Semi-implicit (MPS) 
method has been increasingly utilized in diverse fluid problems. As one of the major types of 
methods to model surface tension, potential model [1][2] has been widely applied to the relatively 
complex surface dynamics thanks to its simplicity and stability. Recently, a new potential model to 
consider the “interface tension” between fluid-fluid interface as well as ordinary surface tension 
has been developed [3]. However, in the preceding potential models, the potential force acts not 
only on the surface/interface particles, but also on the particles inside the fluid bulk, leading to 
“particle clumping” involving the unrealistic hindering of fluid flow. Moreover, the preceding 
potential models require surface tension coefficients of fluids even when only fluid-fluid interface 
is considered, and no surface exists [3].  

In this study, a new potential model has been developed for the fluid problem involving 
only interfaces, and no surface. With this model, potential force acts only on the particles on the 
vicinity of interfaces, avoiding the particle clumping and unnecessary requirement of surface 
tension coefficients of each fluid. 
 
Developed Method and Validation 

Based on the methodology proposed by Kondo et, al. [2], a new interface tension model 
with a new concept of “interface potential” has been introduced. The interface potential is defined 
only effective when particle i and its neighbor particle j belong to different fluid phases and is 
calculated with a coefficient determined only by the interface tension coefficient between these two 
phases. In this way, the potential force, which is derived as the negative of spatial derivative of 
interface potential, acts only on the particles on the vicinity of the interface of different phases. 

The current model has been validated against the Taylor’s shear flow problem and the result 
has been compared with the Zhu’s existing interface potential model [3]. Since Zhu’s model require 
surface tension coefficients of each fluid, which theoretically does not influence the prediction of 
Taylor’s shear flow problem, they were determined arbitrary. However, in Zhu’s model, the 
particles of the fluid bulk clumped due to the attractive force calculated by arbitrarily determined 
surface tension coefficients, leading to the failure to correctly model the influence of interface 
tension. On the other hand, the current model, which is based only on the interface tension 
coefficient, does not involve such particle clumping and the result relatively agreed with theoretical 
value.  
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Abstract: Based on the moving particle semi-implicit method (MPS), an elastic structure model 
and coupled solvers for fluid structure interaction is developed. The elastic structure model adopts 
Lagrangian kernel function and is discretized in Lagrangian system to ensure that the simulation 
process is more in line with the physical reality and avoid tensile instability. And Euler kernel 
function is used in fluid calculation. The fluid-solid coupled process is realized by sharing the load, 
velocity and position information of the solid boundary. The developed models are verified by the 
free oscillation of cantilever beam, violent sloshing test and dam break with elastic gate. 
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Operators of the V-bending process have sometimes been injured because of broken pieces of a 
die. To prevent this accident, a structure of the die that is tough to break is required. In the 
previous study [1], we performed parametric studies of the V-bending die with a hole using the 
Coupling-Matrix-Free Iterative s-version FEM (CMFI s-FEM) [2]. In this method, because the 
mesh for the whole analysis domain and the mesh in the vicinity of the hole were created 
separately, it was not necessary to perform remeshing in a parametric study of the hole 
coordinates. However, there were two issues. The first one was computation time. Such 
parametric study needs several hundred thousand cases of analyses. Thus, the analyses took a 
very long computation time. The second issue was that it required a considerable amount of effort 
to perform the analyses manually. 
 
In this study, to overcome these issues, we developed a parallel parametric analysis system. We 
implemented this system based on the Message Passing Interface (MPI), to perform a parametric 
study on a distributed-memory parallel computer such as supercomputers and PC clusters. In the 
parallel parametric analysis system, each analysis with a parameter such as the coordinates of a 
hole is assigned to an MPI process. Every analysis in the parametric study is computed 
completely in parallel. 
 
A structure with a hole was analyzed for a demonstration of the parallel parametric analysis 
system. The shape of the hole was assumed to be an ellipse. As parameters of the parametric 
study, the central coordinates, the semi-major axis, the semi-minor axis and the angle of the 
elliptical hole were used. We evaluated the parallel performance, the computation time, and the 
convergence performance of the iterative solver of the parallel parametric analysis system based 
on CMFI s-FEM. 
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In case where a train travels on the snow covered tracks, snow accretes to train bogies and grows 
up. When the accreted snow drops off the train bogies, it might damage the railway ground 
facilities along the tracks, the train devices, etc. To establish countermeasures against such snow 
accretion damage, we have developed a snow accretion analysis method in order to understand 
the snow accretion process.  
 
The “snow accretion analysis method” developed by this research consists of an “airflow 
calculation”, a “trajectory calculation” and a “snow accretion calculation”. In the snow accretion 
analysis method, airflow velocity is obtained by the airflow calculation, trajectory of flying snow 
particles is calculated by the equation of motion for gravity and drag using the airflow velocity, 
snow accretion determination for objects is performed by the snow accretion calculation. When a 
certain amount of snow accretes to the objects, the accretion shape was suitably taken into 
consideration in the airflow calculation. We calculate again the airflow velocity using the updated 
accretion shape and the snow accretion growth using the updated airflow velocity.  
 
In the snow accretion calculation, the theoretical principle is not yet established in the snow 
accretion phenomenon, and there are many unexplained parts. Therefore, in this research, we are 
developing the snow accretion determination algorithm by the experimental method. It has been 
confirmed by the snow accretion experiment that the snow accretion shape has a snow accretion 
angle according to the speed and property of the flying snow particles. In order to incorporate 
these experimental results, a snow accretion determination algorithm by the velocity and collision 
angle of the flying snow particles have been developed. 
 
In this research, two kind of validations are performed using a snowfall wind tunnel. First, a snow 
accretion analysis on a cubic model is performed, and it was confirmed that the snow accretion 
analysis reproduces the snow accretion experiment with a relative error of 6%. Next, each snow 
accretion analyses on two railway car-body models are performed, and it was confirmed that the 
snow accretion distributions were similar with the experiments. As this result, it became possible 
to consider places and causes where snow accretion occurs for the railway car-body models by 
the snow accretion analysis. 
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A novel computational method incorporating the F-bar projection method into extended B-spline-
based implicit material point method (EBS-MPM) is proposed to avoid not only volumetric locking 
but also stress oscillations. MPM with the standard B-spline basis functions is capable of 
suppressing the cell-crossing error caused by particles crossing background grid boundaries and 
reducing the quadrature error. Furthermore, EBS-MPM enables us to avoid both stress oscillations 
arising from inaccurate numerical integration and ill-conditioning of their resulting tangent stiffness 
metrices thanks to extended B-splines (EBS) which are active on the background grid containing 
smaller number of material points than interior ones. In addition, boundary conditions are imposed 
arbitrarily by the application of the Nitsche’s method, while the capability of conventional MPMs 
is limited [1]. Although the applicability of EBS-MPM to nearly incompressible and plastically 
incompressible material problems was investigated, it has been confirmed that volumetric locking 
was avoided by higher-order EBS, but stress oscillation was not [2]. Various countermeasures 
against incompressibility have been proposed, but incompressible constraints are interpolated by 
basis functions lower than those for displacement in most of them. Since higher-order EBS are 
preferably utilized to suppress the cell-crossing error in EBS-MPM, it is necessary to reduce the 
order of basis functions appropriately. Therefore, we incorporate the F� projection method into EBS-
MPM in this study, which showed the efficacy to solve nearly incompressible problems with a pure 
displacement formulation using higher-order basis functions [3]. This is expected to be a novel 
stabilizing scheme for MPM which is able to avoid volumetric locking as well as stress oscillations 
due to incompressibility. In the presentation, several representative numerical examples are 
presented to demonstrate the performance of the proposed method. 
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The Discrete Element Method (DEM) models collision of particles as a spring-dashpot system[1]. The
eigen frequency obtained from the oscillation equation defines an upper limit of the time steps in DEM.
Since higher stiffness of the spring for accurately modeling the collision requires smaller time step,
DEM-based computations tend to require high computational cost. In other hand, the event-driven algo-
rithm, which adopts an impulse-based expression of the collision and solves all binary collisions by ana-
lytically determining the trajectory of particle motions, is developed in studies on molecular dynamics[2].
It represents the time evolution by varying time steps according to the collision events, and there is no
upper limit of the time steps for stability of computation such as DEM. However, the time steps become
zero when the collision frequency is very high. In addition, this algorithm has the inherent sequential
nature which prevents parallelization unless special implementation.
In this study, we propose Impulse-Based DEM (IB DEM). We locally applies the event-driven algorithm
to achieve stable and accurate simulation with relatively large time steps. Our proposed method deter-
mines the motion of each particle based on known values of its neighboring particles in the previous time
step, which are inside the local region centered on the particle. The event-driven algorithm is applied
to the calculation in the local region assuming that velocities of particles are constant in the time step.
Moreover, our proposed method can be parallelized because each particle is calculated independently.
We show results of analyzing bead mills by IB DEM.
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Extended B-spline-based implicit material point method [1] is developed for the coupling analysis 
of a saturated soil with the aim to simulate a collapse process of ground structure, which is mainly 
caused by seepage flow in a long time scale and involves transition processes from a solid to 
flowing mixture. The governing equations are formulated based on the full formulation [2] of the 
theory of porous media, in which primary variables are solid displacement, fluid velocity, and 
fluid pressure. This formulation realizes the simulation of pore fluid flow in a highly permeable 
porous structure as shown after collapsing the structure skeleton. The continuum body of the solid 
skeleton is discretized with a set of Lagrangian material points that possess the information of the 
solid and liquid. In order to improve the robustness and efficiency in comparison with the 
previous studies, we apply an implicit scheme enhanced by extended B-splines (EBS) [3]. At the 
same time, with the aim to weakly impose an arbitrary boundary condition of saturated soil, such 
as permeable/impermeable surface, Nitsche’s method is introduced with boundary points. Also, 
the stabilized method based on the variational multiscale method is utilized for the stabilization of 
the pressure fields without losing continuity characteristics of B-spline basis functions. Several 
numerical examples are simulated to demonstrate the performance and capability of the proposed 
method in stably solving the large deformation of solid skeleton and flow of pore fluid. 
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Simulation of severe accident in nuclear reactor involves multiphase flow phenomena with 
free surface or component interfaces. The moving particle semi-implicit (MPS) method [1] waives 
the topological mesh which has been extensively employed in multiphase simulation. In the 
traditional MPS method, the uniform-size particles are utilized, which leads to high computation 
cost when high spatial resolution is demanded in the region of interest, e.g., near the phase 
interfaces [2]. Meanwhile, a large number of wall particles are employed to model the wall 
boundaries, which further increases the computation resource. 

In order to improve the computation efficiency and accuracy, the multi-resolution method [3] 
and polygon boundary [4] are implemented into the MPS method. In order to accommodate with 
the non-uniform particle size, several basic models of the MPS method are modified, including 
particle effective radius, gradient operator model, Laplace operator model, and free surface 
identification model. Based on dam-break simulation, it is verified that utilization of multi-
resolution particles can capture more complex free surfaces. The polygon boundary eliminates the 
wall particles. The wall distance and background grid are introduced to calculate the contribution 
of the boundary to fluid particles. The zero-pressure gradient at the wall is realized with the virtual 
mirror particles about the wall. For the verification of the polygon algorithm, the static pressure in 
a water column is simulated. The discrepancy between the pressure at the monitoring point and the 
theoretical value is 6.25%. 

In this paper, potential force interface tension model [5] is improved to expand its application 
to multi-resolution particles. Four sets of coefficients are calculated when the particles are in two 
sizes, namely large-large, large-small, small-large, and small-small coefficient. After selecting the 
corresponding coefficient, the potential force can be calculated between fluid particles. Regarding 
the wall contact cases, temporary wall particles are set in the range of the effective radius of the 
particle. To verify the accuracy of the contact angle, a floating droplet is simulated which shows 
accurate prediction between fluids. In addition, the wall contact angle is simulated and the predicted 
value agrees well with the theoretical one. Therefore, the improved interface tension model can be 
applied to the multi-resolution simulation. 
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We propose an effective numerical method for simulating ocean waves based on a mesh-free 
particle method with a bottom boundary-fitted coordinate transformation. While particle methods 
such as the smoothed particle hydrodynamics (SPH) and the moving particle semi-
implicit/simulation (MPS) method have been applied to simulations of free-surface flows 
including tsunamis [1, 2], they have difficulty in handling curved boundary such as seabed. 
Though an existing study has proposed the curvilinear SPH [3], which adopts a coordinate 
transformation corresponding to bottom boundaries, the curvilinear SPH has mainly focused on 
simulation of inviscid flow ignoring the viscous term.  

This study proposes a bottom boundary-fitted coordinate transformation for the Navier–Stokes 
equations considering the viscous term. We adopt the explicit MPS method as a mesh-free 
particle method, where pressure field is explicitly computed instead of solving the pressure 
Poisson equation. We derive a mixed derivative model of the MPS method since the coordinate 
transformation of viscous term generates the mixed partial derivatives. Our proposed method 
including the derivative model is verified by the simulation of a hydrostatic pressure problem 
with round-shaped bottom. 
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The polymer industry is interested in free-surface flow of viscoelastic fluids. Normal stress 
differences cause unique behaviors known as Weissenberg effect and so on. In this study, a new 
particle method was developed to predict the behavior, free-surface flow under normal stress 
differences. Up to the present, a number of numerical methods haves been developed for free-
surface flows. In this study, the moving surface mesh-incorporated particle method developed by 
Matsunaga et al. [1] was used. In this method, the free-surface boundary can be more rigorously 
treated by using a surface mesh. The LSMPS scheme [2] was used as the spatial discretization 
method. Oldroyd-B model [3] was adopted as a viscoelastic model, with which an analytical 
solution can be derived for the test case considered in this study. 
 
To examine the accuracy of the proposed method, problems where the Weissenberg effect occurs 
were simulated. The Weissenberg effect, also known as rod-climbing effect, is a typical 
phenomenon of viscoelastic fluids. Surface shape computed by proposed method with coarse 
spatial resolution didn’t match the curve calculated by a finite element method in the previous study 
[4]. On the other hand, the shape computed with fine spatial resolution was close to the curve of 
previous study. Thus, it is implied that the result obtained by using the proposed method with the 
fine resolution  has a comaparable accuracy to the previous study. To compare climbing heights 
between numerical results and theoretical solution [5], numerical simulations were performed at 
several Weissenberg numbers. Numerical results were in good agreement with theoretical solutions 
in lower Weissenberg numbers. Reproducibility of theoretical solution reduced as the Weissenberg 
number increases. However, it was confirmed that the results with fine resolution is close to 
theoretical solution. Through several basic problems, the proposed method is found to have the 
capability to reproduce  Weissenberg effect. Hence, it is expected that the proposed method is able 
to  predict other behaviors of free-surface flow caused by normal stress differences. 
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Bubble dynamics are common encountered in a wide range of engineering applications. However, 
abrupt density and pressure drop would occur at the interface due to the discontinuity of fluid 
properties, e.g., density, viscosity and surface tension. Owing to the mathematical discontinuity, 
numerical simulation of bubble dynamics, especially for large density ratio, is always 
challenging. 
 
The Lagrangian particle methods, such as the Moving Particle Semi-implicit method (MPS) [1], 
have attracted great attentions in simulating free surface and multiphase flows due to its distinct 
advantage in tracking moving interfaces.  
 
This study presents a new coupled particle method for bubble dynamic with large density ratio. 
The proposed scheme couples the incompressible MPS and Weakly Compressible MPS [2], 
representing the liquid and gas phases, respectively. The liquid-gas phase interface is explicitly 
represented by a moving interface mesh, consisting of discrete nodes. The stress balance 
equations at the interface are adequately enforced on these interface nodes. The surface tension is 
considered as pressure jump at the interface [3] rather than treated as volume force. Without 
applying the smoothing or averaging scheme, the density and viscosity are preserved 
discontinuous across the interface. Benefiting from the least squares scheme [4], axisymmetric 
formulation is straightforwardly introduced. To save computational cost, a multi-time step 
algorithm is developed further. Moreover, to maintain quasi-irregular particle distribution and 
control the multi-spatial resolution dynamically, a user-defined particle shifting scheme is 
proposed. 
 
Several benchmark tests are conducted to verify the accuracy and efficiency of the developed 
method. Satisfying agreements are obtained by comparing with reported numerical solutions and 
experimental data.  
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In this study, an implicit algorithm and different solvers for temperature calculation were 

used to reduce the computation time of a plate heat conduction. The method used is based on 

the Moving Particle Semi-Implicit(MPS) method. The original MPS method uses explicit 

method for temperature calculation and is limited by time increment due to diffusion number 

especially in some cases with high thermal diffusivity. In this paper, the heat conduction of plate 

with Dirichlet boundary condition and Neumann boundary condition are studied. Furthermore, 

we contrast with steady state and transient heat conduction. The calculation time and accuracy 

of explicit and implicit calculation of plate heat transfer cases are compared. In addition, 

different algorithms and existing solvers are used to calculate the implicit temperature equation, 

and the calculation time and accuracy of different algorithms and solvers are compared. 

Consequently, it is shown that the temperature obtained using implicit algorithm agrees well 

with that obtained using the original explicit algorithm and the steady state equation, the 

computation time of implicit algorithm is shorter than that of explicit algorithm. In addition, 

the coefficient matrix of implicit temperature calculation equation is similar to the Pressure 

Poisson Equation(PPE), the optimal solver can also be extended to the solution of PPE. 
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It is important to stabilize behaviors for the efficiency of the floating wind power plants. And it is 
necessary to consider safety in the case of a design for the floating wind power plant about the 
natural disasters such as tsunamis. To predict behaviors of floating wind power plants in the ocean 
are very important for the safety and the ability of efficiency for power generation by numerical 
simulations. The particle methods which are the smoothed particle hydrodynamics (SPH) method 
[1] and the moving particle semi-implicit (MPS) [2] method are recently applied to fluid dynamics 
analyses for predictions for behaviors of structures under natural disasters such as Tsunami. 
 
The SPH method including the artificial viscosity coefficient and the artificial density diffusion 
coefficient are proposed by M.Antuono et al.[3] and D.Molteni et al.[4] that is the d-SPH method. 
The numerical correction terms are added to the momentum conservation equation and mass 
conservation equation in the d-SPH method respectively. The 3-dimensional d-SPH method 
analyses are applied to calculate the behaviour of new spar type wind power plant models. The 
calculated results are compared with the experimental results of the new models of the experiments. 
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We developed a numerical analysis method that can predict the wave pressure acting on a ship in 
a short computation time [1]. The method is based on the overlapping particle technique for the 
multi-resolution simulation of particle methods [2] and ellipsoidal particles [3]. The spatial 
resolution can be changed in three levels in the simulation domain. The spatial resolutions of this 
simulation can be set more flexibly than conventional single- and two-level spatial resolutions. In 
addition, OpenMP, which is a parallelization library, was used to parallelize the simulation 
program. 
 
Using the developed method, the wave pressure acting on the ship bow under short regular waves 
was numerically analyzed. The results revealed that the wave pressure values obtained by the 
numerical simulation was close to the experimental values. The total number of required particles 
was reduced by approximately 99%, compared to the case where the multi-resolution method was 
not applied. Future issue is simulation under long waves, where ship motion should be considered. 
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Due to the characteristics of high velocity, high pressure and small size, it is difficult to observe
the particle deposition process of cold spraying in the experiment, so the numerical simulation
called virtual experiment becomes more important tool. In this paper, smoothed particle
hydrodynamics method is used to simulate the particle deposition process of cold spraying. Based
on SPH theory, related numerical techniques and conservation equation of continuum mechanics,
a dynamic impact model of cold sprayed particles impinging on substrate is established. With the
help of the L-J atomic potential model, a new interfacial force was proposed, which can be
successfully used to predicted the critical velocity of particle deposition according to the increase
of surface temperature, to eliminate the rebound of the deposition particles. The effects of several
particle shapes and subsequent impact position are also discussed. Result shows that, compared
with elliptic particles, circular particles are more conducive to deposition, and different positions
of subsequent particle impact have significant effects on coating quality. In this paper, the model
of cold spray particles impinging on the substrate established by SPH method can well reproduce
the experimental phenomenon, which is helpful to understand the mechanism of particle
deposition.
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An outstanding feature of the node-based smoothed point interpolation methods (NSPIMs) in solid 
mechanics problems is their potential to yield softer stiffness matrices compared to those of the 
linear finite element method (FEM). In particular, it has been shown that the NSPIM with linear 
shape functions yields the upper bound of the exact solution in energy norm in elasticity problems 
in contrast to the lower bound property of the solutions obtained using the linear FEM. Accordingly, 
the solution of the NSPIM with linear shape functions together with the solution of the linear FEM 
can bound the exact solution in solid mechanics problems. In this study, bound properties of the 
NSPIMs and linear FEM are examined in plane-strain coupled problems of porous media, to 
explore how the presence of pore water pressure affects this feature of the NSPIMs and linear FEM. 
The bound properties of the solution of three popular NSPIMs and linear FEM in poro-elasticity 
problems are then thoroughly investigated. The results show that the upper bound solution property 
of the NSPIMs is lost in coupled problems of poro-elasticity due to the coupling effects of the fluid 
phase. 
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Particle method is suitable for the simulation of melting, relocation and solidification of materials 
in a severe accident analysis of nuclear power plant and it has been applied for simulating various 
phenomena such as the candling of fuel rods, melt spreading of corium, molten-corium-concrete 
interaction (MCCI), and so forth. In those severe accident phenomena, liquid phase is formed even 
below the melting temperature of the material by eutectic reaction which occurs at the interface of 
different materials. In the boron-carbide control rods, for example, eutectic liquid is formed at the 
interface of the boron-carbide and SUS, which significantly affects the following accident scenario 
[1]. Therefore, development of a model to predict the behavior of the eutectic liquid formation is 
important for severe accident simulation.  
In the present study, a test was conducted to investigate the dynamic behavior of the eutectic liquid 
formation. In the eutectic melting test, a solid cylinder of tin was soaked in a eutectic liquid pool 
of Sn-Bi which was maintained at a constant temperature slightly above the eutectic temperature. 
The solid cylinder was rotated to form a flow field in the pool and the weight of the solid was 
recorded to evaluate the rate of the eutectic melting. The test was conducted with changing the size 
of the cylinder or the rotation speed. It was observed that the rate of the eutectic melting at the solid 
surface is significantly dependent on the surrounding flow conditions and it can be explained by a 
film mass diffusion theory [2] when the flow is in the Laminar range. 
On the basis of these observations, a eutectic reaction model was developed and implemented in a 
particle method code PHALSER [3] to perform the numerical simulation of the eutectic melting 
test. In the simulation, the tin cylinder and Sn-Bi pool was modelled using solid particle and fluid 
particle, respectively. The mass concentration of tin and bismuth was given as variables to both 
types of particles and their concentration over time due to diffusion was evaluated. The mass 
transfer at the interface between solid tin and Sn-Bi liquid was defined to be proportional to a mass 
transfer coefficient km, which was measured by the eutectic melting test. The solid tin particle was 
transformed to the Sn-Bi liquid particle when the mass concentration of bismuth exceeded a 
threshold value.  
The simulation result was compared with the test results to investigate the validity of the present 
eutectic model and to clarify the issued to be solved for more realistic modelling of the eutectic 
reactions.  
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In this study, we developed a numerical method for simulating fluid lubrication [1] based on the 
moving particle simulation (MPS) method, which is a particle method. The overlapping particle 
technique (OPT) for the multi-resolution simulation of particle methods [2] was improved by 
applying an implicit algorithm to a viscosity calculation. Additionally, OPT was applied to the 
developed method to reduce the required number of particles and computational time. The 
implicit algorithm for the viscosity calculation eliminates the restriction in the time increment due 
to the diffusion number. In addition, we enabled the particle size to be changed significantly 
between sub-domains in the OPT. As a result, the pressure obtained by the developed method 
agreed well with the semi-theoretical solution of the Reynolds equation. The computational time 
of the developed multi-resolution simulation was significantly shorter than that of a single-
resolution simulation. 
 
Moreover, we developed a soft elasto-hydrodynamic lubrication (EHL) simulation method [3] 
based on the MPS method and OPT. In the soft EHL method, the viscosity does not depend on 
the pressure because the latter is relatively low. The elastic deformation of a cylinder was 
simulated by solving the elastic deformation equation [4] in the MPS simulation. The surface 
tension and cavitation were ignored when comparing the results with the semi-theoretical 
solutions. The results indicated that the pressure and deformation of the cylinder obtained by the 
developed method agreed well with the semi-theoretical solutions. It was also demonstrated that 
the improved multi-resolution method reduced the required number of particles and 
computational time while maintaining accuracy.  
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Internal erosion is a common phenomenon occurring in porous media caused by seepage water 
flow. When this phenomenon occurs, fine particles are removed from the porous media, causing 
significant changes in properties of porous media, including a reduction in the shear strength, an 
increase in compressibility and hydraulic conductivity. Consequently, the stability of 
geoengineering applications and adjacent structures are significantly affected. Therefore, 
predicting the occurrence of internal erosion in porous media is very important. In this study, an 
innovative smooth particle hydrodynamics (SPH) computational framework is proposed to 
predict the occurrence of internal erosion and its effects on the stability of geoengineering 
structures. In this framework, the porous media is represented by a set of Lagrangian material 
points, which consists of five phases, including a stable solid skeleton, erodible fine particles, 
fluidized particles, water, and air. Governing equations are then developed for these five phases 
based on the mixture theory. The mechanical response of soil during the internal erosion process 
is captured by a robust suction/erosion dependent softening constitutive model. The proposed 
framework is first employed to predict the behaviour of the classical 1D consolidation in order to 
demonstrate its capability in dealing with coupled flow-deformation problems. Subsequently, 
different erosion tests are conducted to exam the capability of the proposed modelling framework 
in capturing the effect of internal erosion on the mechanical and hydraulic responses of the soil 
structure. Comparisons between the predicted results and data available in the literature testify to 
the accuracy and robustness of the proposed frameworks. More importantly, the proposed 
framework is able to predict the entire internal erosion process, from particle separation to large 
deformation and failure of geoengineering structures, which demonstrates that this framework is 
an efficient tool to solve erosion problems that are normally difficult to be tackled by traditional 
mesh-based methods. 
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The authors have developed olfactory displays which offer scent to a user [1[ [2]. In olfactory 
displays the controlled air flow transfers aroma gas to the nose of an user as shown in Figure 2.  
        The authors are computing the above 2 phased flow ( aroma gas and air ) by Moving Particle 
Simulation ( MPS )  in order to design and improve olfactory displays.  
      The authors will present the reason why they compute and simulate such 2 phase flow ( aroma gas 
and air ) by Moving Particle Simulation.  
      The reason and meaning of Moving Particle Simulation will be discussed by the mathematical theory 
of partial differential equations and the derivation of fluid dynamics ( Macro-scopic ) from the molecular 
dynamics ( micro-scopic ) for gas flow.  
 
ACKNOWLEDGEMENT 
The authors would like to express their thanks to Prof. Mitsunori MAKINO ( Chuo University ) for his 
valuable advices about 3DCG Visualization and VR technologies.  

REFERENCES 

[1] Y. Seta, M. Makino, Y. Bannai and M. Hattori, “Gas Flow Simulations for Olfactory Displays to 
Synchronize Videos”, IEEE 9th Global Conference on Consumer Electronics (GCCE 2020)/ 2020 

[2] Y. Seta, M. Makino, Y. Bannai, and M. Hattori, “Moving Particle Simulation for diffusion in 
transportation flow”, ASV-0092 in ASV15 Abstract Files,15th Asian Symposium on Visualization 2019 

 

Figure 1 :  Photograph of Olfactory Display 

 

Figure 2 :  Concept of An Olfactory Display 
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In this study, a two- and three-dimensional coupled multi-resolution particle method was developed 
based on the moving particle semi-implicit method [1] and overlapping particle technique for the 
multi-resolution simulation of the particle method [2], to reduce the computational cost of a tsunami 
simulation. By coupling the sub-domains, the developed method resolved the three-dimensional 
phenomena near a coastal structure in a three-dimensional subdomain and the tsunami propagation 
far from the structure in a two-dimensional sub-domain. The reason for coupling is that the 
simulation cost of two-dimensional simulations is much lower than that of three-dimensional 
simulations. Each sub-domain had an independent spatial resolution. The two-dimensional sub-
domain had vertical and horizontal coordinates. In the tsunami propagation region, a tsunami was 
regarded as the two-dimensional phenomenon in which a long water wave propagated toward the 
coast at an angle of incidence of 0°. The three-dimensional sub-domain was composed of a middle 
and high-resolution sub-domains. The ellipsoidal particle model [3] that enabled the use of a lower 
resolution in particular directions was adopted in the three-dimensional middle-resolution sub-
domain to further reduce the required number of particles. Additionally, the conventional spherical 
particle model was used in the three-dimensional fine-resolution sub-domain. 
 
A tsunami was simulated using the developed method, and the wave pressures acting on the front 
and back walls of a coastal structure were validated. Results revealed that the wave pressures acting 
on the structure obtained by the present method agreed with the experimental values. It was also 
confirmed that the present method was effective in reducing the computational cost of the tsunami 
simulation by the particle method. 
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Abstract: Smoothed particle hydrodynamics (SPH) is a meshless method with Lagrangian 
characteristics that is suitable for modeling incompressible flows with free surfaces [1-2]. 
However, the conventional SPH is limited by its low computational efficiency so that it poses 
great challenges for SPH to perform large-scale simulations. In this paper, we present an 
improved SPH method based on Graphics Processing Unit (GPU) through multi-threading to 
enhance the computational performance in terms of efficiency and scale. In addition, a repulsive 
force model that is similar to the Lennard–Jones (L–J) force is applied to avoid the particles from 
penetrating the boundary. The regular wave making is first used to validate the accuracy of the 
present GPU-based SPH method. The result indicates that the present method can achieve 
simulation results in good agreement with the reference data. Further, both 2D and 3D wave 
breaking examples are simulated by the GPU-based SPH method while the computational 
efficiency is discussed in depth. With the well-validated method, we numerically simulate various 
large-scale wave breaking problems and illustrate some underlying physical governing 
mechanisms. 

Key Words: Smoothed particle hydrodynamics (SPH), Graphics processing unit (GPU), Wave 
breaking 
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Weakly compressible SPH (WCSPH) method developed by Monaghan [1] has been widely 
applied for solving hydrodynamic problems. Although the conventional WCSPH method is a 
simple and frequently-used approach, it is generally affected by the poor accuracy and sometimes 
spurious oscillations which may lead to numerical instability. 

In order to dampen the pressure oscillation without introducing excessive dissipation, a modified 
Riemann solver with a low-dissipation limiter was proposed by Zhang et al. [2] (i.e., Riemann-
SPH). The present paper aims to integrate this low-dissipation Riemann solver into the finite 
particle method (FPM) proposed by Liu et al. [3] to produce a Riemann-FPM which is expect to 
obtain better accuracy together with low dissipation.

Figure 1 shows the comparison of the pressure profile along the diagonal direction obtained by 
the proposed Riemann-FPM and the Riemann-SPH. It is clear that the proposed Riemann-FPM is 
superior to Riemann-SPH in producing smooth and accurate pressure field..

Fig. 1 Pressure profile obtained by the Riemann-FPM with dp=L/200.
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We present a weakly compressible smoothed particle hydrodynamics (SPH) model, which can be applied
to model the fluid-structure interaction (FSI) problems of porous media with large deformations. Two
types of SPH particles, namely solid and fluid particles, are used to discretize the corresponding phase
of materials. The interaction forces between the phases are derived from the theory of mixture, which is
in line with the view of continuum mechanics. To stabilize the numerical scheme, the so-called δ−SPH
method is employed in cooperation with the artificial stress technique. The numerical model is first
verified by solving a static problem: an infinite long porous medium submerged in hydrostatic conditions
[1]. Then, dynamic problems, like porous structures in a fluid channel, are also investigated. In this talk,
we also present a stress-based failure model in cooperation with the proposed SPH model, which can
successfully reproduce the loss of material induced by the sloughing of the fluid. The new SPH model
presented in this talk has a great potential to be applied in studying biomedical problems, such as biofilms
or tissues’ detachment in the bio-fluid environment.
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Over half of all products sold globally are powders, are formed from granular or powdered 
material, or include at least one size reduction step as part of the manufacturing process [1]. So 
many products in fact, that milling and comminution contributes around 2% of global energy use 
[2]. However, the vast majority of that energy is wasted as heat and noise, so a better 
understanding and improved efficiency of this sector will help contribute towards fighting the 
global climate emergency. 
 
The research presented will centre around vertical stirred milling, a continuous wet milling 
technique which can produce fine particles with a better energy efficiency than other types of ball 
mill [3]. For this reason, it is used in multiple industries, including Fast-Moving Consuming 
Goods (FMCG), pharmaceuticals, cosmetics and food processing. While the technology has been 
around for nearly a century [4], there is still a disconnect of knowledge between industry meeting 
particle size specifications and increased process efficiency. To bridge this gap, the Discrete 
Element Method (DEM) has been used so far to create, validate and simulate the behaviour of a 
mill under different parameters, with the aim being to find an idealistic set of operating conditions 
which can later be re-validated through experimentation. In future work, the simulative aspects 
will be extended by introducing CFD-DEM coupling, with the ultimate objective being the 
creation of an optimised and validated DEM simulation that can mimic the coupled properties. In 
turn, this reduces the amount of computational expense required; a key requirement when 
applying these methods to industry, where processing speed and accuracy are essential. 
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Meshfree particle methods have been considered a big promise in numerical simulation for years. 
Due to their enormous flexibility, arbitrarily large deformations can be handled in a Lagrangian 
description of the underlying differential equation. This property especially facilitates the 
simulation of processes with very large deformations and free surfaces, such as in the context of 
additive manufacturing [1] or machining operations [2].  

Due to the non-unique subdivision of the domain into regular geometries and the loss of information 
of the direct neighbors, new challenges arise. For meshfree particle methods to accurately 
approximate the solution of the differential equation, numerous conditions regarding consistency 
and stabilization must be met [1]. 

For this reason, all necessary conditions on meshfree particle discretization schemes are presented. 
Moreover, it is shown which criteria are not fulfilled by standard meshfree particle methods like 
Smoothed Particle Hydrodynamcis, the correspondence formulation of state-based Peridynamics 
[3], [4] or the Optimal Transportation Meshfree Method. Unlike the first two schemes, the last 
method is based on dividing the domain into two types of points. This creates additional challenges. 

Based on the aforementioned list of requirements, a new formulation based on state-based 
Peridynamics is presented which fulfill the necessary conditions. Several examples demonstrate the 
improved behavior of the new approach. 
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In this study, a coupled numerical method based on Lattice Boltzmann Method (LBM) and 

Discrete Element Method (DEM) is used to simulate particles settling in a Bingham fluid. The 

multiple relaxation time (MRT) LBM is employed to solve Bingham fluids flows[1], while the 

DEM is used to model particles dynamics. The coupling framework is achieved by using an 

immersed moving boundary technique[2]. The LBM-DEM framework is validated by simulating 

Bingham fluids flow around a fixed and moving cylinder (or particle). It is demonstrated that the 

present method can provide the accurate and efficient numerical results. Moreover, the 

mechanical interaction and kinematic behavior of particles are also studied, and the drafting, 

kissing, and tumbling (DKT) behaviors of particles are observed in Bingham fluids. The results 

show that the yield stress of Bingham fluids makes the drafting, tumbling and separating 

movement of particles more difficult. 
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Particle entrainment and spattering are commonly-seen phenomena in powder-based laser 
additive manufacturing if laser’s powder density is sufficiently high. They simultaneously evolve 
with the molten pool and the vapor jet, and have significant impacts on the final quality of the 
printed product. However, present modelling framework of massive particulate flows, unresolved 
CFD-DEM, demands the CFD grid size to be at least 3 times larger than the particle diameter so 
as to properly estimate the background fluid field. This handicaps the modelling of particle 
melting and deformation in Additive Manufacturing. Recently, we proposed a semi-resolved 
CFD-DEM that allows the mesh to be refined by employing a kernel function to reconstruct the 
background field [1]. In this work, we extend this semi-resolved modelling approach to Volume of 
Fluid method, couple recoil pressure, Marangoni Effect and other multi-physics models [2], and 
finally establish an Additive Manufacturing modelling framework based on semi-resolved VOF-
DEM. With this model, phenomena like particle spattering and entrainment are simultaneously 
reproduced with molten pool evolution for the first time. Hence, it is believed that this model will 
be a powerful tool for future numerical investigations in various particle-fluid interactions in 
powder-based additive manufacturing  
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The dynamic failure process of concrete structures under the impact and blast loading can be often
observed in field of military and civil engineering, which involves strong non-linear phenomena with
high speed, high temperature, high pressure, high strain rate and large deformations. In this case, some
typical damage and failure phenomena are difficult to be accurately reproduced by conventional methods.
As a Lagrangian particle method, SPH has natural advantages in treating large material deformations in
explosion and impact problems, especially in describing crack propagation of solid materials. In this
work, the concrete constitutive model is added to the improved smoothed particle hydrodynamics (SPH)
method. With the present novel SPH model, two validations examples are tested and analyzed. One
is concrete slabs under impact loading of the steel projectile, where the entire penetration process is
well modeled with different initial velocities of projectiles being considered. The other is the explosion
in concrete. Two different burial depths are employed in this example and the concrete heave, throw,
splash and other characteristics are well reproduced. The damage accumulation and progressive failure
process are also captured by our simulation. By comparing present numerical results with the reference
data, we demonstrate that the improved SPH is effective for modeling various impact and explosive
problems involved with concrete structures. With the improved SPH method, the crack propagation and
the damage evolution are analyzed and studied. Furthermore, it can be applicable to shaped charge jet
problem and we model the whole process of shaped charge jet from detonation to penetration of target
plates well while illustrating some important mechanisms, which can give guidance to the design of the
shaped charge jet and protective armours.
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Abstract: A cell-based smoothed finite element method (CS-FEM) is formulated for dynamic 
analysis of a plate attached to a rigid rotating hub. The first–order shear deformation theory which 
is known as Mindlin plate theory is used to model the plate. Considering the high-order terms of 
non-linear coupling deformation which means the in-plane longitudinal shortening terms caused 
by transverse deformation, the high-order rigid-flexible coupled (HOC) dynamic model is 
established via employing Lagrange’s equations of the second kind. In the process of formulating 
the system stiffness matrix, the discrete shear gap (DSG) method is used to construct the strains to 
overcome the shear locking issue. This model can not only deal with thin plate problems but also 
thick plate problems. The effectiveness of the CS-FEM is first demonstrated in some static cases 
and then extended for dynamic analysis of a rotating rectangular plate undergoing large overall 
motion. The simulation results are compared with those obtained by using first-order 
approximation coupled (FOAC) dynamic model and zero-order approximation coupled (ZOAC) 
dynamic model, which shows the ZOAC dynamic model can only be applied to the case with low 
rotating speed, and the HOC dynamic model is more accurate and has wider scope of application. 
The results of CS-FEM are also compared with those other existing method including the finite 
element method (FEM) and the assumed modes method (AMM). It is found that the CS-FEM 
based on Mindlin plate theory provides more accurate and “softer” solution compared with FEM 
even if using coarse meshes. 
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In this presentation, we study gradient smoothing methods with improved convergence behaviors for
high-contrast problems such as the flow in heterogeneous porous media. We propose a gradient smooth-
ing method in which a smoothed gradient field within each element is constructed by utilizing the gra-
dient fields of the adjacent elements [1, 2]. The proposed gradient smoothing method is adaptive to the
heterogeneity of the problem in the sense that gradient smoothing is applied inside each of homogeneous
regions separately. In addition, we propose a multiscale variant [3] of the proposed gradient smoothing
method, which results in an accurate numerical solution even if a computational grid coarser than the
scale of the heterogeneity is utilized. While existing gradient smoothing methods have stiffness matrices
with larger bandwidth than the standard finite element method in general, the proposed multiscale gra-
dient smoothing method has the same bandwidth as the plain multiscale finite element method. Hence,
the online computational cost of the proposed method is essentially the same as that of the plain one.
Improved performance of the proposed methods is demonstrated through various numerical examples.
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Nonlinear elastomers like rubber-like polymers have been widely used by virtue of their 

outstanding performance. The prediction of their fracture behaviour or failure is of great 
significance for engineering applications and academic research. In this regard, this study 
presents the Griffith-type phase-field formation [1, 2] at large deformation in the framework of 
adaptive edge-based smoothed finite element method (ES-FEM). Thanks to the high accuracy and 
mesh distortion insensitivity of ES-FEM [3-5], the advantages of the phase field approach in 
dealing with complex cracks are sufficiently released in terms of large deformation. However, 
albeit the combination of the two methods manifests high precision, faster convergence rate and 
better robustness than existing approaches, it was testified as computationally demanding. For 
this reason, a multi-level adaptive mesh scheme designed for the coupling of ES-FEM and PFM 
was presented. Unlike the adaptive grid in the context of FEM, adaptive ES-FEM requires to 
identify the connectivity of the edges and their supporting elements after each update of the mesh. 
Notwithstanding this strategy adds about 1%~2% extra computational overhead, it not only 
improves accuracy but also raises computational efficiency by roughly 20 times. In addition, we 
also outlined the specific numerical implementation of the proposed method, the effectiveness of 
which is verified by several representative numerical examples. Particularly, an experiment in 
which cracks deflected in rubber-like solid due to impinging on a weak interface was first 
reproduced by our approach. 
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Electrodeposition (ED) [1] is widely used as an anti-corrosion base-coating method for various
metal products such as automobile carbodies. In the cationic ED coating, the coating objects
(cathodes) are dipped in a paint pool with electrodes (anodes), and direct current is applied from
the anodes to the cathodes. Therefore, the governing equation in the space of the ED simulation
is a simple Laplace equation. By calculating the time histories of electric current density at any
location on the carbody surface, the distribution of deposited film thickness at the end of the ED
process can be predicted. In order to guarantee a certain thickness of coating film over the entire
surface, ED simulation has become an indispensable technology in automobile manufacturing.

In contrast to the computational fluid dynamics (CFD) simulation of carbodies, an ED simula-
tion requires a meshing on complex narrow spaces in the carbody, such as side-sill. Accurate pre-
diction of the film thickness necessitates accurate calculation of the current that passes through
many small holes on the carbody surface. Therefore, the number of meshes for ED simulation is
tens of millions per carbody, which requires large-scale computation. Moreover, it is necessary
to handle the moving boundary using the overset mesh method because the carbodies move in
the paint pool of the actual manufacturing line.

In this study, we develop an in-house ED simulator based on the smoothed finite element
method (S-FEM) [2]. The edge-based S-FEM using 4-node tetrahedral meshes (ES-FEM-T4)
is adopted for the BVP solver as ES-FEM-T4 has the superlinear mesh convergence rate. The
MPI/OpenMP hybrid parallelization method is introduced to our code for large-scale analyses.
The MINRES method is adopted for the matrix solver as MINRES can solve positive indefinite
matrix equations that appear when the MPC of the overset mesh method is satisfied by the
Lagrange multiplier. Our benchmark tests reveal that our simulator using ES-FEM-T4 presents
much more accurate results than FEM-T4 with the same CPU time.
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In this work, a structural topology optimization scheme with size effect is investigated based on Aifan-
tis’s strain gradient elasticity theory. The domain is discretised with arbitrary polygonal elements to
avoid the checkerboard pattern and the essential matrices are computed using the cell-based smoothed fi-
nite element method (CS-FEM). The stringent requirement of C1 continuous element is circumvented by
employing the Ru-Aifantis theorem [3]. The main idea of the CS-FEM is to divide the element into sim-
plical sub-cells and then use a weight/smoothing function to obtain the smoothed gradients [1]. S-FEM
has the following notable characteristics: (a) does not require an explicit form of the shape functions,
(b) alleviates the need of isoparametric mapping. Recently, the variant S-FEMs, cell-based, edge-based
and node-based S-FEM, have been successfully incorporated in the context of structural topology op-
timization within the solid isotropic material with penalization method (SIMP) [2]. They proposed the
smoothing domain-wise density-based method with the power-law and thus the design variables were
implemented on each smoothing domain. For structural topology optimization, von Mises stress is min-
imized by bi-directional evolutionary structural optimization (BESO) scheme based on stress criterion
that the non-local stress is obtained by the split fourth-order constitutive law on each smoothing domain.
A series of numerical examples shows the effectiveness of the proposed approach.
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We present a robust and efficient numerical approximation of the internal force vectors and the 
element stiffness matrices of the smoothed finite element method (S-FEM) [1] for a hyperelastic 
material model. This method is based on the complex-step derivative approximation (CSDA), 
which can compute first-order derivatives with high accuracy. 
 
In this method, CSDA is used to compute internal force vectors from the computation code of the 
strain energy using the smoothed deformation gradient tensor. The accuracy of this method is 
almost the same as that of the analytical implementation. Then, based on the above results, the 
element stiffness matrices are computed from the strain energy using second derivatives by 
implementing the complex-step approach [2]. Since this method does not require the derivation and 
coding of analytical solutions for internal force vectors and element stiffness matrices, the 
complexity of implementing S-FEM is significantly reduced. 
 
To verify the efficiency of the proposed method, it was applied for the implementation of the edge-
based/node-based selective smoothed finite element method (ES/NS-FEM) [3]. In the proposed 
scheme, the strain energy at each integration point was computed using the smoothed gradient 
tensor that was reconstructed with the deviatoric deformation gradient tensor based on ES-FEM 
and the volumetric part of the deformation gradient tensor based on NS-FEM. This investigation 
confirmed that the results of the deformation and the convergences of the S-FEM are almost the 
same as the analytical implementation results. 
 
Moreover, the present scheme of ES/NS-FEM was applied to the dev/vol coupled material model, 
which was difficult with the conventional formulation [4]. The analysis confirmed a reduction in 
the volume locking of the dev/vol coupled material model and the quadratic convergence of S-FEM. 
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Abstract. In this paper, a complete new collocation type numerical method, Finte 
Line Method (FLM), is proposed for solving general engineering problems gov-
erned by second or high order partial differential equations with proper boundary 
conditions. The method is based on the use of a cluster of lines crossing the col-
location node under consideration and the Lagrange interpolation formulation is 
used to construct the shape functions over each line. When the number of the 
crossed lines exceeds what requires, the Least-Square technique is applied to all 
lines’ equations to form an equation set to solve the first and high orders of partial 
derivatives of any physical variables with respect to the global coordinates. Then, 
the derived spatial partial derivatives are directly substituted into the governing 
partial differential equations and related boundary conditions to set up the system 
of equations with physical variables, temperatures and displacements, at all col-
location nodes as unknowns. As an application, the proposed method is used to 
solve the heat conduction and mechanics problems and a numerical example is
given to verify the correctness of the proposed method.

Keywords: Finite Line Method, Cross-Line Method, Heat Transfer, Mechanics.
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Mixtures of fluids and granular sediments play an important role in many industrial, geotechnical, 
and aerospace engineering problems, from riverbed erosion and slurry flow in pipelines (liquid–
sediment mixtures) to dust kick-up below helicopter rotos (gas–sediment mixtures). These mixed 
flows often involve bulk motion of hundreds of billions of individual sediment particles and can 
contain both highly turbulent regions and static, non-flowing regions. This breadth of phenomena 
necessitates the use of continuum simulation methods, such as the material point method (MPM), 
which can accurately capture these large material deformations while also tracking the Lagrangian 
features of the flow (e.g., the granular surface and elastic stresses). 
 
Recent works using two-phase MPM frameworks to simulate these mixtures have shown 
substantial promise [1–3]; however, these approaches are hindered by the numerical limitations of 
MPM when simulating pure fluids. In this presentation, we present an improved, two-phase 
continuum simulation framework that uses the finite volume method (FVM) to solve the fluid phase 
equations of motion and MPM to solve the solid phase equations of motion. This numerical method 
is shown to accurately predict solutions to standard poromechanics problems, improve accuracy in 
simulations of dynamic liquid–sediment flows, and provide a robust framework for simulating gas–
sediment mixtures, including rocket exhaust impinging on Martian soil. 
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The Reissner-Mindlin plate formulation in the thin-plate limit will encounter the well-known 
shear-locking phenomenon that must be overcome. The meshfree nodal integration can easily 
handle the locking issue, but it may suffer from zero and low energy instability. Although the 
conventional domain-subdivision-based or nodal gradient-based stabilization can avoid the low 
energy instability, the stabilization may cause the violation of the bending exactness (BE) in the 
Galerkin framework or fail to suppress the instability in the shear terms. In this research, a 
variational multiscale approach [1] is employed for the proposed meshfree Reissner-Mindlin plate 
formulation, where the solution is decoupled into coarse-scale and fine-scale under the variational 
equation. The coarse-scale solution utilizes the mesh-free reproducing kernel particle method 
(RKPM) with the stabilized conforming nodal integration (SCNI). The RK approximation in 
second-order monomial basis stratifies the Kirchhoff mode reproducing condition (KMRC), and 
SCNI guarantees the bending exactness in the Galerkin meshfree equation [2] without triggering 
zero-energy instability. The fine-scale solutions represent the residual of the coarse-scale 
equation, and the embedment of the fine-scale solutions in the coarse-scale system results in a 
residual-based stabilization, which eliminates the spurious oscillatory modes. The stabilization 
parameter is determined by dimensional analysis, and a smoothed divergence operator is applied 
in the fine-scale terms to ensure the satisfaction of locking free condition. RKPM naturally avoids 
computational challenges associated with low-quality meshes, allows efficient adaptive 
refinement, and provides flexible control of continuity and locality in numerical approximations 
[3]. The proposed framework, termed VMS-RKPM, is verified by different numerical examples, 
and it exhibits a better convergence rate than the conventional approach with comparable 
efficiency [4]. We recently developed a bending consistent nodal integration that bypasses the use 
of smoothing cells to enhance the efficiency, which will also be demonstrated in this study. 
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The material point method (MPM) [1] suffers from low accuracy and convergence rates compared 
to other meshfree numerical methods due to the under integration: the locations of material points 
are determined independently from the background grid and are thus suboptimal locations to 
perform numerical quadrature. Such an approach enables MPM to model large deformation but it 
also results in the loss of Galerkin exactness in the variational equation. In this research, we present 
a modified MPM formulation that recovers first order Galerkin exactness by employing an assumed 
strain variationally consistent integration method [2]. Using this approach, the gradient field of the 
test function space is constructed such that the numerical integration scheme is capable of 
numerically integrating the divergence equality, the integration constraint to achieve linear 
exactness. The Reproducing Kernel or Moving Least-Squares (RK/MLS) approximation [3] is 
introduced which overcomes the cross-cell instability because of the higher order continuity 
employed. The stabilization technique under the proposed integration framework is considered to 
remove the numerical oscillation. The proposed method is validated by solving a series of 
benchmark problems, and the results demonstrate that the new method can effectively improve the 
accuracy from the conventional MPM.  
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The computational methods for shocks modeling demand two critical capabilities: 1) to model the
dynamic fracture and fragments and 2) to capture the intermittent wave propagation.
Peridynamics (PD) adopts the integral form of governing equation thus shows great advantages in
modeling dynamic fracture and fragments. However, the propagation of intermittent wave within
the PD based numerical system often encounters oscillatory instability. It can be attributed to the
instability in time domain and the zero energy mode. To address these issues, the viscosity
enhanced PD model is proposed for stabilization. The general framework is established with the
introduction of artificial viscosity. Under such framework, the formulations of viscosity are
developed based on the features of the spurious oscillations and improved with the balance
between oscillation suppression and shock front width control. The case studies indicate that the
proposed methods show good performance in shocks modeling and are well-suited for the bond-
based as well as the state-based PD scheme, with which both the suppression of oscillation and
control of shock front width are achieved.
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A vast array of engineering problems involving such things as composites and biological 
structures require the accurate and efficient simulation of heterogeneous materials. Typically, 
these simulations utilize the finite element method with a body-fitted mesh in which the 
discretizations of two different materials conform to their interface allowing for jumps in strain or 
stress as one passes from one material to the other. Constructing such meshes, however, can be 
quite time-consuming especially for complex, three-dimensional geometry, and thus, immersed 
methods [1] which can work with unfitted meshes are desirable. However, immersed methods 
which enforce compatibility using an interfacial constraint use contour integrals over the material 
interface, a potentially tedious procedure given the higher-order quadrature necessary and one 
which often yields an ill-conditioned system due to the near-zero internal energy in the 
overlapping region. Furthermore, immersed methods that use a volumetric constraint in the 
overlapping region to impose compatibility can produce spurious oscillations and large errors in 
strain and stress near the interface [2]. 
 
An immersed formulation using Nitsche’s method to enforce the interfacial constraint is 
transformed by integration by parts into a formulation which uses only domain integrals and is 
proposed to avoid the use of tedious contour integrals and ill-conditioned systems of the standard 
interfacial constraint, on the one hand, and the spurious oscillations and errors near the interface 
of the volumetric constraint, on the other. The resulting formulation is termed the Transformed 
Interface Method (TIM). Being based on a set of scattered points and capable of higher levels of 
continuity, meshfree methods such as the reproducing kernel particle method (RKPM) are 
particularly well-suited to deal with the presence of the resulting second derivative terms as well 
as the body-unfitted nature of immersed methods. Numerical examples are given which show the 
advantages of the proposed formulation. 
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Underwater Acoustics positioning is an important area of research and has numerous applications. 
Due to the complex and variability of underwater acoustic environment, the acoustic waves may 
travel through extremely complex paths, which brings certain challenges to underwater acoustic 
positioning technology. In this research, we focus on the wave source identification in the cavitation 
tunnel located in National Taiwan Ocean University. According to the wave traveling distance, the 
wave characteristics is divided into short wave length and long wave length according to the room-
size and frequency ratio. For the short-wave length, we first assume that under the condition of free 
field, the relationship between a point source and the resultant pressure history on a surface of a 
control volume surrounding the point source can be established simply by using the beam tracing 
method [1]. Then the surface can be considered as an equivalent source object, and any location 
outside the control volume can be treated as a downstream location. Similarly, in the cavitation 
tunnel, a carefully selected cross-section of the tunnel, which is separating the testing object and 
hydrophone array can also be seen as the equivalent source surface. To handle the effect of 
reflection, we proposed using the image source surface method (ISSM) to mimic the reflecting 
boundary in the cavitation tunnel. Then we use the hydrophone signals as measured data to back 
calculate pressure field of random upstream equivalent source surface using proposed method. The 
algorithm will use bisection iteration method to find the surface with the highest signal strength. 
For the long wave length, we solve the three-dimensional inverse Helmholtz problem [2]. The 
complex domain is discretized by the reproducing kernel particle method (RKPM). The RPKM 
method can use high order approximation and special enrichment functions to ensure the high 
accuracy of the solution. The numerical test shows that proper support of the kernel function should 
be selected for specific wave length to achieve optimum solution of the inverse problem. To test 
the applicability of our proposed algorithm, we first compare the result obtained from the numerical 
tank. The developed algorithm can successfully locate the wave source with long- and short-wave 
length. The developed code will be applied in the real experiment in the cavitation tunnel by the 
end of 2022. 
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Meshfree methods have been developed over the past few decades to overcome the limitations of 
the finite element method, especially when solving problems that involve major topological 
changes such as large deformation, fracture, flow, etc. Reproducing kernel particle method 
(RKPM) is a pioneer meshfree method, which uses reproducing kernel approximations and the 
Galerkin weak formulation to discretize the field equations. The computational cost of RKPM is 
however expensive, especially in 3D. Most of the efficient implementations of RKPM require 
neighbour search and storage, and also performing quadrature for each pair of neighbour nodes to 
obtain the stiffness matrix. The RK shape functions themselves are also expensive to construct 
since they require computing the moment matrix for each node by looping over its neighbour, and 
then inversing the moment matrices which have the minimum size of 4 by 4 (in 3D) [1]. 
 
Peridynamics is a nonlocal extension of continuum mechanics where spatial derivatives are 
replaced with volume integrals, allowing for emergence and evolution of discontinuities in the 
field variable, making the theory suited for fracture and fragmentation. Similar to RKPM 
discretization, PD simulations are computationally expensive in 2D and 3D due to the pairwise 
interactions of neighbouring nodes and the quadrature over the neighbourhood of each node [2]. 
Recently a fast convolution-based method (FCBM) for peridynamics has been introduced where 
the convolutional structures of PD volume integrals are exploited to allow for computing integrals 
via fast Fourier transform, i.e., FFT-accelerated convolution summations [3,4]. FCBM avoids 
explicitly identifying neighbours and looping over them for quadrature by transferring the burden 
of computations to cheap multiplications in the Fourier space. While most Fourier methods 
require periodicity of the domain which limit the applicability of them, FCBM uses an embedded 
constraint (EC) approach to enforce the desired boundary conditions on arbitrary geometries. In a 
similar fashion, the convolutional structures in RKPM formulations can be exploited to elevate 
the method’s performance up to several orders of magnitude. 
 
In this work, we introduce the fast convolution-based RKPM (FC-RKPM), where the convolution 
sums (arising from direct nodal integration of the Galerkin weak forms) are efficiently computed 
using FFT, and inverse FFT operations with the complexity of O(Nlog2N), where N is the total 
number of nodes. No prior neighbour search and storage, and no construction and storing of the 
stiffness matrix is required. Our preliminary 3D results show efficiency gains as high as 3000, 
where computations requiring months to run on a single processor can now be carried out in a few 
minutes! 
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Developing the multiscale numerical approaches has become a more popular research issue over 
the last decade because these approaches can be used to simulate and evaluate the mechanical 
behaviors at extreme-small scales, such as the microscale or nanoscale, in a rather shorter time. In 
the past, a concurrent multiscale method, smoothed molecular dynamics (SMD), has been proposed 
to combine the molecular dynamics (MD) and material point method (MPM) in a single framework, 
namely, MD-SMD-MPM [1]. MD is a discrete particle method in which an appropriate potential 
function is utilized to calculate the interatomic forces and describe the motion of an atomic or 
molecular system. In contrast, the MPM is a continuum-based particle method that is formulated 
based on the weak form of the governing differential equations similar to the finite element method. 
With the use of pure MD and MPM, a series of simulations associated with copper slopes have 
recently been conducted to investigate the shear-band evolution at nano- and macroscale, 
respectively [2]. However, the distribution of the shear bands at nanoscale is discrete and the 
corresponding band width is between 2- and 3- particle sizes, which is different from macroscale 
simulation with the MPM. For further investigating the shear band evolution in concurrent 
simulation, a series of numerical results by using the MD-SMD-MPM will be presented in this 
presentation. 
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A stable and efficient nodally-integrated reproducing kernel particle method (RKPM) [1,2] is 
introduced in this work for effective modeling of the deposition types of three-dimensional printing 
that involve thermo-viscous and viscoplastic flow. Coupled mechanical and thermal effects are 
considered in this work. First, it is shown that nodal integration of the coupled equations results in 
severe spurious oscillations in the solution, worse than pure mechanical problems. A naturally 
stabilized and variational consistent nodal integration is then proposed for the coupled equations to 
stabilize the solution and provide nth order convergence in the two-field problem [3,4]. Generalized 
thermo-mechanical theories of the hyperbolic type are also leveraged for a uniform explicit critical 
time step, with results essentially the same as the classical theory. Benchmark problems are solved 
to demonstrate the effectiveness of the proposed method in obtaining stable and accurate RKPM 
results under both thermo-viscous and viscoplastic flow. Simulations of three-dimensional printing 
are presented, including fused deposition modeling, and printing of concrete. 
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The fiber reinforced composites exhibit outstanding features under impact loading conditions. It 
is important to understand how different constituents and composite microstructures affect the 
meso‐to‐macro level mechanical performance. The finite element method (FEM) has difficulties 
in mesoscale modeling and failure evolution problems due to the complex microstructures of the 
yarn and matrix. The material point method (MPM) overcomes the aforementioned limitation and 
has successfully simulated the plate impact problem with glass‐fiber reinforced polymer 
composites (GRP) [1]. However, we observe that the rising time of the stress wave on the GRP 
free surface is inconsistent with that of the experimental data [2], which indicates that the MPM 
cannot accurately describe the shock phenomenon.  
 
In this presentation, a particle-informed FEM that can accurately describe the rising time of stress 
wave, as consistent with the experimental data, is proposed to better simulate the shock response 
of the GRP composite systems. A two-dimensional computational model of GRP is established 
based on the MPM mesoscopic model. The numerical simulation is performed by using the 
particle-informed FEM, and compared with the MPM and experimental data, which demonstrates 
that the particle-informed FEM can accurately describe the shock phenomenon as compared with 
the MPM. Additionally, the corresponding mesh convergence effect of the particle-informed 
FEM is also discussed. 
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Abstract 
A phase-field implicit material point method with the convected particle domain interpolation 
(PF-ICPDI) is developed to model the finite deformation elastoplastic fracture behavior of 
geomaterials, especially in considering the brittle-ductile failure transition process. In this method, 
a smooth two-yield-surface plasticity constitutive model is adopted to evaluate the complex 
elastoplastic deformation behavior of geomaterials. To simulate the brittle-ductile failure 
transition process, a phase-field fracture model derived from the microforce balance law is used 
to couple with the cap plasticity model by introducing an effective phase-field stress. Furthermore, 
the implicit material point method combining with the convected particle domain interpolation 
technique is utilized to avoid severe mesh distortion and improve the computational accuracy in 
treating the quasi-static large deformation elastoplastic fracture problem. The staggered 
incremental iterative scheme is implemented for the solution of the coupled discrete governing 
equations. Numerical simulations demonstrate that the proposed PF-ICPDI method can 
effectively and accurately capture complex fracture behaviors of elastoplastic geomaterials. This 
work was supported by the NSFC (Nos. 12072062 and 12072061), the LiaoNing Revitalization 
Talents Program (XLYC1807193), Key Research and Development Project of Liaoning Province 
(2020JH2/10500003) and Fundamental Research Funds for the Central Universities 
(DUT20LAB203). 
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Non-symmetric matrices may arise in the discretization of elastodynamics when a Petrov-Galerkin, col-
location method, or finite-volume method is employed. While these methods have been widely applied,
it will be shown that the use of these non-symmetric matrices is inconsistent with the conservation of
energy in the elastodynamic problems. First, the consistency between the continuous forms of the mo-
mentum equation and energy equation is examined. It is shown that the conservation of linear momentum
is equivalent to conservation of energy provided the solution is sufficiently smooth. The semi-discrete
counterparts are then examined, where it is shown they are also equivalent, but only conditionally: the
mass and stiffness matrices must be symmetric. As a result, employing a non-symmetric method elas-
todynamics may artificially generate or dissipate energy. The fully discrete forms with Newmark time
integration are then examined where it is shown that unconditionally unstable algorithms may arise. An
energy-conserving time integration algorithm is then proposed which provides stability non-symmetric
systems. The reproducing kernel (RK) collocation and finite-volume methods are employed in numer-
ical examples as the typical non-symmetric methods to demonstrate the effectiveness of proposed time
integration methodology.
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Abstract: A novel numerical method for the fluid-structure interaction problems with free 
surface is proposed in this work. The method is based on the hybrid Lagrangian-Eulerian 
description. The problem domain covering the fluid is discretized into the Lagrangian particles 
which carry the fluid information, and the problem domain covering the entire movement space is 
discretized into the uniformly distributed Eulerian background nodes. The coupling governing 
equations of the fluid, structure and interface are solve by the meshfree stabilized collocation 
method employing the reproducing kernel (RK) approximation on the Eulerian nodes. The 
solution is very efficient since the Eulerian nodes are set to be the initial positions in each time 
and it's no need to reconstruct the shape function. The information mappings between the 
Lagrangian particles and the Eulerian nodes are also conducted by the RK approximation which 
can keep the mass and momentum conservation of the solution. The cell-cut algorithm is 
introduced to couple the fluid and the structures which can solve the fluid pressure and the fluid-
structure interactional force simultaneously and avoid the complicated iterations of the traditional 
interaction algorithms. Several numerical examples including the collapse of water column with a 
rigid barrier, water entry of  a half-buoyant circular cylinder and a rigid box rotating and sinking 
in water are simulated, which demonstrate the high accuracy, high efficiency and good stability of 
the proposed method. This method can be extensively applied to the engineering applications 
with fluid-structure interactions. 
 
Key Words: fluid-structure interaction, free surface, Lagrangian-Eulerian stabilized collocation 
method, reproducing kernel approximation, conservation, high accuracy and efficiency 
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Magnetic vortex has attracted much attention due to its potential application in 
magnetic logic and memory devices. Understanding the dynamic response of magnetic 
vortex subjected to elastic waves is crucial for its application in the future devices. In the 
present study, a dynamic phase field model  based on the LLG equation, Maxwell equation 
and elastodynamic equation is proposed to predict the evolution of magnetic vortex under 
elastic wave. Due to nonlinearity and multi field coupling, the phase field equations cannot 
be solved by normal finite element method. Based on the multi-field coupled variation 
method, a nonlinear finite element method is employed to solve the governing equations 
of the phase field model. The phase field model based on finite element is able to simulate 
the evolution of the topological structures with complex geometrical shapes and arbitrary 
boundary conditions under elastic waves. In order to confine the magnetization amplitude 
near saturation magnetization, Lagrange multiplier method is adopted in the phase field 
model. The phase field simulations show that the high frequency force applied to the left 
side of the film produces an elastic wave of short wavelength in the film. The elastic wave 
can induce the reversal of vortices. The results in the present work suggest that elastic wave 
can be used to remotely control the topologically nontrivial vortex in ferromagnetic thin 
films, which may hold promise for applications in magnetic devices. 
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Rayleigh-Taylor instability is an instability phenomenon at the interface where a denser fluid is 
placed on the top of a lighter fluid in a gravitational field, such as in astrophysics the crab Nebula 
formed by an exploding supernova, and in nuclear engineering inertial confinement fusion 
controlled by Rayleigh-Taylor mixtures. In this paper, the local radial basis function (LRBF) 
collocation method is used to solve Rayleigh-Taylor instability problem. We use collocation 
method to avoid a time-consuming process to generate mesh. Meanwhile, different topological 
methods are adopted for the local collocation points to avoid problems similar to the full matrix 
and ill-condition of the global interpolation matrix. As a result, the positions of rising bubbles and 
falling spikes obtained from the calculation are compared with those achieved from literature, and 
a good agreement is obtained. In addition, we also analyzed the position changes of rising bubbles 
and falling spikes under different gravity effects. With the increase of gravity, the rate of rising 
bubble slows down while the rate of falling spikes basically remains unchanged, which provides a 
basis for future research on Rayleigh-Taylor instability in extreme environments. 
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Abstract: This paper introduces the recent advances on physics-informed-based 
collocation methods (PICM) and their various engineering applications [1-4]. The basic 
concepts of the physics-informed-based collocation methods are first introduced, such 
as the global and localized collocation schemes, physics-informed kernel functions. 
Introducing any underlying physical laws as prior information, a group of physics 
informed kernels could be derived to provide the efficient and accurate numerical 
solutions of PDEs in the kernel-based collocation solvers. The PICMs can be classified 
into two categories, namely, global physics-informed collocation methods and 
localized physics-informed collocation methods. Several numerical examples 
demonstrate the efficiency and accuracy of the proposed physics-informed-based 
collocation solver. 
 

Keywords: Global collocation methods; Localized collocation methods; physics-
informed kernel functions; meshless 
 

REFERENCES 

[1]. Xi Q, Fu Z, Wu W, et al. A novel localized collocation solver based on Trefftz basis 
for potential-based inverse electromyography[J]. Applied Mathematics and 
Computation, 2021, 390: 125604. 

[2]. Xi Q, Fu Z, Zhang C, et al. An efficient localized Trefftz-based collocation scheme 
for heat conduction analysis in two kinds of heterogeneous materials under 
temperature loading[J]. Computers & Structures, 2021, 255: 106619. 

[3]. Fan C M, Huang Y K, Chen C S, et al. Localized method of fundamental solutions 
for solving two-dimensional Laplace and biharmonic equations[J]. Engineering 
Analysis with Boundary Elements, 2019, 101: 188-197. 

[4]. Gu Y, Fan C M, Qu W, et al. Localized method of fundamental solutions for three-
dimensional inhomogeneous elliptic problems: theory and MATLAB code[J]. 
Computational Mechanics, 2019, 64(6): 1567-1588. 

1089



MS0715 - Multi-scale numerical methods for non-linear solids problemsOrganized by Frédéric Lebon and Isabelle Ramière Evaluation of the effect of molecular chain structure and crystallinity on the mechanical proper-
ties of Polyamide by the Finite Element Method of modified MCN model
Toyoshi Yoshida, Tomoya Nakane, Makoto Uchida and Yoshihisa Kaneko

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Evaluation of the effect of molecular chain structure and crystallinity 
on the mechanical properties of Polyamide by the Finite Element 

Method of modified MCN model 
 

Toyoshi Yoshida1, Tomoya Nakane2, Makoto Uchida2 and Yoshihisa Kaneko2 
1 Osaka City University, Sugimoto 3-3-138 Sumiyoshi-ku Osaka 558-8585 Japan, 

d20ta551@ab.osaka-cu.ac.jp 
2 Osaka City University, Sugimoto 3-3-138 Sumiyoshi-ku Osaka 558-8585 Japan 

 
Key Words: polyamide, hydrogen bonding, strain rate dependence, crystallinity, constitutive 
equation, finite element method 
 

Polyamide (hereafter, PA) is a semi-crystalline polymer in which repeating units of amide 
groups (-NHCO-) is contained in a molecular chain. PA shows excellent mechanical properties by 
intermolecular hydrogen bond between hydrogen atom and oxygen atom of amide groups at 
neighboring molecular chains. The hydrogen bond densities and existence of aromatic ring in the 
molecular chain affect the rigidity of the molecular chain. In addition, the nonlinear mechanical 
behavior of PA is characterized by the debonding and rebonding of intermolecular hydrogen bond 
[1]. Predicting the mechanical properties of PAs having different molecular structures is very 
important to the research and development of new materials such as bio-based PA. 

In this study, the effects of the tensile rate, density of amide groups and crystallinity were 
investigated by uniaxial tensile tests of commercial PA, PA11, PA610, amorphous/semi-
crystalline PA6, and amorphous/semi-crystalline PA-MXD10. In addition, the surface of the test 
pieces during the tensile test were photographed, and the local strain generated in the test pieces 
during the tensile test was evaluated by the Digital Image Correlation (DIC) method. The 
mechanical response and the strain distribution significantly affected by the molecular-structure 
and crystallinity of PA. The initial stiffness and strength of PA increases with the density of the 
hydrogen bond and crystallinity. In amorphous PAs, the rapid drop of stress was observed after 
reaching the maximum stress whereas the stress gradually decreases in the crystalline PAs. The 
prominent strain concentration was observed at the necked region in the PA showing rapid stress 
drop. The numerical predictions of the mechanical response and strain distribution characterized 
by the molecular chain structure and crystallinity are important for the material development of 
PA. 

To represent the experimentally observed mechanical characteristics of PA, the constitutive 
equation based on the debonding and rebonding of intermolecular chain [2] was applied for PA, 
and the neck propagation process under uniaxial tensile deformation was demonstrated by the 
numerical simulation based on the large-deformation rate-form finite element method. The 
simulation results reproduced the mechanical responses and development of strain distributions of 
several kinds of PA. 
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We propose an adaptive mesh refinement (AMR) algorithm dedicated to the simulation of nonlinear
quasi-static solid mechanics problems with phenomena localized at the structural scale [1]. The proposed
method allows us to follow in time the evolution of studied phenomena in a fully-automatic (thanks to an
a posteriori error estimator [2]), precise (respecting user-prescribed accuracies) and efficient (in terms of
memory space and computational time) way.

We adopt the multilevel Local Defect Correction (LDC) refinement method [3] for its great potentialities
for solving elliptic problems [4]. We propose an algorithmic extension of the LDC method to nonlinear
quasi-static problems and provide key aspects associated to its practical implementation. We highlight
its efficiency in the nonlinear context and show its natural ability to generate a hierarchy of meshes of
limited sizes that dynamically follow the evolution over time of studied phenomena.

We address generic AMR-related questions associated to dynamic mesh adaptation, such as fields trans-
fer between time steps as well as the discretization error control over time. We propose a straightforward
and efficient equilibration strategy lying on the introduction of the initial non equilibrated residual as a
source term of the problem. We also develop a reliable remeshing algorithm aiming to limit the number
of mesh regeneration over time while guaranteeing the fulfillment of prescribed errors.

Several numerical experiments, in 2D and 3D, with different types of material behavior as well as variable
loadings are proposed to validate the efficiency of the developed algorithm.
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Brescia, Brescia, Italy, giovanna.bonfanti@unibs.it
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Gluing has become in recent years an essential technique for the assembly of structures. These techniques
are even essential in aeronautical or marine engineering. Although many models are available in the
literature, much work remains to obtain reliable and accurate one.
A recently developed technique in this framework uses asymptotic expansions to generate models that
take into account the small thickness of adhesive joints but also finite strains or damage. Non-linear
effects are often prevalent for certain adhesives used in engineering. In this talk, we will extend this
technique to associated and non-associated elasto-plasticity. It will be shown that the limit problem is
very close to a Coulomb friction type model.
Another very important element is the control of uncertainties due to, for example, bonding defects,
thickness irregularities, the presence of micro-cracks, etc. For this purpose, we propose to work in the
framework of stochastic PDEs (Ito integral). Some theoretical and numerical results will be presented
during the talk.

REFERENCES

[1] Bauzet, C., Bonetti, E., Bonfanti, G., Lebon, F. and Vallet, G. A global existence and uniqueness
result for a stochastic Allen–Cahn equation with constraint, Math. Meth. Appl. Sci. (2017) 40:
5241–5261.

[2] Bonetti, E., Bonfanti, G., Lebon, F. and Rizzoni, R., A model of imperfect interface with damage,
Meccanica (2017) 52 (8): 1911–1922.

[3] Dumont S., Serpilli M., Rizzoni R. and Lebon F. Numerical Validation of Multiphysic Imperfect
Interfaces Models, Front. Mater. (2020) 7:158.

[4] Maurel-Pantel, A., Lamberti, M., Raffa, M.L., Suarez, C., Ascione F. and Lebon, F. Modelling of a
GFRP adhesive connection by an imperfect soft interface model with initial damage. Comp. Struct.
(2020) 239: 112034.

1092



MS0716 - Model order reduction for parametrized continuum mechanics 
systems
Organized by Youngsoo Choi, Masayuki Yano and Matthew Zahr A multi-fidelity ensemble Kalman filter with hyperreduced reduced-order modelsGeoff Donoghue and Masayuki Yano

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Abstract Title

Geoff Donoghue1∗ and Masayuki Yano2

1 University of Toronto, M5S 1A1, geoff.donoghue@mail.utoronto.ca
2 University of Toronto, M5S 1A1, masa.yano@utoronto.ca

Key Words: ensemble filtering, nonlinear hyperreduction, multi-fidelity Monte Carlo, data assimilation,
uncertainty quantification, aerodynamics

We present an efficient data assimilation framework for nonlinear dynamical systems that uses multi-
fidelity statistical estimates based on a projection-based hyper-reduced order model (ROM) that is trained
on-the-fly. This framework is particularly applicable to conservation laws in aero- dynamics that yield
expensive forward models. The formulation comprises the following technical components: (i) an en-
semble Kalman filter to tractably handle high-dimensional, strongly-nonlinear dynamical models; (ii)
multi-fidelity forecast models, where ROM-based coarse fidelities are con- structed on-the-fly; and (iii)
hyperreduction for the ROM, based on proper orthogonal decomposi- tion and the empirical quadrature
procedure, constructed using the ensemble of full order model trajectories. We show that the multi-
fidelity statistical estimates based on efficient, on-the-fly construction of the ROM enables the rapid and
reliable state estimation for practical nonlinear dynamical systems. We demonstrate the effectiveness
of our framework to estimate the state of a separated flow around an airfoil by (i) showing that the
ROM-based multi-fidelity method is more accurate than the single-fidelity method for comparable com-
putational cost and (ii) showing that multi-fidelity statistics enable the use of a less accurate surrogate
when compared against ROM-only filters at negligible cost.

1093



A weakly-invasive LATIN-PGD method for non-linear problemsDavid Néron, Ronan Scanff, Pierre Ladevèze and Philippe Barabinot

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

A weakly-invasive LATIN-PGD method for non-linear problems
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Reduced-order models (ROM) are powerful engineering tools that allow reducing drastically computa-
tional time for complex problems in order to build “virtual charts” [1]. Among other ROM technics, the
LATIN-PGD provides a reduced-order basis without any a priori knowledge of the problem nor snapshots
and is particularly suitable for non-linear simulations [2,3]. However, the development of ROM-based
methods in the industry is currently slowed down by the difficulty of introducing them into commercial
finite element software, mainly due to the strong intrusiveness of the associated algorithms. This work
introduces a weakly-invasive reformulation of the LATIN-PGD method [4], in the form of generalized
quantities, which is intended to be directly integrated into the finite element analysis software. The main
idea remains to reuse all facilities already included in an industrial solver (all non-linearities, element
types, capabilities, ...) by only changing the non-linear solver algorithm. As part of this work, this ap-
proach is carried out in the non-linear finite element analysis software SAMCEF developed by Siemens.
The feasibility of the method is highlighted with some particular problems: elastic-visco-plastic material,
contact, parametrized aspects.
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In developing products to achieve higher efficiency, the computational fluid dynamics 
(CFD) is being used. In addition to cutting costs by reducing the number of prototypes, there is a 
growing need for technology that reduces design time by using automatic optimization and other 
methods. However, since the computational cost of CFD is very high, it is difficult to apply to 
automatic optimization, and there is a strong need to reduce the analysis time. As a trend in 
speeding up CFD, constructing reduced order models (ROM) have attracted much attention in 
recent years. Dynamic mode decomposition (DMD)[1] is one of key techniques for identifying 
low-dimensional dynamic system from spatio-temporal data in numerical and experimental fluid 
mechanics, and has received much attention because it can be used to construct ROMs. 

Although DMD has been applied to various problems, its applications to the two-phase flow 
analysis are limited. As previous study, Krolick and Owkes[2] presented a technique to extract 
the primary instability from an atomizing jet’s core. In order to apply DMD to more general two 
phase flows, in this study, we investigated the stability of ROMs obtained by different definitions 
of the gas-liquid interface: the raw VOF field and a signed distance function.  

 The current study presents a technique to extract wave form of sloshing tank problem. The 
simulation was conducted using a volume of fluid (VOF) method and the experimental data by 
Goudarzi and Sabbagh-Yazdi[3] was used to verify the simulation result. The ROM was 
constructed for the flow field using the randomized DMD[4], and there is an instability issue that 
occurs when DMD is applied to the VOF field. The reason for this comes from the discontinuity 
of the VOF fields both in space and time. The current study revealed that the ROM constructed 
by the hyperbolic tangent function of the signed distance function gives more stable result than 
other definitions of the gas-liquid interface. 
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Projection-based model reduction of parametrized/unsteady nonlinear partial differential equations (PDEs)
requires hyperreduction to accelerate the evaluation of the reduced residual. Our approach to hyperreduc-
tion is based on the empirical quadrature procedure (EQP)[1], which solves a constrained optimization
problem to identify a reduced (i.e., sparse) quadrature rule tailored for a given reduced basis and the
parametrized/unsteady problem that satisfies “residual matching conditions” at a set of parameter/time
training points. The selection of the training points, or more generally constraints, is crucial, and we
wish to meet two competing requirements: a large number of training points to ensure that the resid-
ual is well approximated over the entire parameter/time domain; a small number of training points to
reduce the training cost. These competing requirements pose challenges especially for large-scale and
high-dimensional problems.

To handle these challenges, we present a rigorous and efficient approach to hyperreduction, with an em-
phasis on large-scale and high-dimensional problems. Our formulation exploits the fact that, in many
parametrized systems, the constraints belong to a manifold, are similar, and hence are amenable to sub-
stantial reduction. We develop a constraint reduction algorithm that uses QR factorization to determine
a set of orthogonalized constraints, along with judiciously selected truth values and tolerances, such that
our original constraints are well represented. The factorization is used to rank the “importance” of each
constraint, then an iterative process selects a minimal set of constraints, while ensuring that the resulting
solution satisfies all original constraints. We exploit the powerful constraint reduction capabilities of this
method to develop an algorithm for efficiently sampling a large or high-dimensional parameter space.
This approach employs a greedy algorithm to rapidly determine a minimal set of training points such
that the resulting reduced quadrature rule is accurate over the entire parameter domain.

We demonstrate the formulation using a family of large-scale and high-dimensional aerodynamics prob-
lems, including the following: parametrized Reynolds-averaged Navier-Stokes (RANS) flow over an
ONERA wing; multi-fidelity ensemble Kalman filter for separated Navier-Stokes flow past NACA0012;
and high-dimensional parametric uncertainty quantification of the RANS Spalart-Allmaras turbulence
model. For these large-scale problems (up to 40,000 constraints and 106 quadrature points), we observe
significant improvements in the training time when the constraint reduction methods are employed.
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We consider model reduction of shape-parametrized aerodynamics problems governed by the Euler and
Reynolds-averaged Navier-Stokes (RANS) equations. Our goal is to provide rapid and reliable pre-
dictions of quantities of interest, such as lift and drag, with an emphasis on high-dimensional prob-
lems arising from geometry parametrizations in design optimization and uncertainty quantification. The
key ingredients are the adaptive high-order discontinuous Galerkin (DG) finite element method, which
provides efficient solutions of convection-dominated problems; reduced basis (RB) spaces, which pro-
vide rapidly convergent approximations of the parametric manifolds; the dual-weighted residual (DWR)
method, which provides effective error estimates for quantities of interest in both the DG and RB ap-
proximations; and the empirical quadrature procedure (EQP), which provides efficient hyperreduction.
We consider the application of the shape-parametrized model in two distinct context.

The first is the construction of a shape-parametrized hyperreduced model and its application to proba-
bilistic analysis under geometric uncertainties. A weak greedy algorithm simultaneously adapts the DG
spaces, RB spaces, and EQP to meet the user-specified output error tolerance over the entire parame-
ter space. The algorithm adaptively enriches the training parameter set to effective train the reduced
model in high-dimensional parameter spaces. In the online stage, the DG-RB-EQP method reduces the
computational time by several orders of magnitude. In the offline stage, the adaptive training algorithm
provides efficient training while controling the discretization errors associated with the DG, RB, and
hyperreduction approximations.

The second is in the context of aerodynamics shape optimization. We combine the above ingredients with
a trust-region method to construct a sequence of reduced models on-the-fly to accelerate the optimization
process. The key additional ingredients are the trust region informed by the DWR error estimate, and
the tailored EQP hyperreduction which ensures that the reduced model satisfies required consistency
conditions for the convergence of the trust-region method. We demonstrate on-the-fly acceleration of
shape optimization procedure using an inverse-design problem and a drag-minimization problem.
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Combustion dynamics is characterized by the coupling between heat release, hydrodynamics, and acous-
tics. In combustion engines, this complex coupling can lead to combustion instabilities that can cause
devastating engine failures. Even with advances in modern computational capabilities, high-fidelity (e.g.,
Large Eddy) simulations of full-scale engines remain out of reach. In this work, we develop a framework
to enable efficient prediction of combustion dynamics in rocket engines using component-level training
on reduced domains, and integrating these components as a network of Reduced Order Models (ROMs).
The full rocket engine is decomposed into different components, each of which adapts different mod-
eling strategies. Model reduction methods using model-form preserving least-squares projections with
variable transformation (MP-LSVT) [1] are adapted to obtain efficient and accurate ROMs to represent
complex combustion dynamics near rocket injectors. These ROMs are effectively trained based on of-
fline LES simulations with a reduced number (e.g., < 3) of injectors, a small fraction of the full-scale
engine, which usually contains hundreds of injectors. External excitation is introduced in the offline LES
simulations to incorporate essential dynamics for ROM training. The trained ROMs are then coupled
to form a network. Computational fluid dynamic (CFD) models are used in components, dominated
by acoustically propagating waves (manifolds, injector posts, and nozzle) and coupled to the aforemen-
tioned network of ROMs which model the near-injector dynamics [2]. We demonstrate the framework to
predict combustion instability characteristics in a multi-injector rocket engine.
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Projection-based model order reduction (PMOR) techniques rely on the precomputation of an

approximation subspace that, despite having a dimension much smaller than that of its underlying
high-dimensional  model  (HDM),  exhibits  the  ability  to  capture  its  dominant  features.  It  is

common to construct this approximation subspace by collecting many solution snapshots from the
HDM  and  compressing  a  matrix  of  these  snapshots  using  the  singular  value  decomposition

(SVD).  However, for highly nonlinear problems that are convection-dominated or characterized

by mutiple distinct scales or regimes (or more generally, any problem with a high Kolmogorov n-

width), a single global reduced-order basis (ROB) often needs to be prohibitively large to deliver
sufficient accuracy.  One existing method [1] addresses this issue by partitioning the state space

into regions with a clustering algorithm and pre-computing multiple smaller ROBs, one for each
region  of  the  partitioned  state  space.   Then  at  each  time-step  of  the  simulation,  the  ROB

constructed for the region of state space occupied by the current state vector is used to advance
the simulation.  This leads to a piecewise affine approximation manifold where each local ROB is

constructed by compressing snapshots in the neighborhood of the current state vector, with these
neighborhoods constructed a priori by a clustering algorithm. 

The PMOR method proposed here similarly makes use of the concept of state-space locality,

using at each time-step a ROB constructed from snapshots in the neighborhood of the current
state vector.  However, the proposed method discards the a priori partitioning of the state space

into a discrete number of neighborhoods via clustering and the pre-computation of ROBs via data
compression.  Instead, at each time-step, it constructs on-the-fly a ROB using a small number of

nearest snapshots to the current state vector without any data compression.  Efficient distance
formulas are derived to enable the real-time construction of such nearest-neighbor ROBs which

by design, are adaptive. Using this approach, the offline processing of PMOR is simplified and
made more computationally efficient, the dimension of the local projection-based reduced-order

model needed to achieve a certain level of accuracy is made smaller than otherwise possible, and
therefore  the  overall  computational  efficiency  of  PMOR  is  significantly  improved.   Under

reasonable conditions, the proposed PMOR approach is capable of achieving a perfect accuracy
for  “reproduction” problems using exceedingly small  basis sizes.  Its  potential  for  parametric,

highly nonlinear,  convection-dominated flow problems is demonstrated on several parametric,
large-scale, CFD applications pertaining to aerodynamics, using the least-squares Petrov-Galerkin

(LSPG) method [2] for PMOR.
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For many problems in computational mechanics, Adaptive Mesh Refinement (AMR) is desirable 
as it enhances accuracy for a given computational cost and reduces this cost for a specified 
accuracy. While it is fairly practiced in the context of high-dimensional, mesh-based computational 
models, it is in its infancy in that of low-dimensional, generalized-coordinate-based computational 
models such as Projection-based Reduced-Order Models (PROMs) and Hyperreduced PROMs 
(HPROMs). This is primarily due to the fact that when AMR is applied at the high-dimensional 
level, different solution snapshots may be computed on different meshes, which raises two different 
but related issues: the solution snapshots may have different dimensions, which complicates their 
collection and compression into a Reduced-Order Basis (ROB); and even if they happen to have 
the same dimension due to a fortuitous balance between mesh refinement in some regions of the 
computational domain and mesh coarsening in other regions, they may suffer from some 
inconsistency due to the fact that their same-index entries may not evaluate the solution at the same 
spatial location. Recent work in the literature [1] addresses, to some extent, both aforementioned 
issues by interpreting all mesh-based computations underlying the data-driven POD procedure as 
inner products and computing them in the continuous solution space rather than the semi-discrete 
counterpart. Here, this approach is extended to hyperreduction, which is indispensable for 
parametric, Projection-based Model Order Reduction (PMOR) when it is not possible or 
computationally tractable to pre-compute offline the reduced-order operators and quantities, and 
the computational complexity of their online computation does not scale only with the size of the 
PROM. Specifically, the context is set to that of the Energy-Conserving Sampling and Weighting 
(ECSW) hyperreduction method presented in [2] for second-order dynamical systems semi-
discretized by finite element methods, and recently extended in [3] to first-order hyperbolic 
problems discretized by finite volume methods. To achieve computational tractability in the 
presence of AMR, the concept of local ROBs in the state-space [4] is adopted.  This concept is 
equipped with that of local “supermeshes”, where the construction of each local supermesh is 
dictated by the subset of the collected solution snapshots underlying the construction of a local 
ROB; and the reduction of such a supermesh is performed and trained using the underlying local 
ROB and ECSW. All presented ideas and their significance are illustrated and highlighted with the 
solution of three-dimensional, nonlinear, convection-dominated turbulent flow problems. 
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We consider model reduction methods for parametric/random partial differential equations. The usual
approach to model reduction is to construct a linear space Vn of (hopefully low) dimension n which
accurately approximates the parameter-to-solution map, and then use it to build an efficient forward
solver. However, the construction of a suitable linear space is not always feasible. It is well-known that
numerical methods based on nonlinear approximation outperform linear methods in many contexts. In a
so-called library approximation, the idea is then to replace the linear space Vn by a collection of linear or
affine spaces V1,V2, . . . ,VN of dimension m < n.

In this presentation, we first review standard linear methods for model reduction before introducing non-
linear reduced models with a focus on library approximation. We then present different strategies which
can be used to generate such nonlinear reduced models, namely libraries based on piecewise (Taylor)
polynomials and on local reduced basis spaces. We provide some theoretical results and illustrate the
performances of the methods through several numerical experiments.
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Dynamical modeling of a process is essential to study its dynamical behavior and to perform engineer-
ing studies such as control and optimization. With the ease of accessibility of data, learning models
directly from the data have recently drawn much attention. It is also desirable to construct compact
low-dimensional models describing complex non-linear dynamics, leading to perform simulations and
engineering studies on modest computer hardware. To that aim, the construction of low-order models is
well reflected in the recent successes of data-driven approaches such as dynamic mode decomposition
and operator inference. However, for a process, typically, some known physical constraints (e.g., mass
conversation, energy conversation) are not incorporated in learning models using the approaches above.

In this talk, we discuss the use of the operator inference approach to learning structured low-dimensional
models for incompressible flow from data. To that end, we utilize the intrinsic structure of the Navier-
Stokes equations for incompressible flows and show that learning dynamics of the velocity and pressure
can be decoupled, thus leading to an efficient operator inference approach for learning the underlying
dynamics of incompressible flows. Finally, we show the operator inference performance in learning
low-order models using some benchmark problems and compare it with an intrusive method and other
data-driven approaches.
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This work proposes an extension of neural ordinary differential equations (NODEs) by introducing an
additional set of ODE input parameters to NODEs. This extension allows NODEs to learn multiple
dynamics specified by the input parameter instances. Our extension is inspired by the concept of pa-
rameterized ordinary differential equations, which are widely investigated in computational science and
engineering contexts, where characteristics of the governing equations vary over the input parameters.
We apply the proposed parameterized NODEs (PNODEs) for learning latent dynamics of complex dy-
namical processes that arise in computational physics, which is an essential component for enabling
rapid numerical simulations for time-critical physics applications. For this, we propose an encoder-
decoder-type framework, which models latent dynamics as PNODEs. We demonstrate the effectiveness
of PNODEs with important benchmark problems from computational physics.
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Projection-based model order reduction (PMOR) provides a parsimonious description of 
otherwise a very high dimensional parametric model (HDM), by constructing global shape 
functions as opposed to local ones – often used in the context of finite element methods. The key 
difference in the case of PMOR is that the global shape functions are computed based on prior 
knowledge of the problem to be solved, obtained through exercising the parametric HDM. The 
low-dimensional description of a computational model afforded by PMOR, equipped with 
hyperreduction in the case of an arbitrarily nonlinear model significantly accelerates the time-to-
solution of the problem of interest. For example, in [1], the authors demonstrate the ability of 
PMOR to reduce the wall-clock time required by a turbulent flow computation past a complex 
geometry from 100 hours on over 3500 CPU cores for the HDM, to only 3 minutes on 32 cores 
for its hyperreduced, projection-based reduced order model (HPROM) counterpart. 
Unfortunately, for highly nonlinear problems and in particular for convection-dominated 
problems, the performance of traditional PMOR techniques is greatly limited by the Kolmogorov 
barrier which underscores the need for many basis vectors for an affine approximation to achieve 
reasonable accuracy. To meet this challenge, a variety of nonlinear rather than affine 
approximations have been proposed, from locally affine approximations [2] that have 
demonstrated their potential for 3D challenging applications [1], to more general nonlinear 
approximation manifolds generated by neural networks [2] that seem to be limited to simple 1D 
and 2D applications – due to the extensive training and hyper-parameter tuning they require, 
which questions their practicality. 
Here, an alternative, piecewise quadratic approximation manifold is proposed for mitigating the 
Kolmogorov barrier. It is trained in a two-step approach that builds on the data-driven approach 
underlying the traditional construction of PROMs; is application-independent; is linearization-
free and therefore is more robust for highly nonlinear problems. Most importantly, if for a 
nonlinear, convection-dominated flow problem a PMOR method equipped with the traditional 
affine approximation delivers a certain level of accuracy using a PROM of dimension 𝑛𝑛, the 
proposed piecewise approximation manifold produces a piecewise quadratic PROM that delivers 
a similar level of accuracy using however a dimension that is smaller than √𝑛𝑛.  The proposed 
piecewise approximation manifold is implemented in the least-squares Petrov-Galerkin (LSPG) 
method for PMOR and equipped with the ECSW method for hyper reduction [1]. Its superior 
accuracy for a fixed low dimension 𝑛𝑛 and its superior performance for a fixed level of accuracy 
are demonstrated for several realistic, convection-dominated, turbulent flow problems.  
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The state of the art of nonlinear, projection-based model order reduction (PMOR) has significantly ad-
vanced in recent years for many applications, including computational fluid dynamics (CFD) analysis.
For example, the least-squares Petrov-Galerkin (LSPG) PMOR method first presented in [1] was recently
demonstrated in [2] for a challenging high-speed, turbulent, viscous flow problem past a complex fighter
aircraft geometry. However, the state of the art of PMOR for CFD has been restricted to date to body-
fitted meshes. The reason is that in general, embedded boundary models (EBMs) are not compatible with
traditional PMOR frameworks due to their dynamic partitioning of the computational fluid domain into
real and fictitious subdomains. Hence, complex flow problems that necessitate the use of an EBM for
CFD–such as problems involving large shape changes, deformations, or topological changes–cannot be
accelerated today by PMOR. Notable work pertaining to the initial development of a PMOR approach for
EBMs includes the alternative right reduced-order basis (ROB) developed in [3], which accounts for the
real/fictitious dynamic partitioning of the computational fluid domain. Here, this approach is generalized
to more advanced EBMs than the standard ghost fluid method, which was the focus of the work in [3].
More importantly, it is equipped with hyperreduction–another challenging task to perform when the do-
main is dynamically partitioned into real and fictitious subdomains–to enable wall-clock time reduction.
The result is a comprehensive framework for constructing nonlinear, projection-based reduced-order
embedded boundary models for CFD and hyperreducing them using a variant of the energy-conserving
sampling and weighting (ECSW) [4] method tailored for this purpose. This framework is demonstrated
on a series of large-scale, convection-dominated CFD applications that necessitate the use of an EBM. It
delivers significant wall-clock time speedup factors while maintaining accuracy.
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There are inherent limitations to linear dimensionality reduction methods like the proper orthogonal de-
composition (POD). To overcome these limitations, there has been recent interest in finding a nonlinear
extension that retains many important properties of POD such as (1) the stability of the POD coefficients
with respect to the data, or (2) the regularity in the POD modes. In this talk, we will discuss a general-
ization of POD to the nonlinear setting, in the form of a neural network called the reduced deep network
(RDN) introduced in [1]. We present theoretical and numerical results showing that this extension yields
a stable approximation to various datasets that proved challenging for POD in the past. We will focus
on datasets taken from numerical solutions to nonlinear partial differential equations describing wave
phenomena.
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We provide the state of the art of Reduced Order Methods (ROM) for parametric Partial Differential
Equations (PDEs), and we focus on some perspectives in their current trends and developments, with a
special interest in parametric problems arising in offline-online Computational Fluid Dynamics (CFD).
Efficient parametrisations (random inputs, geometry, physics) are very important to be able to properly
address an offline-online decoupling of the computational procedures and to allow competitive compu-
tational performances. Current ROM developments in CFD include: a better use of stable high fidelity
methods, considering also spectral element method and finite volume discretisations, to enhance the
quality of the reduced model too, and allowing to incorporate some turbulent patterns and increasing
the Reynolds number; more efficient sampling techniques to reduce the number of the basis functions,
retained as snapshots, as well as the dimension of online systems; the improvements of the certification
of accuracy based on residual based error bounds and of the stability factors, as well as the guarantee
of the stability of the approximation with proper space enrichments. For nonlinear systems, also the
investigation on bifurcations of parametric solutions are crucial and they may be obtained thanks to a re-
duced eigenvalue analysis of the linearised operator. All the previous aspects are very important in CFD
problems to focus in real time on complex parametric industrial, environmental and biomedical flow
problems, or even in a control flow setting with data assimilation or uncertainty quantification. Model
flow problems will focus on few benchmarks, as well as on simple fluid-structure interaction problems
and shape optimisation applied to industrial problems.
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A model order reduction technique in combination with mesh tying is used to efficiently simulate a large
number of different structures that are assembled from a set of substructures. The stiffness matrices of
the substructures are computed separately and assembled into a global stiffness matrix with tied contact
formulation. The computational time can be further decreased by reducing the degrees of freedom of each
substructure with a projection-based model order reduction technique. The precomputations to obtain the
mode matrices are computationally cheap because they can be carried out on each substructure separately.
For the development and optimization of new construction strategies for fiber reinforced concrete, a large
number of different combinations of the modules have to be tested. The nonlinear anisotropic material
behavior, like the primary directions of orthotropic materials [1], leads to parameter-dependent mode
matrices. The precomputations can only be done for a relatively small number of parameters. For all
other parameters, the mode matrices have to be adapted with interpolation methods to obtain an accurate
solution [2].
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In this talk, I will survey reduced order model (ROM) closures and stabilizations [1] for under-resolved
turbulent flows. Over the past decade, several closure and stabilization strategies have been developed to
tackle the ROM inaccuracy in the convection-dominated, under-resolved regime, i.e., when the number
of degrees of freedom is too small to capture the complex underlying dynamics. I will present regularized
ROMs, which are stabilizations that employ spatial filtering to alleviate the spurious numerical oscilla-
tions generally produced by standard ROMs in the convection-dominated, under-resolved regime. I will
also survey three classes of ROM closures, i.e., correction terms that increase the ROM accuracy: (i)
functional closures, which are based on physical insight; (ii) structural closures, which are developed by
using mathematical arguments; and (iii) data-driven closures, which leverage available data. Throughout
my talk, I will highlight the impact made by data on classical numerical methods over the past decade.
I will also emphasize the role played by physical constraints in data-driven modeling of ROM closures
and stabilizations.
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Due to their high specific stiffness and high degree of design freedom, fiber reinforced polymer compo-

nents have been employed over a wide range of industries to facilitate technological progress. Manufac-

turing of fiber reinforced polymer components often involves fiber suspensions, for example the widely

used injection and compression molding. Thus, an accurate understanding of the viscous properties of

fiber suspensions is important for appropriate industrial application. Taking microstructural parameters

into account, Fast Fourier Transform (FFT) based simulations enable high fidelity homogenization of

mechanical properties of fiber suspensions [1].

Previous work [1] was restricted to FFT-based viscous homogenization under the assumption of a New-

tonian polymer matrix. However, polymer melts usually show non-Newtonian behavior. Here we extend

the computational methodology to shear thinning rheology by employing the Cross-WLF [2, 3] material

model.

Based on a Newton method, we derive an efficient implementation of the cross fluid material model. We

investigate the influence of microstructural parameters on the effective viscosity of fiber suspensions with

a non-Newtonian matrix. We compare our results to effective viscosities of fiber suspensions with a New-

tonian matrix and mean-field estimates. Finally, we identify sensitivities with respect to microstructural

parameters.
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This report presents an efficient stabilized finite element scheme for simulating viscoelastic flows
at high Weissenberg numbers. The velocity and pressure variables in the momentum conservation
equations are uncoupled using an incremental fractional step method based on the second order
backward differentiation formula (BDF2). The pressure gradient projection (PGP) stabilization
technique and the discrete elastic-viscous-split-stress (DEVSS) formulation are introduced into
the scheme, in explicit versions, to circumvent the LBB constraints. For the constitutive equation,
a square root transformation is firstly applied to retain the positive definiteness of the polymer
conformation tensor, and then the streamline upwind/Petrov-Galerkin (SUPG) method and the
second order Runge-Kutta scheme are employed for spatial and time discretizations. Three
benchmark problems are tested and numerical results have revealed the accuracy and
convergence of the scheme. What is more, since the presented scheme enables the use of equal
low-order interpolations for all variables and requires no iterative process, it is computationally
efficient and easy to be implemented.

1111



An adaptive rotated entropy stable scheme for the ideal MHD equationSupei Zheng, Mengqing Zhai, Jianhu Feng and Xiaohan Cheng

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

An adaptive rotated entropy stable scheme for the ideal MHD equation

Supei Zheng, Mengqing Zhai, Jianhu Feng and Xiaohan Cheng

School of Science, Chang’an University, Xi’an 710064, China, E-mail:zsp2008@chd.edu.cn

Key Words: Magnetohydrodynamics equation; Entropy stable scheme; Rotated angle; Adaptive moving
grid; Runge-Kutta method.

The numerical solution of the magnetohydrodynamics(MHD) equation is of great significance in
the fields of plasma physics, astrophysics research, and flow control. A rotated entropy stable scheme
based on the moving grid is constructed for solving the ideal MHD equation. This method combines
the Roe-type rotated entropy stable scheme based on the adaptive rotated angle and the adaptive moving
grid algorithm, where the entropy stable scheme is used to discretize the MHD equation in space, and
the grid evolution equation is constructed by the variational method and then is solved iteratively by
Gauss-Seidel method for the adaptive grid. Furthermore, the method uses the conservative interpolation
formula for the value transfer between on the new nodes and the old ones. And the rotated angle is
defined by the velocity gradient function. The third-order strong stable Runge-Kutta method is used in
time step. Numerical experiments show that the algorithm can effectively capture the structure of the
solution (especially shock waves and rarefaction waves), and has high resolution, good versatility, and
strong robustness.
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In this talk, the numerical approximations of the Cahn-Hilliard type and conserved Allen-Cahn type block
copolymer (BCP) model describing the phase separation of the copolymer and homopolymer mixtures
are considered. We develop a series of efficient, unconditionally energy stable, non-iterative schemes
based on the SAV, 3S-SAV, and new Lagrange multiplier approaches. The proposed numerical schemes
lead to decoupled linear equations with constant coefficients at each time step, and their unconditional
energy stabilities are proved rigorously. Numerical examples are provided to validate the accuracy and
energy stability of the proposed schemes, and ample simulations are presented to show a variety of
morphologies of pattern formations of the copolymer and homopolymer mixtures.
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Abstract: In this paper, the intricate gas entrapment phenomenon in the non-isothermal polymer 

filling process is investigated via a combined finite element and discontinuous Galerkin 

numerical algorithm. The evolving melt interface is captured via level set method and the 

eXtended Pom-Pom (XPP) constitutive model is employed to describe the viscoelastic fluid. The 

governing equations of flow field are solved via a coupled continuous and discontinuous Galerkin 

method. The implicit discontinuous Galerkin method is utilized for the solution of the XPP 

constitutive equation, level set and its re-initialization equations. The good agreement of 

experimental and simulation results illustrates the validity of this combined computational 

algorithm. The influence of injection velocity and the gate size on the gas entrapment 

phenomenon are both studied in the irregular cavity with complex insert. We have found that the 

entrapped gas is easy to appear for the case of higher injection velocity and smaller gate size. The 

distribution of temperature field in different cases are also shown. 

 

Key Words: gas entrapment, finite element; discontinuous Galerkin; XPP constitutive 

model, level set method 
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In this work, we present a high-order discontinuous Galerkin method (DGM) for simulating Oldroyd-B
viscoelastic fluids at high Weissenberg (Wi) numbers. The dual splitting scheme is performed to decouple
the velocity and pressure in the momentum and mass equations, and circumvent the limitation of the LB-
B condition. The square-root-conformation representation (SRCR) method is applied in the constitutive
equation to preserve the positive definiteness of the conformation tensor and improve the computation-
al stability at high Wi numbers, and then the local Lax-Friedrichs flux and second-order Runge-Kutta
scheme are employed for spatial and time discretization. Several typical benchmarks are considered
to verify that the combinations of the dual splitting scheme, DGM and SRCR effectively improve the
accuracy and stability compared with traditional methods for solving the Oldroyd-B viscoelastic flow
problems at high Wi numbers.
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The three-dimensional dynamic interaction of surface foundations with structures buried in the ground
or local geological inhomogeneities can have a significant impact on the structural responses and the
wave propagation patterns in the ground. In particular, when amplification of ground motions occurs due
to diffraction and scattering, it is essential to integrate these inclusions into prediction models and thus
consider the Structure-Soil-Structure-Interaction (SSSI).

In this contribution an efficient 2.5D coupled Integral Transform Method (ITM) – Finite Element Method
(FEM) approach [1] is used to compute the complex, dynamic stiffness at the surface of a layered soil in-
cluding a longitudinally invariant structure or inhomogeneity. Herein, the analytical ITM solutions of the
dynamic wave equation allow to account for the infinite extension of the soil by satisfying the radiation
condition. The FEM enables to model complex, spatially limited structures and a part of the surrounding
soil within a cylindrical outer boundary, on which both methods are coupled. The foundation on the
ground surface is modelled using 3D finite elements and is coupled to the soil substructure enforcing the
compatibility conditions at the common interface [2, 3].
By solving the overall system of equations in the frequency domain for an external load with unit ampli-
tude over the entire frequency range, the transfer functions for the foundation compliances are calculated,
weighted by the frequency spectrum of the transient load, and finally transformed to the time domain by
an inverse Fourier transform.

The effect of soil stratification as well as embedment depth, size and stiffness of the inclusion on the
transient foundation behaviour is investigated and interpreted by drawing correlations to the frequency
spectra of the foundation compliances and power input at the soil-foundation interface. In addition, time-
dependent displacement distributions on and within the soil are presented to illustrate the effects of the
SSSI on wave propagation characteristics such as predominant wave types, propagation directivity, as
well as interference and wave impeding effects due to the inclusion. For this purpose, a postprocessing
procedure is used in which the interaction forces at the soil-foundation interface are applied as an external
load to the soil substructure.
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Abstract: The linear multistep (LMS) methods family had been a basic solving procedure for the 
ordinary differential equations, and also be a significant member of the time integration schemes 
for structural dynamics. They can be utilized solely for the equations of motion, such as the 
central difference method, the BDF2 method, the Houbolt method, etc; and can also be the sub-
step methods of the composite schemes, such as the Park method, the Bathe methods family, etc. 
In addition, the accuracy analysis framework of the LMS methods had been extended to many 
single-step methods based on the spectral equivalence, such the Newmark-β method, the Wilson-
θ method, the HHT-α method, the three-parameters optimal scheme, the GSSSS method, etc. The 
present study focuses on the second-order-type LMS methods which solve the second-order 
differential equations of motion directly. A generalized LMS methods family is considered, and a 
rigorous accuracy analysis is performed for desirable numerical properties. The accuracy 
conditions based on consistency, stability, convergence analyses are derived. Moreover, the error 
constant concept of the second-order-type LMS methods is developed. It has played an important 
role in the first-order-type LMS methods for algorithm optimization. 
 
Acknowledgements: This work is supported by the National Natural Science Foundation of 
China (Grant No. 11802346). 
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Full-Waveform Inversion (FWI) is a challenging data-fitting procedure based on full-wavefield modeling
to estimate the elastic parameters in the underground, in order to deduce a very detailed geophysical
model. This can be achieved by minimizing the energy between the modeled and the field data using
a gradient optimization approach. Key ingredients of the FWI are an efficient forward-modeling en-
gine and a local differential approach, in which the gradient and the Hessian operators are efficiently
estimated. In this light, the design of a suitable, efficient an accurate numerical method to solve the
elastic forward problem is essential to develop a FWI strategy for an independent inversion of isotropic
elastic material parameters. Even if different directions exist, the use of a Boundary Integral Equation
(BIE) technique, whose discretization is known as the Boundary Element Method (BEM), is an appeal-
ing choice because it allows to handle problems defined on the exterior of bounded domains as easily
as those defined in the interior, without the introduction of an artificial boundary to truncate the compu-
tational domain. Furthermore, this technique requires the discretization only of the domain boundaries,
leading to a drastic reduction of the total number of degrees of freedom of the problem. Recently, a
direct space-time Galerkin BEM for the discretization of time-domain BIEs related to 2D scalar and
vector wave propagation problems has been introduced in [1] and [2]. This technique is based on a nat-
ural energy identity satisfied by the solution of the corresponding differential problem, which leads to
a space-time weak formulation of the BIEs with precise continuity and coerciveness properties. Con-
sequently, the integral problem can be discretized by unconditionally stable schemes with well-behaved
stability constants even for large times. In this work, starting from optimal results obtained for 3D scalar
wave propagation [3], we extend the energetic BEM to 3D realistic elastodynamic problems, showing
the capabilities of the method of modelling a full wavefield rather than specific wave types.
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Eukaryotic chromatin chain with chromosomes is a physico-chemically stable material inside cell 
nucleus. Chromatin structure can be changed slowly or drastically through various physico-
chemical interactions between nucleosomes, among which repulsion plays a key role in regulating 
material properties, genetic transcriptions, and gene expression. However, this type of physically 
driven changes is not fully understood, particularly in human cells. On the other hand, recent 
experiments in vivo reveals a dynamic liquid-like state of the polymer in a human cell [1]. This 
dynamic behavior has been observed in 100 milli second [2]. It suggests that the fluidity of the 
polymer and density effects of crowded molecules should be taken into account. And elastic 
response of linker-DNA is numerically estimated as non-linear. Therefore, it remains a crucial 
problem that Brownian dynamics simulation of the prototype Rouse model has a limitation of the 
short time step of 1ps to 1ns with the assumption of constant external force. Besides it is difficult 
to handle with the overstretching transition of a semiflexible polymer. 

In this study, we aim to construct a simulation model of a chromatin fiber by improving 
Brownian dynamics with a time step longer than picoseconds, and by implementing the density 
effect of nucleosomal collisions. In our model, we proposed two plausible collision algorithms. 
One is to apply a wall solution to the Brownian process. As evaluation of the one, we confirmed 
diffusion property of nucleosomes which is similar to some estimated data. The other is to 
extrapolate the Brownian process from in-silico experiments of two-body collision. We treated 
nucleosomes as Brownian particles with Lenard-Jones interaction and spring interaction, and 
simulated the dynamics of these collisions in nanoseconds. Then, we constructed a probability 
function of a pair of nucleosomes based on the generalized collision process. As a result, we found 
that nucleosome displacements have characteristic distribution and we compared it with the wall 
solution algorithm. The results indicate that the Brownian collision process should be modified by 
our generalized extrapolated function.  
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In the modelling and simulation of physical phenomena, numerical analysis of differential equations
that represents the phenomena of objects can be evaluated based on stability, accuracy, and speed. In
recent years, however, in addition to stability, structural conservation, i.e., whether the numerical method
can reproduce the essential properties of the phenomenon, has been greatly emphasized. For variational
systems, the symplectic structure is among one of the most important features, beside symmetries and
conservation laws, which are connected by the celebrated Noether’s theorem. One well-known efficient
structure-preserving numerical methods for variational systems are variational integrators [1].

Unfortunately, many physical systems can not be naturally derived from variational calculus. The formal
Lagrangian formulation was found useful for deriving conservation laws of some special non-variational
systems [2] and for constructing their variational integrators [3]. This was extended to the modified
formal variational formulation [4], which is applicable to arbitrary differential equations, that, on the one
hand, allows us to derive conservation laws through Noether’s theorem, and, on the other hand, provides
necessary foundations for constructing variational integrators for arbitrary differential equations. In this
talk, we will mainly be focused on applications of this novel method to the Burgers’ equation.
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An electromagnetic cavity as discussed in this contribution will be a source-free region enclosed 
by a perfect conductor and filled with a linear dielectric in which modes of free oscillation can exist 
at an infinite number of discrete frequencies. These standing-wave fields and natural frequencies 
are solutions of the eigenproblem associated with the double-curl operator. If the electric field is 
the variable solved then the magnetic field will be called the induced field, and vice versa. As is 
well known, if the operator double-curl is discretized with nodal finite elements then eigenspectrum 
computed will be severely polluted with spurious eigenmodes, the spurious eigenvalues having the 
same order of magnitude as the physical eigenvalues and not easily distinguished from them [1]. 
 
A standing-wave field can be represented by the superposition of plane harmonic waves travelling 
in several directions. For these fundamental wave solutions, by a dispersion analysis, the behavior 
of the energy density of the induced field is researched in unbounded domains discretized by regular 
meshes of twenty-nodes hexahedral finite elements formulated in energy-orthogonal form [2]. In 
this formulation the element stiffness matrix is split into basic and higher order components, which 
are respectively related to the mean and deviatoric components of the element induced field. This 
decomposition is applied to the element energy of the induced field and holds for the finite element 
assemblage. The first physical branch of the dispersion equations is selected for the analysis. The 
main results are summarized. Given the mesh, in the limit of long wavelength, although the energy 
density does not vanish, its higher order component does vanish. Similarly, given the wavelength, 
as the solution converges on account of mesh refinement, the energy density is increasingly 
dominated by its basic component. Nevertheless, the higher order energy density vanishes as a 
cancellation of the component associated with the vertex nodes and the one associated with the 
mid-side nodes, which do not vanish but are equal and opposite in sign. A sign characteristic is also 
satisfied by the vertex and mid-side components of the basic energy density. The convergence 
values of these energy components do not depend on the direction of wave propagation, direction 
of polarization, and mesh parameters. The relationship between the density of the mesh, the higher 
order energy density, and the energy error is researched for high precision discretization. 
 
For cavities discretized by twenty-nodes hexahedral finite elements is proposed to accept only those 
eigenmodes for which the basic energy component of the induced field prevails over the higher 
order energy component. Additionally, the behavior of the vertex and mid-side energy components 
must be in accordance with the fundamental behavior deduced for these energy components by the 
dispersion analysis carried out for plane harmonic waves. The numerical research reveals that 
applying these energy constraints the spurious eigenmodes can be efficiently identified. 
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Many engineering applications require the numerical solution of a large scale three dimensional (3D)
or two-dimensional (2D) problem, which consists of a large number of degrees-of-freedom (DOF).
Mixed-dimensional modeling suggests the reduction of a part of the domain in which the solution is
expected to exhibit a lower-dimensional behavior to a domain of lower dimension, forming a hybrid
multi-dimensional model with a significantly lower number of DOF. If designed properly, the hybrid
model allows for reduced computational effort with small mixed-dimensional modeling error. Fields of
application where mixed-dimensional modeling is of special interest include, among others, hydrological
and geophysical flow models, blood-flow analysis, and elastic structures.

The coupling of 3D and 2D finite element (FE) models to form a single hybrid 3D-2D model is con-
sidered for linear elastodynamic problems. The research focuses on the way the 3D-2D coupling is
performed, and on the coupling error generated. The Panasenko technique is used to couple the 3D and
2D models. This method has been used previously for mixed-dimensional coupling in steady-state prob-
lems [1], as well as for 2D-1D coupling of acoustic waves [2]. Here it is being used for the first time for
the 3D-2D coupling of time-dependent elastic problems. The hybrid formulation is shown to be well-
posed, and it is shown that the Panasenko method is extremely simple to implement in the framework of
FE analysis, yet the resulting coupling yields a rather small error level, provided the 3D-2D interface is
sensibly placed.
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Stiff Reaction-Diffusion (R-D) equations are used to model various bio-chemical phenomena such as
pattern formation and enzymatic reactions as well as motion of self-propelled particles [1].The stiffness
of the problem necessitates the selection of very small time steps during numerical simulation of the
equations if time-explicit integrators are used. The exponential integrator based methods such as implicit
integration factor (IIF) [1] remove this constraint. Semi-implicit IIF has been used to model stiff R-D
equations in several cases since it gives unconditional linear stability for second order accurate scheme
[1]. This method, however, faces mainly two difficulties - computational efficiency of calculation of
matrix exponential and time-complexity for nonlinear equations for large sized systems.

In this work, we address both the problems by proposing a novel method for calculation of matrix ex-
ponential and an algorithm for parallelizing the nonlinear solver. We calculate an approximation to the
matrix exponential which reduces the computational time as well as memory usage during the computa-
tion of the exponential. For the nonlinear part we use GPU parallelization to improve the computational
speed for 2D and 3D problems.

We simplify calculation of the matrix exponential by taking leverage of certain properties of the structure
of the matrix exponential for 1-Dimensional Dirichlet problems. The matrix exponential of a large
system is approximated using a smaller sized matrix without incurring significant errors. This leads to
optimization of the memory usage of the matrix exponential as well as improvements in computational
time compared to Padé approximation and scaling factor method used in MATLAB® expm() function.

The problem of time complexity of nonlinear solver is identified for R-D systems with the nonlinear re-
action terms. The semi-implicit approach models the reaction term implicitly. This results in a nonlinear
system which is decoupled from the evaluation of the linear diffusion term. We implement a paralleliza-
tion algorithm to solve the nonlinear system. The presentation will first focus on the results of the matrix
exponential approximation in comparison with MATLAB® expm() function. Secondly, we shall discuss
the parallelization algorithm and its implementation for higher dimensional cases.
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In finite element procedures for dynamic problems of solid structures, explicit time integrators with rel-
atively small phase error are suitable for calculating wave propagation phenomena[1]. However, they
are conditionally stable and time increments should be determined from the propagation velocity of the
elastic wave. When they are applied to nearly incompressible media such as rubber-like materials and
biomaterials, very small time increments are required because of high velocities of P-wave representing
volumetric deformations[2]. Therefore implicit time integrators with unconditional stability are usually
adopted in such problems. In this work, a novel time integrator that posseses numerical properties of ex-
plicit time integrators in S-wave propegation is proposed[4]. To alleviates limitation of time increments,
the present scheme is obtained by extending the Rattel method[3], which is proposed for constrained
Hamiltonian systems.
In the proposed procedure, nearly incompressibility is considered using a u-p mixed finite element
method with displacement and pressure as unknowns. An algorithmic relationship of volumetric strain
with displacement and velocity is introduced to the Rattle method, in which constrained conditions must
be treated implicitly. Further we derive an algorithm for solving linear equations with only pressure
degrees of freedom, which is similar to the semi-implicit integrator by Kadapa[2]. The obtained method
can be interpreted as a mixed time integration with an implicit solver for P-wave propagation and an
explicit solver for S-wave propagation. Numerical experiments confirm that the numerical stability is
determined by the Courant number of the S-wave. The mathematical analysis of the stability of the
proposed method is also discussed.
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A high energy line break(HELB) with operating conditions over 200 ℉ (93.3 ) or 275 psig 
(18.96 bar) involves physical phenomena such as pipe whip, jet impingement and blast wave that 
cause dynamic loads on structures, systems and components(SSCs) of nuclear power plants [1]. 
With regard to the HELB as a design basis event, a well-known design procedure [2] has been 
widely adopted. However, USNRC [3] recommended additional evaluation of amplificated blast 
wave through colliding with nearby SSCs and further conservative evaluation and realistic 
consideration of jet impingement. If HELB occurs, blast wave is first generated due to pressure 
difference between the compressed fluid in the line system and the air within a few milliseconds. 
Subsequently, jet impingement induced by the release of the fluid applies an irregular load on the 
SSCs. Since previous studies [4, 5] have been mainly conducted on independent phenomena, 
comprehensive researches to reflect these phenomena are needed for safe design. 
    The present study is to address blast wave and jet impingement evaluation under a typical HELB 
condition of 1,400MWe power plant. At first, dynamic load of blast wave was determined using 
computational fluid dynamics analysis, trinitrotoluene(TNT) equivalent approach and theoretical 
correlation. Coupled Eulerian-Lagrangian(CEL) analyses were also conducted to investigate 
structural effect of the load by applying a TNT explosive model. Then, dynamic characteristic 
model such as mode shape and effective mass ratio of the two component was made and power 
spectral densities(PSDs) were determined by using pressure-time histories from previous jet 
impingement assessment [5]. Based on the CEL analysis results, combined effect of blast wave and 
jet impingement were evaluated by performing random vibration analyses with PSD. Finally, 
structural integrity assessments of main components were carried out by comparing analysis results 
with allowable criteria for concrete and metallic materials. 
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Local site condition is an important factor affecting ground motion response , and it has a great influence 
on seismic wave field propagation and ground motion energy. Typical local site conditions, such as 
topography, layered site and fault fracture zone site, have always been a hot research topic. In this paper, 
the elastic wave equation is solved by using scaled boundary finite element method. The asymptotic 
transmission boundary is used to simulate the radiation of wave at the boundary towards half 
infinity. The ground motion response characteristics of these types of site models are studied, and the 
propagation characteristics of seismic wave field and amplitude characteristics of ground motion are 
calculated under the incident conditions of Rayleigh wave and SH wave. The effects of the order of 
interpolation function of the element, element size and integral method on the calculation results are 
discussed, and the results are compared with those of ABAQUS. The results show that the soft soli 
overburden layer site has amplification effect on the ground motion. The wave field conversion and 
coherence interaction on the interface of layered soil layer of the site lead to the amplification effect 
of the ground motion. The fault fracture zone in the fault fracture zone site has the effect of 
amplification and isolation on ground motion. When the seismic wave propagates to the fault fracture 
zone, it will reflect and refraction between the low-speed fault zone and the surrounding rock high-
speed zone, and the wave field conversion and coherence will form the trapped wave. The local convex 
topography can amplify the seismic wave to some extent, but the seismic response of the local 
concave is small. 
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A new numerical approach called the optimal local truncation error method (OLTEM) is 
suggested for the solution of partial differential equations (e.g., see [1,2]). Similar to the 
finite difference method, the structure and the width of stencil equations are assumed in 
advance. Discrete equations include regular uniform stencils for internal points and non-
uniform stencils for the points close to the boundary. The unknown coefficients of the 
discrete system are calculated by the minimization of the order of the local truncation error. 
The main advantages of OLTEM are an optimal high accuracy of discrete equations and 
the simplicity of the formation of a discrete (semi-discrete) system for irregular domains 
and interfaces (composite materials). For the regular uniform stencils without interfaces, 
the stencil coefficients can be found analytically. For non-uniform cut stencils, the stencil 
coefficients are numerically calculated by the solution of a small system of linear algebraic 
equations (20-100 algebraic equations). In contrast to finite elements, a trivial unfitted 
Cartesian mesh (no need in complicated mesh generators) is used with OLTEM. Changing 
the width of the stencil equations, different high-order numerical techniques can be 
developed. OLTEM does not include unknowns on irregular boundaries and interfaces. 
The known interface and boundary conditions at small number of selected points are added 
to the stencils as the right-hand side. Therefore, the width of ‘boundary’ and ‘interface’ 
stencils is smaller and equal to that for regular stencils. Currently OLTEM is applied to the 
solution of the wave, heat, Helmholtz, Poisson and elasticity equations. The theoretical and 
numerical results show that for the width of the stencil equations similar to that for linear 
finite elements, OLTEM yields the 4th order of accuracy for the considered scalar PDEs on 
irregular domains (it is much more accurate compared with linear and high-order finite 
elements at the same number of degrees of freedom). E.g., 3-D numerical examples on 
irregular domains show that at accuracy of 5%, OLTEM reduces the number of degrees of 
freedom by a factor of greater than 1000 compared to that for linear finite elements with 
similar stencils. At the computational costs of quadratic finite elements, OLTEM 
yields the 10th order of accuracy for the time-independent elasticity equations and the 
11th order of accuracy for the Poisson equation with complex irregular interfaces. This 
leads to a huge reduction in computation time for OLTEM at a given accuracy.  
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This work deals with the inverse problem of accurately identifying the shape, size and location of 
scatterers in a 2D-membrane by measuring the signals of waves scattered from them. The 
proposed method is based on two stages. In the first stage we use the Arrival Time Imaging 
method [1] to significantly reduce the search area – there is no renewal in this stage. In the second 
and innovative stage, we load the membrane to generate waves which are being measured by a 
small number of sensors located at chosen points. Based on these measurements, an iterative 
process is performed to find the closed curve that represents the boundary of the scatterer. The 
process of translating the measured signals to a closed curve is an iterative process which 
minimizes a cost functional that represents the difference between the measured signals and the 
wave signals obtained in the presence of a candidate scatterer. The gradient of this functional, 
which represents its sensitivity to the scatterer geometry, is calculated efficiently using the adjoint 
method. Similar to what was done in [2], we discretize the unknown scatterer boundary from the 
outset, thereby allowing a simple and intuitive derivation of the adjoint formula for the gradient. 
The unknown curve is defined by a parametric representation that is completely general and does 
not make any preliminary assumptions about the scatterer geometry. A series of numerical 
example have been done, and showed that excellent identification is obtained even in the presence 
of noise, with a small number of sensors, and with no need for regularization. Additional different 
phenomena will be discussed during the lecture. 
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In some working conditions, gears are subject to heavy-cyclic loads, such as wind turbines [1], 
and their failure modes are commonly caused by plasticity deformation accumulation. However, 
prior to the plasticity-induced failure, the shakedown states occurs when the increase of plastic 
strain ceases and the whole structure exhibits elastic response. Thus, the fatigue damages can be 
avoided by analyzing the shakedown loads of the gears in the plastic period.  
    
Shakedown theory was first introduced in the 1930s, and Melan introduced the lower bound 
theorem that can be described: If the external cyclic loads vary within a scope, named Load 
Domain L, and a time independent self-equilibrium residual stress field �̅�𝝆 of the structure body 𝛺𝛺 
and a load factor 𝛼𝛼 > 1 exists, shakedown happens in 𝛺𝛺 under the defined Load Domain L when 
the superposition of �̅�𝝆  and elastic stress arising from the external load. 𝛼𝛼  is named as the 
shakedown factor, which determines the limit load of the shakedown state. Shakedown analysis 
has been widely utilized in fields of manned spacecraft, hull and pressure vessel. With respect to 
gears, Kapoor et al. [2] analyzed the shakedown limit of spur gears based on the upper and lower 
bound shakedown methods. He et al. [1] utilized the incremental method to evaluate the 
shakedown state of the two-dimensional turbine gear contact model considering the effects of 
residual stress and strain-hardening. However, it has the limitation of high computation costs and 
unsuitability in conditions that the loads' variation laws with time are unknown. In addition, due 
to the inadaptability of hexahedral element-based discretization on geometrically irregular gears, 
little research has focused on the shakedown limit of gears in a three-dimensional scale. 
 
This abstract addresses these issues by proposing a shakedown theorem-based direct method for 
predicting the loading capacities of a typical industrial gear based on tetrahedral element-based 
discretization. For reducing the computation cost, the reduced Gaussian integration point scheme 
is applied to the elements to increase the efficiency of the computational algorithm. The 
rationality and precision of the proposed method are validated through a classical numerical 
model. The shakedown limit loads of the gear model under the perfect elastic-plastic and 
kinematic hardening material properties are compared, which demonstrates that the hardening 
material has a positive contribution to the loading capacity of the gear. It can be mainly explained 
by the witnessed redistribution of the residual stress field. The results demonstrate that the 
proposed direct method provides an effective means for predicting the limit loading capacity of 
gears under cyclic loading. 
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Introduced in [2], the Hybrid High-Order (HHO) method provides a novel framework for the discretiza-
tion of models based on PDEs. Its construction hinges on (hybrid) polynomial unknowns attached to
both the cells and the faces of the mesh. HHO methods have several assets: (i) they are applicable on
general polyhedral meshes, (ii) they allow for an arbitrarily large approximation order, and (iii) they are
amenable to static condensation, thus allowing for a reduced computational burden.

The design of HHO methods for electromagnetics models is still in its infancy. As a matter of fact, there
are (at least) three obstacles that make their devising highly challenging.

• The reconstruction of a local higher-degree potential (as standard in the HHO context) for the curl
operator is nontrivial.

• The grad-curl orthogonality is lost at the discrete level.

• The well-posedness of the methods relies on (hybrid) discrete Weber inequalities [3], which are
nontrivial to derive due to the fact that the HHO setting is non-compatible. The statement of the
discrete Weber inequalities both strongly depends on the topology of the continuous problem, and
on the choice of the discrete framework (discrete spaces and operators). Related discrete Maxwell
compactness results are also nontrivial to prove.

This contribution will review the recent developments in the HHO approximation of (three-dimensional)
electromagnetics problems [1]. This is a joint work with F. Chave and D. A. Di Pietro.
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We devise and analyze two hybrid high-order (HHO) methods for the numerical approximation of the
Fourth-order PDEs problem. The methods support polyhedral meshes, rely on the primal formulation
of the problem, and deliver O(hk+1) H2-error estimates when using polynomials of order k ≥ 0 to ap-
proximate the normal derivative on the mesh (inter)faces. Both HHO methods hinge on a stabilization in
the spirit of Lehrenfeld–Schöberl for second-order PDEs. The cell unknowns are polynomials of order
(k+2) that can be eliminated locally by means of static condensation. The face unknowns approximat-
ing the trace of the solution on the mesh (inter)faces are polynomials of order (k+ 1) in the first HHO
method which is valid in dimension two and uses an original stabilization involving the canonical hy-
brid finite element, and they are of order (k+2) for the second HHO method which is valid in arbitrary
dimension and uses only L2-orthogonal projections in the stabilization. A comparative discussion with
the weak Galerkin methods from the literature is provided, highlighting the close connections and the
improvements proposed herein. Additionally, we show how the two HHO methods can be combined
with a Nitsche-like boundary-penalty technique to weakly enforce the boundary conditions even on the
curved domains. An originality in the devised Nitsche’s technique is to avoid any penalty parameter
that must be large enough. The numerical results showcase the efficiency of the proposed methods, and
indicate that the HHO methods can generally outperform discontinuous Galerkin methods and even be
competitive with C0-interior penalty methods on triangular meshes.
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An abstract framework of the virtual element method is established for solving general elliptic hemi-
variational inequalities with or without constraint, and a unified a priori error analysis is given for both
cases. Then, virtual element methods of arbitrary order are applied to solve three elliptic hemivariational
inequalities arising in contact mechanics, and optimal order error estimates are shown with the linear
virtual element solutions. Numerical simulation results are reported on several contact problems; in par-
ticular, the numerical convergence orders of the lowest order virtual element solutions are shown to be
in good agreement with the theoretical predictions.
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Virtual element method(VEM), a new numerical method with high regularity and flexible mesh, is being
applied widely to Poisson problem, Stokes problem, linear elasticity problem, plate bending problem,
biharmonic problem, Cahn-Hilliard problems, Steklov eigenvalue problem, some contact problems and
so on. For two-dimensional shell models, this method has not been used. In this talk, we provide the
VEM scheme for steady generalized membrane shell model for the first time. Concretely, conforming
virtual element function space and degrees of freedom of the shape functions are proposed. A projection
from the virtual element space to the polynomial space for this model is established. Then, the stability,
convergence and error estimate of the discrete scheme are proven. Finally, we execute numerical exam-
ples involving a portion of a cone shell and cylindrical shell to verify the convergence and stability of the
numerical scheme.
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The TVD (Total Variation Diminishing) scheme[1] is one of the high-order and numerically stable
schemes for the finite volume method. The basic idea of this scheme is to suppress numerical oscil-
lations by using the limiter function which satisfies the TVD condition. Although a variety of limiter
functions have been proposed, it is hard to determine the optimal limiter for difference problems.

In addition, BVD (Boundary Variation Diminishing) schemes[2, 3] have been recently developed. This
scheme effectively reduces the numerical dissipation error by following the BVD principle, which mini-
mizes the jump of the left- and right-value of a reconstructed cell boundary value.

This study presents a new TVD framework based on the BVD principle. In the second order TVD region,
the present scheme determines a suitable value of the TVD limiter function in the context of the BVD
principle.

We compared numerical results using the present scheme with conventional TVD schemes in some
benchmark tests for compressible flows. The present scheme is less dissipative near discontinuous solu-
tions and capture small vortex structures caused by the Kelvin-Helmholtz instability. The new scheme
also improves to avoid strange solutions due to the so-called squaring effect of some limiters. It is re-
vealed that the combination of TVD and BVD frameworks has higher fidelity than the conventional TVD
schemes.
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Abstract：For compressible flow simulations involving both turbulence and shockwaves, the 
competing requirements render it challenging to develop high-order numerical methods capable of 
capturing the discontinuities sharply and resolving the turbulence with high spectral resolution. In 
particular, when deployed with the advanced large-eddy simulation (LES) approach, for which the 
governing equations are solved with coarse mesh, the solution is extraordinarily sensitive to the 
numerical dissipation resulting in large uncertainties for cross-code comparisons. In this talk, the 
family of high-order targeted essentially non-oscillatory (TENO) schemes are reviewed for general 
hyperbolic conservation laws with an emphasis on the high-speed turbulent flows. As a novel variant of 
the popular weighted ENO (WENO) scheme, the TENO scheme retains the sharp shock-capturing 
capability of WENO and is suitable for resolving turbulence with controllable low numerical 
dissipation. The key success of TENO relies on a strong scale-separation procedure and the tailored 
novel ENO-like stencil selection strategy. In addition, the built-in candidate stencils with incremental 
width facilitate the construction of arbitrarily high-order (both odd- and even- order) schemes featuring 
superior robustness. In this talk, the first-ever extension of TENO schemes to unstructured meshes with 
arbitrarily high-order reconstructions and mesh-element types will be presented. The tailored stencil 
arrangement and the new TENO weighting strategy for unstructured meshes will be elaborated. 
Detailed comparisons between WENO and TENO schemes with both structured and unstructured 
meshes will be discussed. Examples of the applications of TENO schemes to challenging compressible 
fluids with broadband length scales will be presented.  
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The accurate simulation of complex flow including shock wave is a frontier and difficult problem 
in the field of computational fluid dynamics. Under the framework of finite difference and finite 
volume, researchers have developed a large number of classical shock capture methods. Although 
modern discontinuity-capturing methods have been able to solve the problem of shock capture, 
the methods still need to be further developed and improved for some complex flow phenomena 
including compressible turbulence simulation.  
 
The solution property preserving method has been developed to simulate compressible turbulence, 
in particular, with strongly compressible characteristics. By combining the advantages of high-
accuracy low dissipation scheme and high-resolution shock-capturing scheme, the method has 
obtained high-accuracy solution in smooth region and has suppressed numerical oscillation in 
discontinuous region. The method is implemented in the finite volume (FV) framework. Under 
the FV framework, based on the MOOD (multi-dimensional optimal order detection) concept, the 
hybrid computation of low dissipation reconstruction and solution property preserving 
reconstruction is realized, so as to give full play to the low dissipation characteristics of the 
central scheme and the shock capture ability of multi-step BVD (boundary variation 
dimensioning) scheme to the greatest extent. 
 
Numerical experiments show that the developed method has good numerical characteristics such 
as low dissipation and positivity preservation, and can be applied to high accuracy simulation of 
compressible turbulence with and without wall bounded.  
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We consider a viscoelastic phase separation model that describes phase-separation behaviour of a dy-
namically asymmetric mixture, which is composed of fast and slow components, see [1, 2].

In dynamically asymmetric mixtures the phase separation generally leads to the transient formation of
network-like structures of a slow-component-rich phase and its volume shrinking. Consequently, in order
to model such a rich dynamical behaviour the resulting viscoelastic phase separation model consists
of the Cahn-Hilliard-type equation for two-phase flows and the Peterlin-Navier-Stokes equations for
viscoelastic fluids. We will present our recent results on the global existence of weak solutions (also for
degenerate mobility function) and the weak-strong uniqueness principle [3, 4, 5]. Numerical simulations
are realized by an energy dissipative finite element method. Applying the relative energy we obtain the
convergence of finite element solutions to a weak solution [6]. Numerical experiments will illustrate rich
dynamical behaviour arising in the viscoelastic phase separation.
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The rheology of highly concentrated suspensions of solid particles dispersed in a viscous fluid features a
number of surprising phenomena [1]. By varying the rate of deformation we can observe shear thinning,
continuous or discontinuous shear thickening and, at very high concentrations, even the phenomenon of
shear jamming. While the understanding of the microscopic origin of these phenomena has reached a
significant depth [2, 3], the definition of suitable continuum-level models able to capture the rheology of
dense suspensions is still the subject of active research efforts [4].

Building on a recently proposed tensorial model for shear-jamming suspensions [5], we develop consti-
tutive relations that allow to include further effects such as shear thickening and yielding. In particular,
the inclusion of rate-dependent phenomena requires the addition of evolution equations for tensorial
measures of strain, akin to the conformation tensors used in viscoelastic fluid models. The presence of
such evolution equations and the nonlinearities that arise in coupling them to the flow equation require
appropriate computational strategies to guarantee the reliability of the numerical results [6].

Different features of the proposed continuum model are analyzed and illustrated with numerical solutions
in paradigmatic examples of complex flows, in which the geometric features of the domain and the
possible presence of free surfaces make it necessary to have available a fully tensorial model. In parallel,
we discuss the numerical strategies employed to treat such heterogeneous flows.
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We have numerically investigated the binary collision of viscoelastic drops by using a Front-
tracking/Marker-And-Cell methodology. The numerical scheme is validated with shear-thinning 
fluids under surface tension effects. After, we have solved the droplet-droplet dynamics for 
viscoelastic constitutive models of Oldroyd-B and Phan-Thien-Tanner (PTT). In order to describe 
our main finding, maps of outcomes as functions of the dimensionless numbers that govern the 
problem are provided. 
 
The simulations describe the bouncing, coalescence, and separation outcomes varying the Weber  
number as well as Weissenberg number. Our findings suggest that surface tension and elasticity act 
to maintain the integrity of the merged drop and avoid separation. 
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For d ∈ {1,2,3}, the velocity u : Ω × (0,T ) → Rd and a tensor ζ : Ω × (0,T ) → Rd×d
sym to represent

the non-Newtonian contribution, we focus on the so-called upper-convected time derivative or Oldroyd

derivative
▽

ζ defined by
▽

ζ := ∂ζ/∂t+(u ·∇)ζ−(∇u)ζ−ζ(∇u)⊤, which usually appears in the constitutive
equation of popular viscoelastic models, cf., e.g., [1]. It is worthy to note that the idea of the generalized
Lie derivative can reformulate the upper-convected time derivative, cf., e.g., [2]. In this talk, based

on [3], we firstly present a two-step second-order approximation in time for
▽

ζ. Secondly, we propose new
finite difference approximations for the upper-convected time derivative. The theoretical analysis of the
truncation errors of the finite difference approximations considers the linear and quadratic interpolation
operators with a Lagrangian framework. Thirdly, we present numerical results illustrating the theoretical
results for a model equation for d = 1 and 2. Finally, we also apply the finite difference approximations
of second-order in time for solving a two-dimensional Oldroyd-B constitutive equation subjected to a
prescribed velocity field at different Weissenberg numbers.
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In the New Energy and Industrial Technology Development Organization (NEDO) project 
“Toward Ideal Aircraft-Structure Design with Carbon Fiber Reinforced Thermoplastics”, 
structural analysis code has been developed based on the finite element method. This code is 
referred to as NLFEASTR, and used for aircraft design simulations using carbon-fiber-reinforced 
plastics and thermoplastics (CFRP and CFRPT). The code uses structural elements including shell 
elements such as MITC4 [1] and MITC3 [2] and beam elements, and can perform static analyses, 
eigenvalue analyses for natural frequency and buckling load, and transient analyses. In addition, it 
has the following capabilities. 
 
⚫ An inertia relief function to perform static analysis for unconstrained structures subjected to 

a constant external load 
⚫ A geometrically nonlinear analysis function to consider large deformations and rotations of a 

structure 
⚫ A superelement technique to reduce the size of the finite element model 
⚫ A shear panel element for buckling tolerance design analysis 
  
In the presentation, an outline of the developed code NLFEASTR will be given, and numerical 
results that verify its functions will be provided. 
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This study presents the wall-modeled LES of complex flows around full aircraft configuration at stall con-
dition using hierarchical Cartesian meshes. The key numerical methods in the presented wall-modeled
LES are the wall-modeling on non-conforming wall boundaries [1], the non-dissipative kinetic energy
and entropy preserving (KEEP) scheme [2], and the conservative low-pass filter on the hierarchical Carte-
sian mesh[3], proposed in our group. The aircraft configuration is the JAXA standard model (JSM)
which involves high-lift devices. The presented wall-modeled LES successfully predicts lift coefficient,
pressure distribution, and flow separation (Fig. 1). Additionally, compared to the conventional upwind
scheme, the advantages of the non-dissipative nature of the KEEP scheme are demonstrated (Fig. 2).
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Figure 1: Instantaneous iso-surfaces of Q criterion.
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Figure 2: Lift coefficient CL.
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This study integrated and analyzed an operating engine with an airframe. The engine simulates 22 rotors
and a passage on NASA Rotor 67; the airframe consists of a fuselage, a wing, a nacelle, and a pylon
based on NASA Common Research Model. In the past developments, engines were designed alone; they
modeled the intake flow distribution affected by the airframe. For the high bypass ratio engines expected
to be developed in the future, it is desirable to estimate the engine’s performance in a form faithful to
the practical engine without modeling because past knowledge is insufficient. This study would enable
us to assess the high-fidelity aerodynamic loads on the main wing and accomplish an ideal structural
design. The engine and fuselage are discretized separately and analyzed in an integrated manner using
the overset mesh method, and the flow at the engine inlet is estimated without modeling. An unstructured
mesh method, suitable for designing complex 3D geometries of engines and airframes, is adopted to
ensure robustness to their changes. Since the analysis was successfully running, we would examine the
mesh dependency and verify the validity of the results by comparing them with experimental data.

Figure 1: Cp distributions on the rotor, the passage, and the wing upper surface at rotating four-pitch (4/22). We
look down on the computational object from above; the nacelle and the pylon are depicted in translucent view.
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Digital design of aircraft has been one of the most challenging topics in engineering fields, which requires
highly multidisciplinary simulation tools and has yet to be fully realized in industries [1]. This study
has developed a multiscale design framework of aircraft wings with carbon fiber reinforced plastics
(CFRPs), wherein a multiobjective design exploration of wing geometries has been performed using a
genetic algorithm [2]. Figure 1 represents a preliminary optimization results for different carbon fibers,
i.e., T800S (black) and T1100G (red), where two objective functions are adopted: minimization of the
drag and structural weight under the constraint of a specified lift coefficient (CL = 0.5). The plot shows
a reasonable result that the stiffer fiber leads to a lighter weight.

Figure 1: Multi-objective design exploration of CFRP wings
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F. De Vuyst (HAL Id : cel-00842234, ver. 1) suggests a new mathematical model for 
compressible Euler equation as follows;  

𝐷𝐷𝑎𝑎𝜌𝜌
𝐷𝐷𝐷𝐷 + ∇ ⋅ 𝒖𝒖 = 0,𝑎𝑎𝜌𝜌 = log(𝜌𝜌), 

1
𝑇𝑇
𝐷𝐷𝒖𝒖
𝐷𝐷𝐷𝐷 + ∇𝑎𝑎𝑝𝑝 = 0, 

𝐷𝐷𝑎𝑎𝑝𝑝
𝐷𝐷𝐷𝐷 + 𝛾𝛾∇ ⋅ 𝒖𝒖 = 0,𝑎𝑎𝑝𝑝 = log(𝑝𝑝). 

 
In general, compressible fluid is calculated by using finite volume method (FVM) or 
discontinuous Gelerkin method (DGM), to gurantee high numerical calculation accuracy. 
However, these discritizing sheme is needed high calculation cost. The above mathematical 
model is able to be used standard Gelerkin method with lower calculation cost than FVM and 
DGM. In this presentation, NACA0012 is adopted as a first trial domain, and calculation results 
are very similar to previous results. 
 

  
(a) Mach number and FEM mesh. (b) Pressure distribution on NACA0012. 

Figure 1. Numerical simulation results. 
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Simulation of blood flows in the human artery has become a powerful tool for understanding the hemo-
dynamics. The blood flow is often smooth in a healthy artery, but may become locally chaotic in a
diseased artery with stenosis, and as a result, a traditional solver may take many iterations to converge
or does not converge at all. To overcome the problem, we develop a class of nonlinear preconditioning
algorithms in which the variables associated with the stenosis are iteratively eliminated and then a global
Newton method is applied to the smooth part of the system. More specifically, we model the blood flow
in a patient-specific artery based on the unsteady incompressible Navier-Stokes equations with resistive
boundary conditions discretized by a fully implicit finite element method. The resulting nonlinear system
at each time step is solved by using an inexact Newton method with a domain decomposition based Jaco-
bian solver. To improve the convergence and robustness of the Newton method for arteries with stenosis,
we develop an adaptive nonlinear elimination preconditioner which performs subspace correction to re-
move the local high nonlinearities. Numerical experiments for several cerebral arteries are presented to
demonstrate the superiority of the proposed algorithm over the classical method with respect to a variety
of physical and numerical parameters. We also report the parallel scalability of the proposed algorithm
on a supercomputer with thousands of processor cores.

REFERENCES

[1] Luo L., Shiu W.-S., Chen R., and Cai X.-C., A nonlinear elimination preconditioned inexact New-
ton method for blood flow problems in human artery with stenosis. J. Comput. Phys. (2019) 399:
108926.

[2] Luo L., Cai X.-C., Yan Z., Xu L., and Keyes D. E., A multilayer nonlinear elimination precondi-
tioned inexact Newton method for steady-state incompressible flow problems in three dimensions.
SIAM J. Sci. Comput. (2020) 42: B1404–B1428.

[3] Luo L., Cai X.-C., and Keyes D. E., Nonlinear preconditioning strategies for two-phase flows in
porous media discretized by a fully implicit discontinuous Galerkin method. SIAM J. Sci. Comput.
(2021) 43: S317–S344.

1146



Classification of in Vivo Mice Magnetic Resonance Imaging for Early Detection of Liver Fibro-
sis by Machine Learning Technique
Yi-Zhen Su, Feng-Nan Hwang and Dennis Hwang

15th World Congress on Computational Mechanics (WCCM-XV)

8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Classification of in Vivo Mice Magnetic Resonance Imaging for Early

Detection of Liver Fibrosis by Machine Learning Technique

Yi-Zhen Su1∗, Feng-Nan Hwang2 and Dennis Hwang3

1 National Central University, No. 300, Zhongda Rd., Zhongli District, Taoyuan City 320317, Taiwan,
nick760110@gmail.com

2 National Central University, No. 300, Zhongda Rd., Zhongli District, Taoyuan City 320317, Taiwan
3 Academia Sinica, 128 Academia Road, Section 2, Nankang, Taipei 115201, Taiwan

Key Words: MRI segmented, Noninvasive, Liver fibrosis, Support Vector Machine (SVM)

In recent years, chronic liver disease has been a severe disease that affects health, and in the early stage

of liver fibrosis, there are possible ways to restore health through treatment and diet. At present, nonin-

vasive diagnosis methods such as blood tests and abdominal ultrasound are not easy to detect the early

stage of liver fibrosis. In this work, we proposed using a machine-learning (ML) technique to predict the

stages of liver fibrosis, classified as healthy, mild, or severe, through mice in vivo experiments. Specifi-

cally, we employed a support vector machine as the classifier. Two types of features, namely the simply

connected domain scores and estimated porosity related to liver fibrosis from mice’s magnetic resonance

(MR) imaging, are used to train the classifier. The basic idea of these two feature extractions is originated

from the geometric and topological properties of liver imaging. After parameter tunning, the classifica-

tion accuracy of our proposed method for the testing result outperformed a baseline, convolution neural

network method (CNN), 95.5% versus 87.8%. We demonstrated that the ML method, in conjunction

with suitable features extracted from MR images, can be served as a diagnostic tool for the stage of liver

fibrosis.
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Background and objectives: Intracranial atherosclerotic disease (ICAD) is an important cause 
of stroke, particularly in East Asian populations. Those with an ischemic stroke attributed to 
ICAD (i.e., symptomatic ICAD) face a considerable risk of stroke relapse despite 
contemporarily best medical treatment. We aimed to investigate the clinical relevance of 
cerebral hemodynamics in symptomatic ICAD, assessed via a computational fluid dynamics 
(CFD) model. 

Methods: In a series of studies, we used a CFD model constructed based on computed 
tomography angiography images to simulate blood flow across the symptomatic ICAD lesion, 
in patients with an ischemic stroke or transient ischemic attack attributed to ICAD with 50-
99% luminal stenosis. Translesional pressure ratio (PR) and translesional wall shear stress ratio 
(WSSR) were obtained in the CFD model to quantify the relative changes of these two 
hemodynamic metrics across a symptomatic ICAD lesion, when a low PR (relatively large 
pressure gradient across the lesion) and high WSSR (significantly elevated wall shear stress 
upon the lesion) indicate a hemodynamically more severe ICAD lesion.  

Results: We found that symptomatic ICAD patients with a low PR and a high WSSR had a 
significantly higher risk of recurrent ischemic stroke in the same territory than those with 
normal PR and WSSR, despite best medical treatment, with hypoperfusion and/or artery-to-
artery embolism as the probable mechanisms of most of the recurrent strokes. We have also 
identified a significant association between wall shear stress measures across symptomatic 
ICAD lesion and progression/regression of luminal stenosis in the lesion in medically treated 
patients. Moreover, we have associated low PR and high WSSR with more severe covert 
cerebral small vessel disease burden in the ipsilateral hemisphere, in those with symptomatic 
ICAD in the anterior circulation.  

Conclusions: Cerebral hemodynamics plays an important role in governing lesion evolution 
and the mechanisms and risk of stroke in ICAD, which may also underlie the 
development/progression of cerebral small vessel disease. There could be wide applications of 
CFD models in investigating the clinical implications of cerebral hemodynamics in ICAD and 
other cerebrovascular diseases. 
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Patient-specific blood flow simulations have the potential to provide quantitative predictive tools 
for virtual surgery, treatment planning, and risk stratification. To accurately resolve the blood 
flows based on the patient-specific geometry and parameters is still a big challenge because of the 
complex geometry and the turbulence, and it is also important to obtain the results in a short 
amount of computing time so that the simulation can be used in surgery planning. In this talk, we 
will discuss some scalable parallel methods for the simulation of blood flow in compliant arteries 
on large scale supercomputers. The blood flow is modelled by 3D unsteady incompressible 
Navier-Stokes equations with a lumped parameter boundary condition, which are discretized with 
a stabilized finite element based on unstructured meshes in space and a fully implicit method in 
time. The large scale discretized nonlinear systems are solved by a parallel Newton-Krylov 
method preconditioned by linear and nonlinear domain decomposition preconditioners. Some 
patient-specific cases with clinical measured data are used to verify the accuracy of the simulation 
results and show the performance of the algorithms. Numerical results show that the proposed 
methods work well for realistic geometry and parameters on a supercomputer with thousands of 
processor cores. A patient-specific analysis, with a resolution higher than 4D MRI can be 
obtained in less than one hour.  
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Applications with anisotropic structures require a precise description of their mechanical properties.
While recurring shapes are accessible for detailed investigations by homogenization methodologies, nat-
urally grown, heterogenous structures like the human bone tissue with no identifiable unit cell need a
different approach for material characterization. Rietbergen et al. demonstrated the computation of such
information by direct numerical simulation [1].

In this Publication, we propose the modeling of porous, heterogenous and anisotropic structures, by their
transformation into an equivalent 3D graph. The graph is retrieved by thinning the plates and struts of
the structures into lines of a discrete width of one voxel. In a subsequent step, the irregular lines are
converted into straight lines, defined by the position of their adjacent nodes.

By directly discretizing the graph with 1D elements like beams or trusses, a mesh of finite elements is
created. The total mesh gets decomposed by intersection with control volumes of a user defined size and
shape. The effective stiffness matrices of the control volumes are derived by numerical evaluation of
their finite element structure according to Schmid [2].

In principle, the computational effort of the proposed methodology depends on the algorithms to trans-
form the image into a 3D graph, the density of the anisotropic structure and the type of 1D finite elements,
used to discretize the graph. Additionally, the order of the macroscopic elements representing the con-
trol volumes for which the effective stiffnesses are calculated has an impact on the performance of our
method.

We will show, that our methodology, due to the 1D FEA approach, requires lower computational effort
compared to the methodology proposed in [1], while preserving an accurate mechanical representation.
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In the past decades, the advancement of software and algorithms has allowed multigrid (MG) algorithms
to take advantage of the computational benefits provided by graphics processing units (GPUs) in more
advanced machines. These MG solvers are often referred to as geometric MG (GMG) or algebraic MG
(AMG) based on whether transfers between grids are constructed using geometric or algebraic properties
of the problem being solved. The main difficulties of working with GPUs are latency of memory transfers
and lower memory storage abilities, meaning many traditional algorithms require changes in order to
utilize the acceleration provided by GPUs to the fullest extent. Recently, GMG frameworks have been
introduced for matrix–free (MF) finite element methods (FEMs) [1], where the matrix resulting from the
FEM discretization is never stored explicitly, but instructions for application of the matrix as an operator
are stored instead and utilized in the MG hierarchy. This approach greatly reduces the memory footprint
of the algorithm and takes advantage of GPUs better than traditional solvers for FEMs. However, due to
the nature of many AMG algorithms querying individual values of a matrix to construct grid transfers,
MF AMG solvers are not commonly explored.

We present a matrix–free approach for smoothed–aggregation (SA) based AMG [2] for FEMs. Our
approach constructs the FEM operator for the matrix via sum factorization and constructs the AMG
coarsening operators by querying the matrix operator through its application against carefully chosen
inputs without explicitly storing the fine matrix in memory, leading to performance benefits for the
algorithm on GPUs. We discuss the algorithm and then present its implementation in the MueLu MG
library, and we present results including scaling studies, comparisons with existing SA–AMG approaches
within MueLu, and comparisons with MF approaches in other scientific software libraries. Finally, we
discuss the impact of this work within the context of MFMG solvers for FEMs and directions for future
work.
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[2] Vaněk, P. and Brezina, M. and Mandel, J. Convergence of algebraic multigrid based on smoothed
aggregation. Numer. Math. (2001) 88(3), 559–579.

1151



A scalable and robust $p$-multigrid preconditioner with a vertex-star relaxation for high-order 
FEM
Pablo Brubeck and Patrick Farrell

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

A scalable and robust p-multigrid preconditioner with a vertex-star
relaxation for high-order FEM

Pablo D. Brubeck1∗, Patrick E. Farrell2

1 Mathematical Institute, University of Oxford, Oxford UK, brubeckmarti@maths.ox.ac.uk,
2 Mathematical Institute, University of Oxford, Oxford UK, patrick.farrell@maths.ox.ac.uk

Key Words: Preconditioning, High-order, Tensor product, Additive Schwarz, Sparse Cholesky

Pavarino [1] proved that the additive Schwarz method with vertex patches and a low-order
coarse space gives a p-robust solver for symmetric and coercive problems. However, for very
high polynomial degree it is not feasible to assemble or factorize the matrices for each patch.
In this work we introduce a direct solver for separable patch problems that scales to very
high polynomial degree on tensor product cells. The solver constructs a tensor product basis
that diagonalizes the blocks in the stiffness matrix for the internal degrees of freedom of each
individual cell. As a result, the non-zero structure of the cell matrices is that of the graph
connecting internal degrees of freedom to their projection onto the facets. In the new basis,
the patch problem is as sparse as a low-order finite difference discretization, while having a
sparser Cholesky factorization. We can thus afford to assemble and factorize the matrices for
the vertex-patch problems, even for very high polynomial degree. In the non-separable case,
the method can be applied as a preconditioner by approximating the problem with a separable
surrogate. We apply this approach to high-order discretizations of incompressible neo-Hookean
hyperelasticity.
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Systems of partial differential equations are of interest in many applications in engineering, e.g., the
elasticity equations or the Stokes equations. For large-scale simulations multigrid methods are often the
method of choice, as they provide an efficient way of solving the associated linear systems. In the case
of geometric multigrid methods the analysis is usually carried out using Fourier analysis. This does not
allow for an asymptotic multilevel analysis and becomes relatively complicated for systems.

Instead, we use structured matrices, i.e., Toeplitz matrices or circulant matrices, and traditional multilevel
theory to analyze the properties of the multigrid methods. While this approach is similar to Fourier
analysis, an estimate of the convergence rate is also possible for the multilevel case. For scalar problems,
including those arising from the discretization of PDEs, this technique has been studied intensively.
Recently, we started transfering these results to the systems case that results in block-Toeplitz matrices
or block-circulant matrices [1]. Besides studying higher-order discretizations of scalar PDEs, systems of
PDEs also fit in this framework.

The usage of structured matrices allows for a rigorous treatment of different discretizations (finite dif-
ferences, finite elements, finite volumes) and the analyses carry over to non-constant coefficients and
more complex triangulations. Further, the multilevel hierarchy arises naturally and the multiplication
with structured matrices and multgrid methods for them can be implemented on modern computer archi-
tectures in a very efficient manner.

In the talk the analysis technique, the derived sufficient conditions for optimal convergence and numerical
results will be presented. Further, the application to problems in mechanics will be discussed.
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Multigrid (MG) methods are efficient methods to solve systems of partial differential equations (PDEs).
They are used to speed up linear system solves in a wide variety of applications. The efficiency of
multigrid methods is due to the combination of suitable smoothers with a coarse grid correction. As
one of the two key ingredients, smoothers have a significant impact on the performance of multigrid
solvers. Most of the literature on smoothers in multigrid methods is concerned with scalar PDEs, only.
Systems are considered less often. This talk is concentrated on the development and analysis of new
smoothers within geometric multigrid methods for the solution of the Stokes equations discretized on
staggered grids. We compare the commonly used Vanka smoother with a non-overlapping variant of
the Vanka smoother, the so-called triad-wise smoother. While the latter is computationally cheaper, the
convergence depends much more on the implementation than that of the overlapping method. We develop
new non-overlapping smoothers, the so-called fourfold triad-wise smoothers, and show their efficiency
within multigrid methods to solve the Stokes equations. Local Fourier analysis and a general comparison
including the computational cost and the convergence properties of the overlapping and non-overlapping
methods will be presented.
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Multilevel methods are well established for the solution of sparse linear systems. For constrained and
non-linear systems, however, multilevel methods need to be adapted in order to ensure multilevel effi-
ciency as well as global convergence. In this talk, we will provide an overview on multilevel approaches
for constrained and non-linear systems and will provide several examples for problem dependent multi-
level decompositions.

As examples, we will present multilevel solution strategies for constrained and non-linear systems, as
they arise in the simulation of, e.g., contact problems or coupled non-linear problems in mechanics. We
will start our discussion with the designing multilevel decompositions for contact problems in linear
elasticity, i.e., convex minimization problems with inequality constraints, and will investigate how these
multilevel decompositions do depend on the respective discretization. Starting from classical primal
discretizations, we will consider the case of mixed finite elements in the context of least square finite
element methods and eventually non-fitting discretization techniques. We will show how efficient mul-
tilevel methods for these different discretizations can be developed and which particularities have to be
taken into account. We then will comment shortly on the case of non-linear problems, which here will
be phase-field problems for fracture propagation. We will derive efficient multilevel decompositions for
this problem class and will discuss the design of multilevel decompositions for non-linear problems. For
all cases we will discuss the convergence properties of the resulting non-linear or non-smooth multilevel
methods. Our findings will be illustrated by different numerical examples.

1155



Non-invasive Regional Multigrid for Semi-structured GridsPeter Ohm, Matthias Mayr, Luc Berger-Vergiat and Raymond Tuminaro

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Non-invasive Regional Multigrid for Semi-structured Grids

Peter Ohm1∗, Matthias Mayr2, Luc Berger-Vergiat3 and Raymond S. Tuminaro4

1 Sandia National Laboratories, P.O. Box 5800, MS 1320, Albuquerque, NM 87185 USA,
pohm@sandia.gov

2 Institute for Mathematics and Computer-Based Simulation, University of the Bundeswehr Munich,
Werner-Heisenberg-Weg 39, 85577 Neubiberg, Germany, matthias.mayr@unibw.de
3 Sandia National Laboratories, Albuquerque, NM 87185 USA, lberge@sandia.gov
4 Sandia National Laboratories, Livermore, CA 94551 USA, rstumin@sandia.gov

Key Words: Multigrid Methods, Geometric Multigrid, Algebraic Multigrid

In this talk we discuss the development of a framework for multigrid solvers targeted at semi-structured
meshes. In terms of exascale computing, memory, and setup time, there are significant potential advan-
tages to multigrid on structured meshes over unstructured meshes. Unfortunately, many applications are
not conducive to the use of structured meshes. Thus we focus on semi-structured meshes which provide
flexibility to address complex computational domains while still allowing most multigrid calculations to
be accomplished using efficient structured grid ideas and kernels. These semi-structured meshes center
around the concept of block structured or region structured grids, and are created from the union of of
a number of fully structured meshes that are each prescribed on subdomains and that conform at region
interfaces. The idea behind these meshes can be further relaxed to allow for some unstructured mesh
regions when needed.

We present a formal mathematical framework for describing the semi-structured solver. This formal-
ism allows us to precisely define the associated regional multigrid method and to show its relationship
to a more traditional multigrid solver. Additionally, the mathematical framework clarifies the associ-
ated software design and implementation. Numerical experiments highlight the relationship of the new
solver with classical multigrid. We also demonstrate the generality and potential performance gains as-
sociated with this type of semi-structured multigrid as well as showcase its application to meshes with
structured/unstructured mesh interfaces.
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Algebraic multigrid (AMG) methods have shown to be highly efficient and scalable preconditioners for
mortar methods ranging from contact to meshtying problems [1]. An interesting application in this field is
the mixed-dimensional coupling of slender beam structures embedded into three-dimensional solid bod-
ies [2]. Such beam/solid interactions can be found in several engineering scenarios (e.g. fiber-reinforced
composite materials or reinforced concrete). Imposing the coupling constraints via a penalty method
as proposed in [2] leads to an ill-conditioned and highly non-diagonal dominant matrix. Solving such
problems in an efficient and scalable manner with iterative solvers is difficult and makes an appropriate
preconditioning essential. Using AMG in this context is yet again challenging as there are several open
questions regarding AMG for beams and the coarsening of the mixed-dimensional coupling terms.

This talk will discuss a physics-based block preconditioning approach based on AMG. The outer block
iteration is taken care of with an inexact LU-decomposition. A crucial part of the calculation is the
approximation of the inverse appearing in the Schur complement. Using a sparse approximate inverse [3]
based on an appropriate sparsity pattern helps to retain a low iteration number and parallel scalability.
Multilevel ideas will be used to approximate the block inverses appearing in the system. There, the
computation of the near nullspace of the beam part is highlighted, which effectively projects the errors
onto a coarser grid. We will assess the performance of the proposed block preconditioner using examples
of the interaction of solids with torsion-free Kirchhoff-Love beam finite elements.
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A new approach to three-level overlapping Schwarz domain decomposition methods of GDSW (Gen-
eralized Dryja-Smith-Widlund) type for linear elasticity is presented. This approach was recently im-
plemented in the Fast and Robust Overlapping Schwarz (FROSch) framework [1, 2], which is part of
the Trilinos software library [3]. In this approach, no explicit geometric information is needed in the
recursive application of the preconditioner.

Parallel results for a three-dimensional linear elasticity problem obtained on the Theta supercomputer
(ALCF, Argonne, USA) using up to 220 000 cores are discussed and compared to results previously
obtained on the SuperMUC-NG supercomputer (LRZ, Garching, Germany).

Notably, it can be observed that a hierarchical communication operation in FROSch related to the coarse
operator starts to dominate the computing time on Theta for 100 000 MPI ranks or more. The same
operation, however, scales well and stays within the order of a second in all experiments performed on
SuperMUC-NG. Using hybrid MPI/OpenMP parallelization, better performance is achieved on Theta.
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Efficient methods for searching the chemical space of molecular compounds are needed to 
automate and accelerate the design of new functional molecules such as pharmaceuticals. Given 
the high cost in both resources and time for experimental efforts, computational approaches play a 
key role in guiding the selection of promising molecules for further investigation. Here, we 
construct a workflow to accelerate design by combining approximate quantum chemical methods 
[i.e., density-functional tight-binding (DFTB)], a graph convolutional neural network (GCNN) 
surrogate model for chemical property prediction, and a masked language model (MLM) for 
molecule generation. Property data from the DFTB calculations are used to train the surrogate 
model; the surrogate model is used to score candidates generated by the MLM. The surrogate 
reduces computation time by orders of magnitude compared to the DFTB calculations, enabling 
an increased search of chemical space. Furthermore, the MLM generates a diverse set of chemical 
modifications based on pre-training from a large compound library. We utilize the workflow to 
search for near-infrared photoactive molecules by minimizing the predicted HOMO-LUMO gap 
as the target property. Our results show that the workflow can generate optimized molecules 
outside of the original training set, which suggests that iterations of the workflow could be useful 
for searching vast chemical spaces in a wide range of design problems.   
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Partial differential equations (PDE) have been widely used to reproduce patterns in nature. To 
understand the mechanism of pattern formation, nonlinear PDEs have been employed for fluid 
convection[2], microphase separation of block copolymers[3], and crystals[4]. These PDEs may 
also be applied to pattern formation in biological systems[5]. Although a number of PDE models 
have been proposed, they rely on pre-request knowledge of physical laws and symmetries, and it 
requires significant efforts to develop a model reproducing the desired pattern. The challenge is 
quantitative and interpretable modelling of a complex phenomenon, which demands both 
developing a model and parameter estimation. The identification of a model equation is a recent 
key topic of machine learning and data science. Several methods have been proposed to derive 
PDEs from time-series data[6]. In this study, we propose the method to select a PDE model and its 
parameters to reproduce a given snapshot of a pattern, and from that, to get a physical insight of 
the target pattern[1]. We apply our method to nontrivial patterns, such as dodecagonal quasi-crystal, 
double gyroid, and Frank-Kasper structure, and we could successfully reproduce these patterns 
from the estimated PDE models.  
 
We consider a pattern that is expressed by the scalar density field. We explorer a model to reproduce 
a target pattern at the steady state of an unknown model described by nonlinear PDEs. We consider 
a family of the models based on a phase-field crystal (PFC) model in which each model has different 
length scales. For a given target pattern, we estimate the appropriate number of length scales by 
estimating the best model, and also estimate the parameters in the model. The estimation is 
performed by the Bayesian model selection in which we compute the posterior distribution of 
parameters and marginal likelihood using the replica-exchange Monte Carlo (REMC) sampling. 
Our method is based on statistical inference, and therefore, it works for a noisy target and a target 
without ground truth. 
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Bump attractors are localised patterns observed in in vivo experiments of neurobiological networks.
They are important for the brain’s navigational system and specific memory tasks [1, 2]. A bump at-
tractor is characterised by a core in which neurons fire frequently, while those away from the core do
not fire. We uncover a relationship between bump attractors and travelling waves in a classical network
of excitable, leaky integrate-and-fire neurons [3]. This relationship bears strong similarities to the one
between complex spatiotemporal patterns and waves at the onset of pipe turbulence [4, 5]. We define
and study analytical properties of the voltage mapping, an operator transforming a solution’s firing set
into its spatiotemporal profile. This operator allows us to construct localised travelling waves with an
arbitrary number of spikes at the core, and to study their linear stability. A homogeneous ”laminar” state
exists in the network, and it is linearly stable for all values of the principal control parameter. We show
that one can construct waves with a seemingly arbitrary number of spikes at the core; the higher the
number of spikes, the slower the wave, and the more its profile resembles a stationary bump. As in the
fluid-dynamical analogy, such waves coexist with the homogeneous state, are unstable, and the solution
branches to which they belong are disconnected from the laminar state. We provide evidence that the
dynamics of the bump attractor displays echoes of the unstable waves
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Patient-specific computations are emerging extensively to assist hemodialysis patients in better assessing
and planning surgical anastomosis. Over the last decades, end-stage renal disease (ESRD) has emerged
as a severe clinical problem, leading to high morbidity rates. ESRD conditions are associated with
impaired kidney function, for which hemodialysis procedures are strongly advised [1]. Such procedures
require a well-functioning vascular access between the artery and the vein, known as an arteriovenous
fistula (AVF). The hemodynamics characteristics within the AVFs depend greatly on patient-specific
morphologies and flow conditions, which vary significantly between individuals.

This presentation analyzes blood flow dynamics for various three-dimensional AVFs for hemodialysis
patients using CT scanning and phase-contrast MRI medical imaging data. Blood is modeled as a New-
tonian fluid governed by unsteady, incompressible Navier–Stokes equations for computation. These
governing equations have been solved numerically using stabilized finite element method [2], and de-
tails of the computational methods are described in [3]. In this study, we classified the considered AVFs
as: Splitting, Merging, and Almost one-way cases, based on the regurgitation flow from the distal artery.
We have computed several complex flow dynamics, pressure drops, and wall shear stresses. We have
observed that the maximum inflows are confined to the distal vein near the anastomotic sites, for cases
with regurgitation flow. In these cases, the pressure drop associated with disturbances in the main flow
of the distal vein is also high. This regurgitation flow appears to be strongly associated with significant
energy loss.
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A generalized Robin boundary condition (GRBC) is one of the models appearing in coupled bulk-surface
PDEs [2]. For example, [1] derived a reduced-order model for the fluid-structure interaction problem for
blood flow in an arterial vessel by reducing the PDE describing the motion of a thin solid region—thus
3D—to the one defined on a fluid-solid interface which is 2D. The resulting equations, in a mathemati-
cally simplified form, have a feature represented by the GRBC.

In our previous work [3] we derived a weak formulation for the GRBC problem and established well-
posedness as well as regularity properties on the level of PDE, assuming that the domain is smooth
enough. We also provided some finite element analysis; however there we assumed that the domain is
polygonal so that it can admit triangular meshes fitting its boundary exactly.

In the present study we treat a standard piecewise linear finite element method applied to the GRBC
problem in a general domain with a curved boundary. Since a smooth domain is approximated by polyg-
onal ones, we need to evaluate domain perturbation errors. We show that optimal error estimates are still
available in this situation, which is the main result.

The novelty of this result is that the errors are evaluated in approximate domains in a more direct
manner—thus may be useful for a practical purpose—than the ones used in [2, 4] where they com-
pared approximate solutions with an exact one in the original smooth domain by introducing an abstract
transformation which is not easy to compute in general.
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Hierarchical Model (HiMod) reduction proved to be an efficient and reliable tool to deal with directional
phenomena [2, 1]. So far, the main field of application for such a model reduction procedure has been the
modeling of the blood flow in arteries. The theoretical formalization of HiMod reduction in [3] inherently
excludes geometric settings characterized by branches, such as bifurcation regions in hemodynamics.
This limit prompted us to propose a specific strategy to overcome such an issue. The idea we pursue is
based on the splitting of the domain into subdomains, in order to isolate the bifurcation from the rest.
Then, to contain the whole computational cost, we solve the reference problem in the bifurcation by
combining finite elements with a standard Proper Orthogonal Decomposition (POD), while resorting to
a HiMod approximation along the branches. Finally, the different approximations are linked together
through a domain decomposition procedure.

In this presentation, we adopt a standard scalar advection-diffusion-reaction model as reference problem
to track the transport of a substance of interest in the blood (for instance, the contrast medium in a CT
angiography). After detailing the proposed procedure, we will focus on the numerical assessment in
order to highlight the efficiency and the accuracy of the methodology.
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Modern medical imaging techniques have enabled access to the interior of the human 
body in the form of not only 2D images but also 3D volumes. It is, however, not easy to 
utilise the 3D information, and analysis is often limited to a slice-by-slice investigation. 
We need a set of features for volumetric data to take full advantage of the 3D 
measurements. 
On the one hand, radiomic features have been proposed to capture textural characteristics 
of a volume. They are computed from small patches of a volume and encode only local 
properties. 
On the other hand, persistent homology provides computational machinery to extract the 
global structure of a volume. Although persistent homology is a promising tool that 
would complement the conventional radiomics, it is not yet widely used in medical image 
analysis, partly due to the lack of convenient software and the unusual form of its output 
as a multiset in the plane. 
In this talk, we present our software, Cubical Ripser [1,2], for efficiently computing 
persistent homology of volumetric data. 
We demonstrate its clinical relevance on abnormality quantification and detection in lung 
CT [3]. 
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Cardiovascular blood circulatory system serves as an important role in maintaining the normal opera-
tion of human life. Therefore, the pathological study and treatment of cardiovascular diseases attract
researchers’ interests. Mathematical models of the circulatory system which describe hemodynamic and
vascular abnormalities have been recognized to be of great significance for this study and treatment.

In this work, blood circulation is numerically simulated by a multi-scale model which is constructed
by coupling one-dimensional (1D) arterial network with lumped-parameter (0D) models[2]. 1D model,
based on partial differential equations, aims to describe the detailed evolution of the cross-sectional area
(A) and blood flow (Q) for each interested arterial segment, and that of mean pressure P consequently.
0D model, based on ordinary differential equations, describes the vascular subsystem corresponding to
each peripheral artery. The combined 1D-0D multi-scale model can simulate hemodynamic and wave
propagation characteristics of vascular system simultaneously in the time- and spatial-field. It is further
assumed that the arterial tree is characterized by multi-branched arteries. At the bifurcations, flow con-
ditions would be suitably matched with the conservation of mass flux and continuity of total pressure[1].

In computation, the boundary condition at the entrance of the arterial tree follows the action of heart.
1D and 0D models are solved by the two-step Lax-Wdndroff scheme and fourth-order Runge-Kutta
method, respectively. The coupling of two models is numerically implemented at the spatial interfaces
of two systems in a time-matching manner, and the derived equations are solved by using a Newton-
Raphson method. Simulations of blood vessels with boundary conditions, and arterial networks with
various bifurcations are presented in this study. It is shown how blood flows in the human arterial
system including the circle of Willis. Furthermore, it has the potential to distinguish or predict the
cerebrovascular states, such as occluded vessels, by investigating the effects of the blood flow patterns
on cerebral outflows of time-dependent changes.
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Architected materials can be designed to bring about clinical advantages over existing materials 
currently used in orthopaedics. In this talk, I will present a platform technology to develop 3D 
printed bone replacement implants with tailored lattice architecture of superior biomechanical 
performance. I will focus on key aspects pertaining to the multiscale modelling of manufacturing 
induced defects and topology optimization of representative implants, such as knee and cervical 
fusion cage. Emphasis will be placed on how to boost their mechanical biocompatibility to reduce 
bone resorption and achieve long-term functional performance. 
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Partial hepatectomy is the partial removal of the liver that is usually executed as a treatment option in
liver cancer or for living donor transplantation. Exploiting the electric analogy to fluid flow, our team
has developed a lumped parameter model to study the effect of partial hepatectomy on hemodynamics
changes in the liver and the entire circulation [1]. This hemodynamics model evaluates - in a non-invasive
way - the risk of postoperative portal hypertension, which may lead to post-hepatectomy liver failure, the
leading cause of postoperative death.
This work studies (i) a propagation of variabilities from model input to output to investigate the main
statistical moments of the outputs and the model reliability, and (ii) a sensitivity analysis (SA) study
to identify the most significant parameters with respect to the main clinical output of interest. From
a modeling viewpoint, these results allowed us to simplify the model by fixing model inputs that have
negligible effect on the selected output. From a clinical viewpoint, this analysis provides a first step to-
wards a better understanding of which patient-specific measurements are pivotal in the clinical routine to
improve the quality of the numerical predictions. From a numerical viewpoint, we combined a selection
algorithm due to physiological constraints with the polynomial chaos expansion (PCE) method [3]. In
order to obtain only physiological outcomes we considered valid only the outcomes that comply with
clinical indications. This selection induced some difficulties in the SA, due to the fact that the selected
sample space was no more respecting the required hypothesis to apply the classic Saltelli algorithm [2].
To overcome this issue and to avoid a full MonteCarlo study, which would explode the number of simu-
lations needed, we employ the PCE method on the physiological subspace, thus obtaining at a controlled
computational cost the sensitivity indices. Finally, we completed a convergence study of this new SA
exploratory method to verify the accuracy of such technique in the context of a partial hepatectomy
hemodynamics model.
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Diffusion MRI (dMRI) can characterize and quantify the local properties of microstructures of the 
living organism such as the brain white matter [1]. The analysis is based on the parameters of 
various signal models of dMRI, such as diffusion tensor imaging (DTI), diffusion kurtosis 
imaging (DKI), neurite orientation dispersion diffusion imaging (NODDI), free-water imaging 
(FWI) and so on. One of the important features in those models is that anatomical structures are 
considered in the model. For example, parameters such as axon diameter and neurite orientation 
dispersion are included in the signal models. Consequently, the models become more complex 
and need more computational costs in parameter inference by conventional fitting methods. 

Recent reports showed that machine learning approaches [2] are promising for inferring 
the parameters instead of fitting. Especially, training with synthetic data based on signal model 
equation and noise simulation, named synthetic Q-space learning (synQSL), showed great 
advantages and interesting characteristics [3]. In the synQSL scheme, the model parameters are 
randomly generated as gold standard in the practical range of the parameters first. Then, dMRI 
signal values are simulated by using signal model equation, and are contaminated by noise. A 
large quantity of pairs of gold standard parameters and simulated dMRI signals are prepared for 
training of a regressor used for parameter inference. The regressors can be chosen from the family 
of machine learning-based regressors, such as multi-layer perceptron (MLP), random forest and 
so on. The major advantages of synQSL are robustness and fast computation. It is known that the 
robustness depends on the training noise level, and noise level match between training data and 
test data yields optimal robustness. 

In this talk, the basics of dMRI parameter inference by using synQSL are introduced with 
examples of parameter inference in models of DTI, DKI, NODDI and FWI. Also, the 
characteristics and current issues of the approach are discussed. 
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Introduction: coronary arteries, supplying blood to myocardium are among the most clinically 
relevant arteries and the role that local hemodynamics play in atherosclerosis initiation and 
progression is well established [1]. In recent years the combination of computational fluid dynamics 
(CFD) and medical imaging has allowed to precisely profile wall shear stress (WSS) features in 
realistic coronary artery models with spatial and temporal accuracy that cannot be obtained with 
standard clinical measurement [2]. However, the clinical use of CFD simulations is still hampered 
by those assumptions/idealizations which each model-based strategy necessarily introduces, and 
which represent a source of uncertainty. One main source of uncertainty in modelling coronary 
hemodynamics is represented by the inflow boundary conditions (BCs), because of the paucity of 
information available. In this context the aim of this study was to investigate the budget of 
uncertainty on WSS profiles associated with blood velocity waveforms in coronary arteries as given 
by intravascular Doppler flow measurements when the latter are used as inflow BCs. 
Methods: the geometry of 7 left anterior descending (LAD) and 7 right coronary arteries (RCA) 
were reconstructed from angiographic projections using a commercial software (QAngio XA 
bifurcation, Medis Medical imaging). Then geometries were discretized, and the governing 
equations of unsteady-state fluid motion were numerically solved by means of the finite volume-
based commercial code Fluent (Ansys Inc.) by imposing two different inflow BCs: (1) patient-
specific velocity waveforms from intravascular Doppler flow measurements  and (2) generalized 
velocity waveforms obtained averaging patient-specific Doppler flow waveforms, scaled to the 
same cycle-average flow rate obtained from the patient-specific Doppler flow waveforms. The 
impact of inflow BC strategy was evaluated in terms of WSS profile accounting for WSS magnitude 
(time averaged WSS, TAWSS), pulsatility (oscillatory shear index, OSI), and topological features 
(topological shear variation index, TSVI) [3]. The impact on WSS-based descriptors was evaluated 
in terms of surface averaged values, percentage of surface area exposed to low TAWSS and high 
OSI and TSVI, and colocalization of surface area by means of similarity index (SI). 
Results and conclusions: the main differences emerged between WSS obtained adopting the two 
different inflow BC strategies can be summarized as follows: (1) significant differences were 
observed in terms of surface averaged values for TAWSS (p=0.002), OSI (p<0.001), and TSVI 
(p<0.001); (2) a strong, significant linear correlation was observed for TAWSS (r=0.98, p<0.001), 
OSI (r=0.94, p<0.001), and TSVI (r=0.80, p<0.001); (3) no significant differences emerged on 
percentage surface area exposed to low TAWSS, and high OSI and TSVI; (4)  colocalization was 
very high for TAWSS (SI=0.98[0.97-0.99]), and moderate for OSI (SI=0.66[0.50-0.81]) and TSVI 
(SI=0.60[0.48-0.71]). The findings of this study suggest that adopting patient-specific rather than 
generalized Doppler flow data as inflow BC in coronary hemodynamics simulations might 
influence more WSS directionality and topological features than WSS magnitude. 
REFERENCES 
[1] Morbiducci U. et. al, Atherosclerosis at arterial bifurcations: Evidence for the role of 
haemodynamics and geometry, Thromb. Haemost, 2016, 115:484–492. 
[2] Gijsen F. et al., Expert recommendations on the assessment of wall shear stress in human 
coronary arteries: existing methodologies, technical considerations, and clinical applications, Eur. 
Heart J., 2019, 40(41):3421–3433. 
[3] Mazzi, V. et al. Early Atherosclerotic Changes in Coronary Arteries are Associated with 
Endothelium Shear Stress Contraction/Expansion Variability. Ann Biomed Eng, 2021 49:2606–21. 

1171



Well-posedness of One-dimensional Models of Blood Flow in ArteriesNorikazu Saito and Yutaro Himeki

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Well-posedness of One-dimensional Models of Blood Flow in Arteries

Norikazu Saito1∗ and Yutaro Himeki2

1 The University of Tokyo, Komaba 3-8-1, Meguro, Tokyo 153-8914, Japan,
norikazu@g.ecc.u-tokyo.ac.jp

2 The University of Tokyo, Komaba 3-8-1, Meguro, Tokyo 153-8914, Japan,
himeki@g.ecc.u-tokyo.ac.jp

Key Words: One-dimensional model, Reduced model, Well-posedness

One-dimensional (1D) models of blood flow are useful reduced models of the cardiovascular system
and they are frequently applied in numerical simulations of blood flow in arteries. See [2] for example.
Though models are highly simplified with respect to the local dynamics, they bring us reliable results
at a low computational cost. To perform numerical simulation, it is required to derive the well-posed
formulations with appropriate boundary and compatibility conditions. The aim of this study is to provide
a mathematical study for the 1D model that will give an essential contribution to numerical simulations.

We consider the Navier–Stokes equations for an incompressible fluid flow in a simple compliant tube that
is a model of the artery. An asymptotic analysis gives a nonlinear nonsymmetric hyperbolic system of
partial differential equations, which we call the 1D system, for the area of a cross-section A and the mass
flux Q across the section. We pose a constructive assumption on the pressure. That is, the pressure is
assumed to be represented in terms of A. The 1D system contains a momentum-flux correction coefficient
α ≥ 1. The case α > 1 is physiologically interestsing, but mathematical study are often resctricted to the
case α = 1.

For the mathematical well-posedness of the 1D system, we usually refer to [1], where the unique exis-
tence of a time-global smooth solution is proved. However, the work [1] studied only the case α = 1.
The purpose of the present paper is to establish the well-posedness of the 1D system. In particular,
we prove that under some suitable compatibility conditions there exists a T > 0 and a unique solu-
tion (A,Q) ∈ C0([0,T ];H2(R,R2))∩C1([0,T ];H1(R,R2)) of the 1D system with any α ≥ 1. Therein,
Hs(R,R2) stands for the Sobolev space in the L2 sense. To accomplish the purpose, we apply an abstract
theory of Kato [3].
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We present new approaches for developing stable flux reconstruction (FR) [2] schemes in multiple di-
mensions, building on the previous work of Vincent et al. [4]. Starting in one-dimension, we explore the
use of summation-by-parts (SBP) techniques [3], formulating methods to identify new multi-parameter
correction functions. We then extend the approach to higher dimensions and tackle the more complex
task of applying symmetry constraints for these elements. A new range of stable schemes will be pre-
sented for triangles, a subset of which are those of Castonguay et al. [1]. Finally, we will go on to present
the new class of methods for both quadrilateral, and, for the first time, hexagonal elements.
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Introduction: Magnetohydrodynamics (MHD), which takes into account the interaction between 
magnetic fields and plasmas, is used in a wide range of research fields such as astrophysics, space 
engineering, and nuclear fusion. In MHD simulations using the finite volume method, the 
monotonic upstream-centered scheme for conservation laws (MUSCL) is a very popular method 
for higher-order accuracy. In the conventional MUSCL, stable computation is achieved by adding 
a slope limiter to the region where overshoot/undershoot is likely to occur. However, this procedure 
may result in limiting the slopes more than necessary. To address this problem, we proposed "a 
posteriori limiter" (hereafter referred to as "Post Limiter") in gas dynamics simulations [1], which 
was a modification of the conventional MUSCL calculation procedure: By accepting slight 
overshoot/undershoot near discontinuities, this method has been confirmed to be effective in 
improving both resolution and convergence, and suppressing undesired oscillations in smooth 
regions. In this study, we extend the Post Limiter to MHD simulations involving more types of 
discontinuities (e.g., rotational discontinuity, fast/slow shock wave) than gas dynamics, and show 
its performance by one- and two- dimensional MHD tests. 
Proposed Method: The Post Limiter does not limit the slope for weak shocks (pre-shock Mach 
number less than 1.36), even if the un-limited values do not satisfy the discrete maximum principle 
(see Ref. [1] for details). In the original Post Limiter, the pressure ratio was used to evaluate the 
shock strength. In gas dynamics, this evaluation method is appropriate since the pressure ratio 
corresponds to the pre-shock Mach number. In MHD, however, there is no corresponding relation 
between the pressure ratio and the Mach number of the pre-shock. Thus, in this study, the evaluation 
method of the Post Limiter is modified to consider the tangential component of the magnetic field. 
Numerical Results: In many smooth regions, the Post Limiter achieves higher resolution than 
conventional calculation procedures. Although overshoot/undershoot occurs near the 
discontinuities, no further adverse effects are observed. For some tests, we have confirmed that 
Post Limiter suppresses oscillations and is closer to the reference than the 5-order monotonicity 
preserving (MP5) scheme, an expensive higher-order scheme (MP5 requires about 1.95 times more 
computation time than the conventional MUSCL for one-dimensional tests). 
Conclusion: Numerical tests have shown the performance of the Post Limiter in MHD simulations. 
The proposed method provides resolution improvement by accepting overshoot/undershoot, and in 
one-dimensional tests, the resolution is about four times higher than the conventional MUSCL in 
many regions. In addition, the Post Limiter can be implemented for conventional MUSCL with 
only a few modifications to the computational code. Therefore, considering a marginal increase in 
computation time (about 1.25 times for one-dimensional tests), the Post Limiter is more effective 
than the use of a finer computational mesh. In the final paper, we will discuss in more detail the 
conditions necessary to extend Post Limiter to MHD simulations. 
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High-Order Spectral Difference method with Constrained Transport (SDCT) is proposed in [1] to 
solve compressible magnetohydrodynamic (MHD) equations. This approach can maintain the 
divergence-free constraint to the accuracy of machine-precision error throughout the simulations. 
And the additional computational cost is less than 1/8 compared with that without constrained 
transport. However, it can only be applied to ideal MHD equations on structured rectangular 
meshes. In this paper, we extend the original SDCT method to resistive MHD equations by 
adding an artificial resistive term directly acting on the magnetic potential instead of the magnetic 
field. This approach does not affect the smoothness of the solution and provides enough 
dissipation to damp spurious discontinuity of the magnetic field. This resistive version of SDCT 
method can be then applied to simulations of magnetic reconnection, large-scale magneto-
convection, etc. Moreover, the solution accuracy is tested when the computational grids are 
unstructured. It is found that the high-order accuracy is still preserved. Meanwhile, the 
divergence-free constraint is kept under some threshold and the divergence error does not 
accumulate with time integration. The divergence error is proved to decay exponentially with the 
reduction of the mesh size.  
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In this contribution, we present high-order hybridizable discontinuous Galerkin (HDG) formulations
for computational fluid dynamics and recent applications to multiphysics problems. A novel weakly
compressible fluid formulation [1], featuring the velocity and the pressure as primal variables, is first
introduced. Its superior features with respect to density–momentum-based approaches [2] are highlighted
on a simple example, especially regarding the good conditioning of the resulting linear system over a
wide range of compressibility levels. Such flow solver is then combined with Maxwell’s equations for
the solution of magnetohydrodynamic problems [1]. The convergence properties of the resulting coupled
multiphysics problem are demonstrated on several numerical examples on structured and unstructured
meshes and at low and high Hartmann numbers.

A strategy to couple HDG and standard finite element discretizations is also presented [3]. Devising
different spatial discretizations can be of particular interest in the context of multiphysics simulations,
as well as for multimaterial problems in which different regions of the computational domain feature
distinct physical properties. The proposed method exploits the definition of the numerical flux and the
trace of the solution on the mesh skeleton to impose the coupling conditions solely in the global problem
by means of Nitsche’s method. The key advantage is the minimal intrusiveness in terms of computer
implementation that makes it suitable to be integrated in existing finite elements libraries. This strategy
is thus successfully applied for the solution fluid-structure interaction problems [2].
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Shock tracking, as an alternative method to shock capturing, aims to generate a mesh such that element
faces align with shock surfaces and other non-smooth features to perfectly represent them with the inter-
element jumps in the solution basis, e.g., in the context of a finite volume or discontinuous Galerkin (DG)
discretization. These methods lead to high-order approximations of high-speed flows and do not require
nonlinear stabilization or extensive refinement in non-smooth regions because, once the non-smooth fea-
tures are tracked by the mesh, the high-order solution basis approximates the remaining smooth features.
In previous work [1, 2], we introduced the High-Order Implicit Shock Tracking (HOIST) method that re-
casts the geometrically complex problem of generating a mesh that conforms to all discontinuity surfaces
as a PDE-constrained optimization problem. The optimization problem seeks to determine the flow so-
lution and nodal coordinates of the mesh that simultaneously minimize an error-based indicator function
and satisfy the discrete flow equations. A DG discretization of the governing equations is used as the PDE
constraint to equip the discretization with desirable properties: conservation, stability, and high-order ac-
curacy. By using high-order elements, curved meshes are obtained that track curved shock surfaces
to high-order accuracy. The optimization problem is solved using a sequential quadratic programming
method that simultaneously converges the mesh and DG solution, which is critical to avoid nonlinear
stability issues that would come from computing a DG solution on an unconverged (non-aligned) mesh.

In this work, the HOIST method is further extended to simulate viscous flows. To accommodate for the
viscous shocks (sharp gradients), a continuation strategy for viscosity is integrated into the SQP solver
to promote mesh compression towards the sharp gradient. In contrast to the inviscid problems where
shocks are represented by inter-element solution jumps, a layer of compressed elements provides suffi-
cient resolution for the sharp solution gradient. The method is demonstrated on a series of increasingly
complex viscous, compressible flows.
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The accurate and robust prediction of hypersonic heating is still challenging. One of the primary diffi-
culties is robust capturing of strong shock waves in hypersonic flows[1, 2]. At present, shock-capturing
schemes used in hypersonic flow simulations often encounter numerical shock instabilities, which greatly
limits the accuracy and efficiency of hypersonic heating computations. For high-order shock-capturing
schemes, the shock instability problem is even more difficult to deal with[3, 4]. In the current study, a
matrix stability analysis method[5] is developed for high-order WENO schemes to quantitatively analyze
the shock instability problem. The mechanism of hypersonic numerical shock instability for third-order,
fifth-order and seven-order WENO schemes are presented. Results of numerical stability analysis show
that the shock instability is not only closely related to the upstream Mach number, but also to the re-
construction stencil and the numerical dissipation of WENO schemes. The effect of the computational
grids on shock wave stability is also presented. Such an analysis is useful for developing more robust
and reliable high-order methods for hypersonic heating computations.
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The combination of high-order spatial schemes and output-based mesh adaptation has yielded a robust
steady simulation approach that produces highly accurate output predictions even in the presence of sin-
gular solution features. Less effort has been devoted to unsteady problems, for which high-order spatial
methods are paired with high-order temporal schemes. In the presence of non-smooth temporal solutions
or output definitions, which are commonplace in practical engineering problems, high-order accuracy
in time can be difficult to obtain. We present a study of the importance of output-based adaptation to
address these difficulties. The demonstration suite consists of unsteady fluid dynamics simulations of
the compressible Navier-Stokes equations on deforming domains [2], discretized with the discontinuous
Galerkin method in space and high-order multi-stage methods in time, with motion that is reasonably
smooth but not infinitely differentiable. Spatial and temporal output-based adaptation is performed using
discrete-in-space and continuous-in-time adjoints [1]. On a benchmark problem suite [3], we show that
proper isolation of temporal singularities is important for high-order accuracy, and that it is achievable
within a space-time adaptive framework.
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The Cahn–Hilliard equation [1] is a model equation to describe phase separation phenomena, which
is notorious for its difficulty in obtaining stable numerical solutions. The phase separation phenomena
consist of two processes: rapid separation process and slow coarsening process. We focus on the latter.
There are several previous studies on reduction models for coarsening process. Argentina et al. [2]
construct some mathematical representations to approximate solutions to Cahn–Hilliard equation and
investigate coarsening process via the representations.

This work proposes a reduction model for Cahn–Hilliard equation’s slow coarsening dynamics process.
The model is to mimic the movement of multiple concentrated phases (“bubbles”). To design the model,
we assume that a “force” governs the movement and that the force depends on the distance between
bubbles. Via some preliminary numerical computations, we observed that these assumptions seem to be
satisfied virtually for the movement of similar two bubbles in two-dimensional problems. Furthermore,
we found that an inverse square law governs the movement. In addition, we also assume that the “work,”
which is the application of force along with a displacement, equals the variation of total energy. In the
presentation, we will discuss the validity of the proposed model through some numerical computations.

We note that the numerical computation has been conducted for only two-dimensional problems. We
have to investigate if the proposed model is valid for one- or three-dimensional problems. Of course, we
also plan to design some reduction models for the rapid separation process.
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We describe a Bayesian probabilistic formulation for system identification of dynamical systems. The
approach uses an approximate marginal Markov Chain Monte Carlo algorithm to directly discover a sys-
tem from data. Here, we demonstrate that the posterior distribution simultaneously accounts for unknown
parameters, model form uncertainty, and measurement noise. As a result of this feature, we show that our
approach becomes more robust than current state-of-the-art methods that rely on heuristic least-squares
optimization objectives. Our approach is also approximation-format agnostic and works with both linear
and nonlinear dynamical system parameterizations. We show numerous examples demonstrating that we
outperform more standard operator inference and vector-field inference approaches when data becomes
noisy.

Next we extend our approach to direct identification of system Hamiltonians. Here, our approach im-
proves upon existing approaches by encoding the fact that the data generating process is symplectic
directly into our learning objective. This objective is the log marginal posterior of a probabilistic model
that embeds a symplectic and reversible integrator within an uncertain dynamical system. We demon-
strate that the resulting learning problem yields dynamical systems that have improved accuracy and
reduced predictive uncertainty compared to existing state-of-the-art approaches. Simulation results are
shown on several Hamiltonian benchmarking systems.
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This work presents a nonintrusive physics-preserving method to learn reduced-order models (ROMs) of
Hamiltonian systems. Traditional intrusive projection-based model reduction approaches utilize sym-
plectic Galerkin projection to construct Hamiltonian reduced models by projecting Hamilton’s equations
of the full model onto a symplectic subspace. This symplectic projection requires complete knowledge
about the full model operators and full access to manipulate the computer code. In contrast, the proposed
Hamiltonian operator inference approach embeds the physics into the operator inference framework to
develop a data-driven model reduction method that preserves the underlying symplectic structure. Our
method exploits knowledge of the Hamiltonian functional to define and parametrize a Hamiltonian ROM
form which can then be learned from data projected via symplectic projectors. The proposed method is
‘gray-box’ in that it utilizes knowledge of the Hamiltonian structure at the partial differential equation
level, as well as knowledge of spatially local components in the system. However, it does not require
access to computer code, only data to learn the models. Our numerical results demonstrate Hamiltonian
operator inference on a linear wave equation, the cubic nonlinear Schroedinger equation, and a nonpoly-
nomial sine-Gordon equation. Accurate long-time predictions far outside the training time interval for
nonlinear examples illustrate the generalizability of our learned models.
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Learning dynamical models from data plays a vital role in engineering design, optimization, and pre-
dictions. Building models describing dynamics of complex processes (e.g., weather dynamics, reactive
flows, brain/neural activity, . . . ) using empirical knowledge or first principles is frequently onerous or in-
feasible. Moreover, these models are high-dimensional but spatially correlated. It can, however, be often
observed that the dynamics of high-fidelity models evolve in low-dimensional manifolds. Furthermore,
it is also known that for sufficiently smooth vector fields defining the nonlinear dynamics, a quadratic
model may be able to describe the dynamics of the model accurately in an appropriate coordinate sys-
tem, conferring to the McCormick relaxation idea in nonconvex optimization. Here, we aim at finding a
low-dimensional embedding of high-fidelity dynamical data, similar to [2], ensuring a simple quadratic
model to explain its dynamics. To that aim, this work leverages deep learning to identify low-dimensional
quadratic embeddings for high-fidelity dynamical systems. Precisely, we identify the embedding of data
using an autoencoder [3] to have the desired property of the embedding. We also embed a Runge-Kutta
method as in [1] to avoid the often challenging time-derivative computations. We illustrate the ability of
the approach by a couple of examples, arising in describing flow dynamics and the oscillatory tubular
reactor model.
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Plenty of numerical experiments show that stochastic symplectic methods are superior to non-
symplectic ones especially in long-time computation, when applied to stochastic Hamiltonian 
systems. In this talk, we attempt to give an explanation on the superiority of stochastic symplectic 
methods by means of large deviations principle. We prove that stochastic symplectic methods are 
able to asymptotically preserve the large deviations principles for some observables of the exact 
solution, while non-symplectic ones do not. This indicates that stochastic symplectic methods are 
able to preserve the asymptotic results on rare event probabilities of the original system, and may 
provide an effective approach to approximating rate functions of large deviations principles. 
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A system of ordinary differential equations (ODEs) is a fundamental tool for modelling a dynamical
system. ODE models often include unknown system parameters or unknown initial states, and thus, es-
timating them is a fundamental task in, for example, data assimilation. The task usually requires solving
ODEs numerically, and thus, unless the numerical computation is sufficiently accurate, the estimation
is biased due to the error in numerical integration. Recent studies suggest that quantifying the forward
uncertainty, i.e. the error in numerical integration, would be beneficial in this context [1]. Most of them
assume a statistical model for the error, but it is usually quite large because the size is proportional to the
system dimension times the number of time points, such as the number of observations or time steps of
numerical integration. Therefore, it is essential to reduce the size of the statistical model while preserving
the structure of the error behaviour. This talk presents an approach for this kind of model reduction. The
key idea is to use generalised versions of isotonic regression, and the cost for the forward uncertainty
quantification based on our approach is negligible compared to the single numerical integration of ODEs.

This talk is based on our recent papers [2, 3].
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Many physical systems can be represented as port-Hamiltonian systems (PHSs) [1], and various control
methods utilizing the PH structure have been developed. Nowadays, models of physical systems can
easily be high dimensional, e.g., large scale circuits, discretized PDE models, such as from flexible
beams, etc. To simplify analysis or control of such systems by obtaining the benefit from the structure
of a PHS, it is natural to develop a model reduction method preserving the PH structure. However, the
traditional nonlinear balanced truncation method proposed by [2] does not preserve the PH structure.
In this talk, we establish a balancing procedure for PHSs based on the controllability function and the
internal energy given by the Hamiltonian, i.e., a combination of balancing and modal analysis. That is,
for standard balancing [2], the controllability and observability Gramians are used, whereas in modal
analysis the eigen modes of the system related to the internal energy are considered [3]. To the best
of our knowledge, this has not been done elsewhere. When using such procedure for truncation, the
port Hamiltonian structure is preserved naturally, whereas this is not the case in any other balancing
procedure.
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Model Order Reduction (MOR) with non-linear approximants has been introduced in various contexts,
e.g. [1, 2, 3]. Following the terminology in [2], we call this approach MOR on Manifolds whereas MOR
with linear approximants is referred to as classical MOR. The motivation of MOR on Manifolds is to
apply MOR to systems that cannot be sufficiently reduced with classical MOR due to slowly decaying
Kolmogorov n-widths, e.g. for linear advection [4]. To our best knowledge, none of the previous work
has introduced this formulation in terms of a differential geometric framework. In this talk, we fill this
gap and present the theory of MOR on Manifolds from the viewpoint of basic differential geometry. This
contribution firstly connects two fields in mathematics, MOR and differential geometry. Moreover it
provides a unified framework how to extend existing techniques for structure-preserving classical MOR
to MOR on Manifolds for Lagrangian systems, Hamiltonian systems and other structures. The newly
introduced connection gives rise to innovative ideas how to extend the training of the non-linear approx-
imants, e.g. by including tangent information in the training process. We investigate such techniques in
a numerical experiment for the one-dimensional Burger’s equation.
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In this talk, we consider numerical computation of dissipative gradient systems, such as Hamiltonian

systems with friction, and systems that arise as discretizations of certain dissipative partial differential

equations (such as the diffusion equation, or the Cahn–Hilliard equation for phase separation problems.)

Such systems are often equipped with some energy functional that decays with time, which is important

in that it controls asymptotic behavior of solutions.

The energy decay property could be preserved by “structure-preserving numerical methods.” Their use

is often preferred for better qualitative behaviors of the solutions and the stability of the numerical com-

putations themselves. Structure-preserving methods are, however, in many cases fully-implicit, and

prohibitive as is for large systems. It encourages us to introduce some model reduction techniques (for

example, the proper orthogonal decomposition [1]), but it in turn generally destroys the important math-

ematical structure (the gradient structure, in the present case), which makes the overall strategy very

problematic.

In this talk, we show a new structure-preserving model reduction technique for dissipative gradient sys-

tems, which successfully reduces the size of the system without destroying the gradient structure and

the negative semi-definiteness of the preceding matrix. The technique is partially inspired by an existing

technique for Hamiltonian systems (without friction) [2], but provides more general guiding principle

for structure-preservation. With some numerical examples we illustrate that in fact such a structure-

preserving model reduction provides us efficient, stable numerical computations.
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Interpolatory methods are one of the most widely used techniques for model reduction of large-scale
dynamical systems [1]. In the case of linear dynamical systems, transfer function of the resulting re-
duced model interpolates that of the full (original) model at selected points in the complex plane. In
many applications, the original system has a physical structure that needs to be retained in the reduced
model so that the reduced model is physically meaningful. These structures range from the classical
mass-spring-damper formulations to internal delays and more. For linear dynamics, based on the con-
cept of generalized coprime factorization [2], structure-preserving interpolation has been extended to a
wide class of structures so that the reduced model not only provides interpolation but also retains the
underlying physical structure. In [3], these ideas has been recently extended bilinear dynamical systems,
a special class of nonlinear dynamical systems.

In this talk, we will focus on quadratic-bilinear dynamical systems, a prominent class of nonlinear dy-
namical systems arising a wide range of applications. We will develop the concept of structured general-
ized transfer functions for quadratic systems and derive the necessary subspace conditions on the model
reduction bases so that the reduced quadratic-bilinear system has the same physical structure/meaning
as the original one and satisfies a variety of interpolation conditions on the leading subsystem transfer
functions. We will illustrate the the underlying theory on various structured nonlinear models.
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Traditional model reduction techniques project the governing equations onto linear subspaces of the high-
dimensional state-space. This works well if the underlying problem admits fast decaying Kolmogorov-
n-widths. However, for problems with slowly decaying Kolmogorov-n-widths such as certain transport-
dominated problems [1], classical linear-subspace reduced order models (ROMs) of low dimension might
yield inaccurate results. Thus, the reduced space needs to be extended to more general nonlinear mani-
folds. Moreover, as we are dealing with Hamiltonian systems, it is crucial that the underlying symplectic
structure is preserved in the reduced model, see [2, 3].
To the best of our knowledge, existing literatures addresses either model reduction on manifolds or sym-
plectic model reduction for Hamiltonian systems, but not their combination. In this talk, we bridge the
two aforementioned approaches by providing a novel projection technique called symplectic manifold
Galerkin, which projects the Hamiltonian system onto a symplectic nonlinear manifold such that the
reduced model is again a Hamiltonian system. We derive analytical results such as stability, energy-
preservation and a rigorous a-posteriori error bound. In addition, we propose a computationally practical
approach to obtain a symplectic reduced manifold. To this end, we construct a weak symplectic convo-
lutional autoencoder. We provide numerical results for a linear wave equation for which a slow decay of
the Kolmogorov-n-width can be observed, see e.g. [4, 5].
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Abstract: In this talk, we present numerical approximations of a phase-field model for two-phase 
ferrofluids, which consists of the Navier-Stokes equations, the Cahn-Hilliard equation, the 
magnetostatic equations, as well as the magnetic field equation. By combining the projection 
method for the Navier-Stokes equations and some subtle implicit-explicit treatments for coupled 
nonlinear terms, we construct a decoupled, linear, fully discrete finite element scheme to solve the 
highly nonlinear and coupled multi-physics system efficiently. The scheme is provably 
unconditionally energy stable and leads to a series of decoupled linear equations to solve at each 
time step. Through numerous numerical examples in simulating benchmark problems such as the 
Rosensweig instability and droplet deformation, we demonstrate the stability and accuracy of the 
numerical scheme. 
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A framework is presented to design multirate time stepping algorithms for two dissipative models with
coupling across a physical interface. The coupling takes the form of boundary conditions imposed on the
interface relating the solution variables for both models to each other. The multirate aspect arises when
numerical time integration is performed with different time step sizes for the component models. We
describe a unified approach to develop multirate algorithms for these problems. This effort is pursued
though the use of discontinuous-Galerkin time stepping methods, acting as a general unified framework,
with different time step sizes. The two models are coupled across user-defined intervals of time, called
coupling windows, using polynomials that are continuous on the window. The coupling method is shown
to reproduce the correct interfacial energy dissipation, discrete conservation of fluxes, and asymptotic ac-
curacy. Also, the method could provide a limit for the total communication needed between components,
independent of the number of time steps on a coupling window. In principle, methods of arbitrary order
are possible. As a preliminary step, we focus on the presentation and analysis of monolithic methods
for advection-diffusion models coupled via generalized Robin-type conditions. The monolithic meth-
ods could be computed using a Schur-complement approach. We also discuss some recent progress for
partitioned algorithms and different types of coupling conditions.
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Nonlocal, integral models have become viable alternatives to partial differential equations (PDEs)

when the effects of long-range interactions affect the global behavior of a system. As an example,
in continuum mechanics, nonlocal equations accurately model multiscale effects and anomalous

behavior such as discontinuities and singularities in the solution. 
The  presence  of  long-range  interactions  and the  integral  nature  of  nonlocal  operators  create

several  modeling  and  computational  challenges  that  may  hinder  the  usability  of  nonlocal
equations.  A major  challenge  is  the  treatment  of  interfaces;  while  in  the  classical  setting  an

interface is a sharp entity separating two domains, in the nonlocal setting an interface is a thick
layer between domains. This fact makes the treatment of interface conditions for the solution and

its flux a nontrivial problem. 
Building on previous efforts by the same authors focused on the treatment of “perfect interfaces”

(for which the solution and the flux are continuous through the thick interface), we propose a
novel approach for the treatment of “imperfect interfaces”, i.e. interfaces that feature jumps in the

solution and in the flux. 
Our approach is mathematically rigorous, in the sense that the resulting interface problem is well-

posed, and physically consistent. The latter statement, in the context of nonlocal models, implies
that when the extent of the nonlocal interactions vanishes, the nonlocal interface problem and its

solution converge to their classical counterparts, i.e. to the solution of the corresponding PDE.
The applicability of this method and our theoretical findings are illustrated via several one- and

two-dimensional numerical tests.
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The problem of minimizing multi-modal loss functions with a large number of local optima frequently
arises in model calibration, architecture design and machine learning problems. Since the local gradient
points to the direction of the steepest slope in an infinitesimal neighborhood, an optimizer guided by the
local gradient is often trapped in a local minimum. To address this issue, we develop a novel nonlocal
gradient to skip small local minima by capturing major structures of the loss’s landscape in black-box
optimization. The nonlocal gradient is defined by a directional Gaussian smoothing (DGS) approach.
The key idea of DGS is to conducts 1D long-range exploration with a large smoothing radius along d
orthogonal directions in Rd , each of which defines a nonlocal directional derivative as a 1D integral.
Such long-range exploration enables the nonlocal gradient to skip small local minima. The d directional
derivatives are then assembled to form the nonlocal gradient. We use the Gauss-Hermite quadrature rule
to approximate the d 1D integrals to obtain an accurate estimator. We demonstrate the superior perfor-
mance of our method in several benchmark tests as well as data-driven discovery and design problems.
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Coupled Earth system models require methods for accurate and conservative transfer of fields between
submodels such as sea ice and ocean. Typically, sea ice and ocean submodels are solved with Eulerian
PDE-based methods that are often discretized on the same underlying grid, which significantly simpli-
fies data transfer between submodels. A new sea ice model, the Discrete Element Model for Sea Ice
(DEMSI), is under development that relies on a Lagranigan particle-based discretization. DEMSI treats
collections of ice floes as Lagrangian particles that interact through contact forces and their trajectories
are determined by directly integrating the equations of motion. In contrast to standard Eulerian contin-
uum models of the sea ice cover, this method enables the capture of the anisotropic sea ice deformation
and fracture in response to ocean and atmospheric forcing. Integrating this type of Lagrangian model into
a coupled Earth system model with a traditional Eulerian PDE-based ocean code requires new methods
for accurate and conservative interpolation from discrete particles onto grids.

We will describe two approaches for coupling a discrete element sea ice model to an Eulerian ocean
model discretized on a global Voronoi grid. In the first approach, we use a geometric interpolation
method where intersections between Voronoi cells associated with Lagrangian sea ice particles and ocean
grid cells are used to define interpolation weights between the particles and grid cells. A similar method
has already been implemented within DEMSI for particle-to-particle remapping applications [1]. The
second method utilizes a moving least squares approach implemented with the Compadre Toolkit [2]. A
comparison of the accuracy and conservation properties of both methods will be presented.
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For multiphysics simulations the robust and accurate coupling of different simulation codes is often
required. Code coupling libraries, such as preCICE [1], allow the user to easily couple codes following a
data-driven black-box approach, which ensures high flexibility and ease-of-use. However, the coupling
of simulation codes that are working on different time-scales or using different time stepping schemes
remains a big challenge [2].

To be able to combine the black-box coupling of preCICE with heterogeneous time stepping methods
we designed a waveform iteration-based coupling scheme [3]. Additionally, we developed a software
to facilitate the coupling of the off-the-shelf finite element solver FEniCS with preCICE – a so-called
adapter [4].

In this talk, we present how these two components – the waveform iteration-based coupling scheme and
the FEniCS-adapter – are combined to be used in a simulation setup that is close to a real application.
This allows us to solve coupled problems with heterogeneous time stepping methods or time-scales in
FEniCS. We introduce a test case to assess the accuracy of the whole software stack. With the overall
architecture and a scheme for thorough evaluation in place, this marks a starting point for applying the
proposed methodology to more complex problems.
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Here we discuss the development and analysis of fourth-order accurate partitioned solvers for conjugate
heat transfer (CHT) problems that also involve advection. CHT with advection is a critical component of
many important physical systems, for example thermal exchange along an ablating surface, and accurate
robust treatment of these coupled systems has been a numerical challenge. The approach advocated here
treats the governing temperature equations in different material domains using implicit time-stepping,
while the interface coupling is explicit. The new approach, called the CHAMP scheme (Conjugate
Heat transfer Advanced Multi-domain Partitioned), is based on a discretization of the interface coupling
conditions using a generalized Robin (mixed) condition. The interface treatment combines ideas from
optimized-Schwarz methods for domain-decomposition problems together with the interface jump con-
ditions and additional compatibility jump conditions derived from the governing equations. The focus of
the present work is primarily the development and analysis of a fourth-order accurate scheme, which is
designed to be stable and accurate with minimal sub-iterations at each time step. Complicated geometri-
cal domains are considered using overlapping grids, and results for a representative set of problems are
presented. Time permitting, results coupling the new capability with high-order accurate incompressible
flow solvers will also be discussed.
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Abstract

We consider a fluid-fluid interaction problem, where two flows are coupled through a nonlin-
ear rigid lid condition, and one or both of these flows are at high Reynolds numbers. A method
is proposed, that introduces the NS-ω-C turbulence model and combines it with a partitioning
method called Geometric Averaging (GA) - so that the resulting model is efficiently decoupled,
allows for the usage of preexisting solvers (e.g., air and water domain solvers), and is capable of
resolving the flows at high Reynolds numbers. The NS-ω-C turbulence model, that we introduce
in this report is a member of the newly proposed class of LES-C turbulence models, where a
defect correction algorithm allows for the reduction of the modeling error. The resulting NS-
ω-C-GA model is shown to be unconditionally stable and have optimal convergence properties.
The model also allows for the non-filtered velocity in the interface terms; it has been shown
recently that filtering the velocity in the interface terms could corrupt the quality of the model’s
solution.
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Numerical stability is of critical importance in general circulation models (GCM) because it affects the
design of algorithms, time to solution, and computational costs associated with the simulations, which are
very expensive in practice. Each component inside the coupled system is often associated with different
time scales, posing a great challenge on time integration. In this work, our objective is to characterize
the influence of different coupling strategies on the stability and accuracy of the fully coupled system.

We have analyzed the stability of different coupling strategies for multi-domain PDEs that arise in GCM.
This study focuses on fully coupled ocean-atmosphere models that are needed to represent and under-
stand their complicated interactions. In particular, we will discuss the stability of the coupled ocean-
atmosphere models for various interface conditions such as Dirichlet-Neumann condition and bulk con-
dition, which is unique to climate modelling. By analyzing a simplified model, we will show how the
parameterization of the bulk condition and other physical parameters affect the coupling stability. By
extending the analysis to a more realistic model that includes horizontal advection, we find that advec-
tion has a stabilizing effect in scenarios common to climate models when bulk interface condition and
explicit flux coupling are used in tandem.
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Partitioned methods for multiphysics applications allow independent solution of computational 
models for each constituent component, thereby increasing computational efficiency of the 
simulation. This efficiency can be further increased by utilizing reduced order modeling (ROM) on 
select subdomains. In a series of two talks we present formulation and analysis of new partitioned 
schemes, which extend the approach in [1] and [2] to couplings of combinations of conventional 
Finite Element (FEM) and ROM sub-models. In Part 1 we present the formulation of a partitioned 
scheme for a model interface problem which couples a ROM with a conventional finite element 
method and extend the scheme to the case of coupling a ROM with a ROM. The proper orthogonal 
decomposition (POD) approach is implemented to construct a low-dimensional reduced basis on 
half the domain and solve the subdomain problem in terms of this basis using POD/Galerkin 
projection. The solutions on each half of the domain are coupled using a Lagrange multiplier 
representing the interface flux. The multiplier at the current time step can be expressed as an 
implicit function of the state solutions through a Schur complement. As a result, application of an 
explicit time integration scheme decouples the subdomain problems, allowing their independent 
solution for the next time step. We show numerical results that demonstrate the proposed method’s 
efficacy in achieving both ROM-FEM and ROM-ROM coupling. 
 
Disclaimer. This paper describes objective technical results and analysis. Any subjective views or 
opinions that might be expressed in the paper do not necessarily represent the views of the U.S. 
Department of Energy or the United States Government. SAND2021-14413 A. 
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We consider decoupling iterative algorithms based on domain decomposition for the time-dependent
Stokes-Biot model, in which different time steps can be used in the flow region and in the poroelastic
medium. The coupled system is formulated as a space-time interface problem based on either physical
interface conditions or equivalent Robin-Robin interface conditions. The interface problem is then solved
by an iterative method which involves parallel solution of time-dependent homogeneous Stokes and Biot
problems. Consequently, local discretization in both space and time can be used to efficiently handle
multiphysics systems with discontinuous parameters. Numerical results with nonconforming time grids
are presented to illustrate the performance of the proposed methods.
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We introduce and evaluate numerically a fundamentally new approach to simulate mechanical contact
based on the Schwarz alternating method. The new approach leverages our previous work in Schwarz
multiscale coupling and addresses two well-known problems in computational simulation of contact:
(1) the accuracy of the contact constraint enforcement, and (2) the multiple scales involved. Rather
than introducing contact constraints into the variational form of the problem, as done in conventional
contact techniques, the Schwarz alternating method decomposes the problem domain into two or more
subdomains and prevents interpenetration by applying transmission (boundary) conditions in an iterative
and alternating fashion on the subdomain boundaries. The Schwarz alternating method has a number
of desirable qualities, including its ability to use different element topologies and time integrators in
different subdomains. We demonstrate herein that these advantageous properties carry over to the contact
variant of the method.

Sandia National Laboratories is a multimission laboratory operated by National Technology and Engi-
neering Solutions of Sandia LLC, a wholly owned subsidiary of Honeywell International Inc., for the
U.S. Department of Energy’s National Nuclear Security Administration. Sandia Labs has major research
and development responsibilities in nuclear deterrence, global security, defense, energy technologies and
economic competitiveness, with main facilities in Albuquerque, New Mexico, and Livermore, Califor-
nia. This paper describes objective technical results and analysis. Any subjective views or opinions that
might be expressed in the paper do not necessarily represent the views of the U.S. Department of Energy
or the United States Government.
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Although projection-based model order reduction is a promising approach for enabling real-time and
multi-query analyses, reduced order models (ROMs) have been known suffer from a lack of robustness,
stability and accuracy, especially in the predictive regime. This talk describes a new methodology for
improving the predictivity of projection-based ROMs by coupling these models conventional full order
models (FOMs) using the Schwarz alternating method. The Schwarz alternating method [1] is based
on the simple idea that if the solution to a partial differential equation (PDE) is known in two or more
regularly-shaped domains comprising a more complex domain, these local solutions can be used to iter-
atively build a solution on the more complex domain. Leveraging recent work that adapted the Schwarz
alternating method to enable consistent and concurrent multi-scale coupling of finite element FOMs in
solid mechanics [2, 3], we present a new extension of the Schwarz formulation that enables ROM-FOM
coupling. The new approach is based on the following ingredients: (i) a decomposition of the physical
domain of interest into two or more overlapping subdomains, (ii) the construction of either a FOM or a
projection-based ROM in each of the subdomains, (iii) the definition of appropriate transmission bound-
ary conditions (BCs) which will propagate information between the overlapping subdomains, and (iv)
the introduction of a Schwarz iteration process in which the ROM and FOM solutions on each subdo-
main are successively updated (to convergence) in an iterative and alternating fashion, with information
between subdomains propagating through the transmission BCs. After describing the method’s formula-
tion and theoretical properties, we evaluate its performance on several numerical examples from the field
of solid mechanics. Specifically, we demonstrate that the method is capable of producing a more accu-
rate solution than the classical single-domain Proper Orthogonal Decomposition (POD)/Galerkin ROM
approach, while still achieving a computational savings with respect to a typical FOM discretization.
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Determining the correct pairwise parameters in a Discrete Element Method (DEM) contact force 
model is a non-trivial undertaking. Difficulty in parameter estimation is in part due to correlation 
between parameters and observed system responses[1]. Additional considerations include the 
process conditions, for instance, if a system is in a friction-driven regime then any contributions 
from non-friction parameters in the model are masked to an extent, which can hinder estimation. 
 
This work analyses DEM model parameter sensitivities following the methodology outlined by 
Yan, et al.[1], applied to a stirred milling system instead of a cylinder with an orifice; thus, energy 
is imparted into the system via the geometry and not solely gravity. Further, the process settings of 
the stirred milled are varied. This is to both identify the difference between particle-particle and 
particle-geometry term sensitivities and to link differing process regimes with changes in parameter 
sensitivity. The methodology considers 3 increasingly detailed levels of statistical analysis: 

1. Analysis of fitting parameters for empirical model. 
2. Principal Component Analysis (PCA) on simplified contact model derivatives. 
3. Analysis of sensitivity matrix constructed from full contact model derivatives. 

In this work, the Hertz-Mindlin[2] and Constant Directional Torque[3] (CDT) contact models are 
used to describe collisions of the milling grinding media for a dry operation simulation. Varied 
parameters are the coefficient of restitution, sliding and rolling friction. Additionally, the analysis 
is applied to 4 varied process settings corresponding to different filling levels and attritor speeds. 
The variable used during this analysis is the grinding media Root-Mean Square (RMS) velocity, a 
relevant variable within milling[2]. The analysis for each level showed that: 

1. A fully packed system showed little variance in parameter dependency, the opposite was 
true when the filling level was reduced. 

2. The equation of mass terms varied more with fill level than for moment of inertia. 
3. Particle-geometry terms had greater impact than particle-particle terms. The equation of 

mass is dominated by coefficient of restitution and moment of inertia by rolling friction. 

Thus, the process conditions chosen can have an impact on the present sensitivities of the utilised 
DEM model, and care should be taken to determine the regimes present that are within the 
modelling scope, with estimation data taken from each regime. Hence, the estimation will improve 
as the parameters exhibit noticeable variance that can be identified by a minimisation routine. 
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In the mining industry, comminution is the single most energy-intensive process accounting to approxi-
mately 4 % of the global produced electric energy [1] and as much as 50 % of the electric energy con-
sumed in a mine can be attributed to comminution [2]. Stirred media mills have a high energy efficiency
compared to other commonly used mills, such as ball mills. Modelling a wet comminution process is
challenging since it requires consideration of the complex multi-physics in the mill. It requires the si-
multaneous treatment of feed material, grinding fluid and media, and rotating internal agitator elements.
In this study, a model of a pilot vertical stirred media mill with a nominal power of 7.5 kW is developed.
The model utilizes a particle-based coupled solver approach, where a Particle Finite Element Method
(PFEM) [3] model is coupled with a Discrete Element Method (DEM) [4] model and a Finite Element
Method (FEM) model. PFEM is used to model the grinding fluid, DEM to model the grinding media and
FEM to model the mill structure, i.e., the agitator elements. The models are coupled by a loose (or weak)
two-way coupling strategy. A Reynolds number dependent drag coefficient is used in the PFEM-DEM
coupling and the grinding fluid is modeled as a non-Newtonian, shear thinning fluid. By the coupled
PFEM-DEM-FEM models the complex dynamics inside the stirred media mill are predicted. The model
is used to quantify the power consumption, wear distribution on agitator elements, inter-particle colli-
sions and grinding media and fluid dynamics in the stirred media mill. The model is validated against
experimental measurements of power consumption on a pilot mill with good agreement.
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Although the discrete element method (DEM) is widely used to study granular materials in diverse 
scientific and engineering applications, the choice of the DEM input parameters is still a challenge. 
On the one hand, it is often difficult to measure individual particle or particle-particle interaction 
parameters. On the other hand, due to key simplifications made in existing contact models or the 
shape and deformation of particles, these measured properties would not reproduce the actual bulk 
behavior with sufficient accuracy. In addition, advanced closure models for the DEM have been 
developed, e.g., contact force closures for very densely packed granular materials [1], [2]. 
Following any of the existing calibration methods, i.e., either the direct bulk calibration [3] or 
response surface generation methodology [4], demands (i) conducting multiple simulations and (ii) 
a comparison with experimental or relational data[5]. In our newly developed tool 
“DEMvironmnet”, Orange3 [6] workflows and Python modules are integrated to set up, manipulate 
and run calibration workflows. The Aspherix® Calibration software is used as the numerical heart 
of our calibration workflow, realizing a comfortable direct bulk calibration. Moreover, 
DEMvironment provides a graphical interface to demonstrate the flow of data and visualize the 
data handling strategy. Our tool follows four main steps in a calibration workflow: (i) data handling, 
(ii) calibration, (iii) data storage, and (iv) validation. Step (i) assists the user in input data 
preparation, processing output data from simulations, and interactions with a central database. Step 
(ii) performs the actual calibration of parameters, and steps (iii) and (iv) help in storing and 
validating a calibrated DEM-based simulation.  
DEMvironment expedites the often demanding calibration procedure, and facilitates the reusability 
of valuable data from experimental studies of granular matter. In our presentation, this tool is 
explained in greater detail, as well as providing application use cases. We close our presentation by 
highlighting how DEMvironment could be used to calibrate parameters of an advanced multi-
contact force closure for highly compacted granular materials [2]. 
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Discrete-Element-Method (DEM) simulations are a valuable tool for research and industry to model ex-
periments or industrial processes involving particulate media. These simulations can predict the anything
from the strength of a con- crete block to the damping efficiency of granular dampers, as well as helping
us better understand complex phenomena such as the granular Leidenfrost effect or the Brazil-Nut Effect.

While they are capable of quantitatively reproducing the dynamics of real- world systems, their validity
depends strongly on the calibration of the simula- tion – i.e. the implementation of exact particle proper-
ties such as the Coefficient of Restitution or the Young’s Modulus. These properties usually are defined
by the material and shape of the used particles which must typically be determined through multiple,
complex and highly labour-intensive experiments. Indeed, this calibration process can be the most time
consuming part in modelling of a scientific or industrial system – a significant problem in industry in
particular, where time efficiency is paramount.

To address this issue, we have developed a series of open source DEM Digital Twins of widely used pow-
der characterisation tools, namely the FT4 Powder Rheometer with its dynamic and shear cell methodol-
ogy, the Schulze shear cell and the GranuTools GranuDrum and GranuHeap. Each of our Digital Twins
extracts realistic data – as each real device would – which can be used to fine tune powder properties
in your simulation. The open source package features a coupling to the LIGGGHTS simulation engine,
advanced mesh control to allow the quick change between mesh movements and specialised image ex-
traction techniques from DEM data. We show a example application of the digital twin on a common
calibration problem using coarse grained particles.
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Discrete Element (DEM) simulations in two dimensions reproduce characteristic features of three-di-
mensional experiments as long as the system is a cross section with respect to a symmetry. Examples are
central pressure “dips” for heaps built in a wedge - but not in a layered - sequence [1] as well as charac-
teristics of stress-strain curves (linear regime for small strains, maximum for non-spherical particles, lack
of maximum for spherical particles [2], higher strength for non-convex than for convex particles [3]). Ex-
perimentally, quasi-two dimensional systems have been realized by “Schneebeli-Material”, parallel rods
of even cross-section, which have been used for shear- and failure experiments for a long time. However,
it is far from clear how much two-dimensional simulation results will match experimental data in three
dimensions, as there is a crucial difference in the dynamics of two and three dimensions: Straight lines
“nearly always” intersect in 2D, so that vectors of strong forces will meet in the force networks and can
so destroy the stability of the assembly. Skewed lines in three dimensions do not intersect, and so vectors
of strong forces will not meet. As a consequence, the mechanical stability of 3D assemblies (mostly, but
not perfectly parallel rods) should be higher than that of polygons in 2D for the same cross sections. In
this research, we investigate the stress-strain diagrams with DEM-simulations for rods with polygonal
cross sections in three dimensions[4] and of polygons in two dimensions for two-axial compression.
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Depth-integrated formulations underpinned by the linearised 𝜇𝜇(𝐼𝐼)-rheology [1,2] and the shallow 
flow approximation [3] offer useful qualitative insights into rotating drum flows operated in 
regimes spanning straight and minimally curved free surfaces characterised by Froude numbers 
less than 0.3. Beyond these regimes (Fr > 0.3) the solution fails to recover a realistic bed geometry 
and flow field. To extend the theory to Fr > 0.3 we relax the shallow flow approximation and apply 
corrections to the velocity field before reconstituting the mass, momentum and energy balances. 
Positron Emission Particle Tracking (PEPT) experiments of a 476 mm diameter drum (length of 
200 mm) filled to 50 percent of drum volume with 3 mm glass beads was used to validate the 
updated theory. To ensure equitable comparison, the PEPT data is coarse grained [4] into voxels of 
dimensions 2.5 times the particle diameter. Using the same averaging window, the theory is tuned 
against the PEPT solution. Quantitative comparisons of the velocity field, bed geometry (free 
surface and basal interface), energy dynamics and principle stresses show statistical agreement for 
all drum speeds investigated. The tuned theoretical parameters—slope of the linearised rheology , 
dilated fill fraction , and bed repose angle —are then correlated with drum speed. The 
aforementioned procedure allows for full flow field prediction of a given granular material flowing 
in rotating drums operated at Fr > 0.3. 
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Processing of particulates plays an important role in a wide variety of industries, including the 
pharmaceutical industry, the bulk chemical industry, and the food industry, to name a few [1]. 
Yet, despite the ubiquity of particulate systems, a strong fundamental understanding of their 
behavior is lacking. We have focused on heat transfer in granular materials in order to better 
understand the drying of particulates. Drying is an important manufacturing step in the production 
of active pharmaceutical ingredients (APIs) [2]. Several approaches exist to carry out the drying 
procedure, but a common method used by the pharmaceutical industry is agitated drying. During 
the process, a wet bed of API is heated in a jacketed cylindrical vessel while being mixed by a 
rotating impeller until the moisture content is reduced to a desired level. This geometry can be 
simplified as a vertical cylindrical vessel in which wet particles rest at the bottom of the unit. 
Heat is typically supplied via conduction through a heated jacket around the wall of the vessel 
while an impeller, which can also be heated, mixes the particles to help improve the distribution 
of heat and promote evaporation throughout the bed. This geometry offers several notable 
benefits in terms of design, such as its high thermal efficiency, low cost of operation, and 
environmental advantages. Another significant advantage is that it can be equipped with a filter 
and thereby enable API filtration to be carried out in the same unit prior to drying. This reduces 
the potential for product loss that can occur when transferring material to a different equipment 
and decreases the risk for worker exposure to potent and possibly toxic materials. 
 
The complexity of the process stems from the fact that heat transfer, mass transfer, and changes in 
physicochemical properties can occur simultaneously throughout drying. Complications often 
plague the procedure, including issues such as lengthy drying times, over-drying, nonuniform 
drying, agglomeration, attrition, and form changes. These circumstances make agitated drying a 
complicated process to understand and control. When considering scale up, these challenges are 
coupled with the difficulties typically associated with transferring knowledge from lab scale to 
pilot or manufacturing scale. As a result, it can be difficult to design an appropriate drying 
protocol that optimizes heat transfer and can be translated from scale to scale while minimizing 
the risk for adverse conditions. In this work, we decouple the problem and focus on studying the 
heat transfer aspect of agitated drying. More specifically, we investigate the influence of process 
and material parameters on heat transfer in an agitated bed of particles. Our approach consists of 
employing a combination of experiments and discrete element method (DEM) modeling 
techniques to analyze how heat transfer scales with flow, mixing and bed parameters. We have 
carried out a design of experiments and computed heating times as well as heat transfer 
coefficients and temperature distributions for the different conditions. We find that scaling 
influences the flow and compressibility of the bed and therefore creates a balance between 
conduction and granular convection as the dominant mode of heat transfer.  
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ABSTRACT 
Through continuous development in the past century, radar (radio detection and ranging system) 
technology has advanced into a versatile approach being widely used in various disciplines, from 
conventional moving target indicator radar via ground penetration radar to synthetic aperture radar for 
space exploration and satellite imaging [1]. In particular, the development of semiconductor industries 
enables the integration of a whole radar system on a silicone chip, thus dramatically facilitates the 
application of radar systems in non-destructive testing (NDT) as well as in consumer products (e.g., 
smartphone) to enhance human-machine interactions.  

Here, we describe the possibility of using radar particle tracking technique as an alternative approach 
to track projectile motion inside granular media. After a brief description of the advantages and 
disadvantages of the small scaled multi-static continuous wave radar system, the implementation of 
this approach in monitoring granular drag will be presented [2]. Subsequently, we focus on the 
implementation of this approach in the calibration of DEM simulations for a better understanding of 
the influence of gravity on granular drag [3]. Eventually, a brief outlook into the future of radar 
systems in verifying large scale computer simulations will be provided to trigger further discussions 
and potential applications. 

  
1) Radar Handbook, 3rd ed.; Skolnik, M. I., Ed.; (McGraw-Hill: New York, 2008). 

2) Rech, F. & Huang, K. Radar for projectile impact on granular media. Int. J. Microw. Wireless 
Technol. 12, 1–7 (2020). 

3) Huang, K., Hernández-Delfin, D., Rech, F., Dichtl, V. & Hidalgo, R. C. The role of initial speed in 
projectile impacts into light granular media. Scientific Reports 10, 1–12 (2020). 
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Understanding physicochemical coffee bean development during roasting is integral to unlocking 
key flavour and aroma characteristics, as well as improving process efficiencies and translating 
products from one roaster to another. Simulation of roasting time-temperature profiles currently 
rely on semi-empirical heat and mass transfer models. These empirical models alone cannot 
quantify the variation of air-to-bean heat transfer induced by particle flow patterns. By identifying 
coffee bean particle motion within a roaster, particle dynamics can be coupled with heat and mass 
transfer models to improve both the accuracy and robustness of time-temperature profile 
simulations. 
 
Experimental flow studies of coffee beans have been performed using Positron Emission Particle 
Tracking (PEPT) to capture particle motion within two roaster designs: (i) rotating drum, (ii) 
spouted bed. These experimental data were then used to rigorously calibrate (i) a DEM simulation 
of the rotating drum, (ii) a CFD-DEM simulation of the spouted bed, thus quantitatively acquiring 
the complex dynamics of aspherical particle motion in process equipment.  
 
Determination of occupancy and velocity profiles revealed two distinct regions for both systems (i) 
a dense bean bed of high occupancy with low particle velocity (ii) a dilute freeboard of lower 
occupancy with higher particle velocity. By examining the boundaries of the delineated bean bed 
and freeboard, and how they transform due to changes in coffee density and applied process 
parameters, heat and mass transfer properties of the system can be inferred. Established empirical 
properties can thus be integrated with heat and mass transfer models to indicate regional heat 
transfer contributions. 
 
PEPT validated CFD-DEM/DEM simulations provide fundamental knowledge of system dynamics 
that have been used to develop more accurate and robust physics-driven models of coffee roasting. 
Commercial implementation of these models thus has the potential to virtualise the roasting process 
and overcome trial and error approaches to product and process development. 
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In the absence of a universally accepted, fundamental theory that describes dense granular flows, 
researchers must resort to dimensional analysis to understand the drivers of the system. Leading 
theories on granular flow [1,2] are underpinned by dynamic properties like the shear rate and 
granular temperature; the shear rate is vital to quantify the slurry viscosity—a key parameter 
controlling slurry transport in rotating drums, for example. Such properties are readily derived from 
numerical DEM simulations which are capable of producing discrete, microscale data at a timestep 
of 10-6s. We argue that one can trust this dynamic data if-and-only-if it is validated against 
experimental measurement. In this regard PEPT, a Lagrangian, nuclear imaging technique, is 
capable of producing full 3D kinematic data (solids fraction, velocity) at ~10-3s. To this end, we 
perform PEPT measurements and DEM simulations of three and five millimetre monosize glass 
beads in a 300mm, 30% filled rotating drum at high Froude regimes. The resultant PEPT kinematic 
data is coarse-grained [3] to produce continuum kinematic fields; this process requires tedious 
calibration, in an iterative sense, by choosing the optimal smoothing radius such that a continuous 
profile is generated. These PEPT fields (solids fraction, velocity maps) are then subjected to 
statistical comparison against DEM-based continuum fields. The shear rates are subsequently 
evaluated by applying approaches proposed by [3] and [4] to the now validated PEPT and DEM 
velocity fields. The latter approach [4] is more favourable because it does not require tuning of any 
parameters, i.e., smoothing radii. In the event of poorly sampled data, one is better off using the [3] 
model which incorporates neighbouring cell data to produce a smooth continuum description. 
Statistical comparison of continuum data at in high Froude regimes is seminal and as such, this 
work offers useful insights into the coarse graining of Lagrangian kinematic data to produce 
continuum fields. 
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1. Abstract 
This paper presents a simplified implementation of the arc-length method for computing the equilibrium 
paths of nonlinear structural mechanics problems with equality restrictions imposed by the augmented 
lagrangean method. In this work, the predictor is based on extrapolation from two previously converged 
load steps and the lagrangian multiplier is updated in the usual way, in relation to the penalty parameter 
and the penetration. The extrapolation being a simple linear relation renders a simple method of update 
that additionally serves as way of identifying the forward movement along the equilibrium path, without 
the need of any complex technique commonly employed for explicit tracking. The capability of the 
algorithm to correctly describe the equilibrium path is verified in static structural mechanics problems 
through benchmarks from the literature. The results indicate that the algorithm is fully capable of 
reproducing all of the verified examples. 
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Contents using AR (Augmented Reality) and VR (Virtual Reality) are expected to be useful in 
various fields including scenes of broadcasting and education. The combination of visual 
information and reality increases volume of information and enhances the human capability. In 
particular, the introduction of ICT into school education have been active and the value is drawing 
increasing attention over the recent years. Under the circumstances, we considered a system that 
supports learning by assisting spatial ability with AR[1]. 
 
Spatial ability is the capacity to recognize relations or appearances of objects in a 3D space. This 
ability depends on individual in its accuracy or speed of understanding. Learning methods are 
changing on the stages of development of learners. For examples, during childhood, putting the 
blocks together or making solid model physically are performed to acquire spatial ability, but the 
middle and high school use only texts generally. Learning using real objects like blocks help to 
understand 3D intuitively because it can link real movements with vision. However, learning using 
only text requires a higher level of spatial ability. 
 
In this paper, we developed an application to reduce the effects of differences in spatial cognitive 
ability in learning by using AR to visualize 2D figures in 3D and help learners to acquire spatial 
ability and grasp the image of the plane-to-three-dimensional transformation. The system generates 
3D data automatically based on the features of a 2D plan view and then displays it as AR. The 
feature point extraction and coordinate recognition are performed by the OpenCV library and figure 
identification is performed by machine learning technology. Based on these results, 3D model is 
generated and displayed as AR on a web browser by AR.js. 
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Electromagnetic field analysis based on a numerical analysis method, such as the finite element 
method, has become widespread [1] due to recent improvements in computer performance and 
numerical calculation technology. In the case of accurately reproducing an analysis model of 
complicated shape, it is necessary to use many small the elements. In the case of analyzing the 
state of electromagnetic waves propagation in a wide range, a wide analysis domain is examined. 
Furthermore, to perform a high-accuracy analysis, it is necessary to model the analysis domain 
with a sufficiently small element for the wave-length, and, in this case, the number of elements 
also increases. Increasing the number of elements increases the scale of the problem. Therefore, a 
method that can calculate large-scale problems has come to be demanded. Moreover, large-scale 
problems must be solved with high accuracy.  
In this presentation, a huge-scale microwave analysis software based on an iterative domain 
decomposition method is explained that is named ADVENTURE_Fullwave [2]. A stationary 
vector wave equation for the high-frequency electromagnetic field analyses is solved taking an 
electric field as an unknown function. Then, to solve subdomain problems by the direct method, 
the direct method based on the LDLT decomposition method is introduced in subdomains 
[3][4][5]. The simplified Berenger’s PML is introduced which these eight corners are given the 
average value of all PML’s layers. 
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Metabolic heat generation, blood perfusion and surrounding conditions have effect on the 
human body temperature. Considering these effects, the natural thermoregulatory system 
maintains the comfortable body core temperature. 
  
The aim of this study is to investigate  the effect of metabolic heat generation, blood 
perfusion rate and ambient temperature on the body temperature during different physical 
activities. Penne’s bio-heat equation is being widely used for the simulation of the skin 
burn [1] and temperature controlled thermal ablation [2]. For the current investigation, 
three dimensional finite element model of bio-heat equation has been developed and added 
in the ADVENTURE_Thermal [3]. 
  
The heat transfer analysis was performed in the three dimensional skin and simple human 
body model using the developed system. The skin temperature was investigated with a hot 
disk and hot coffee in touch separately. A simple human whole body model has been 
developed and the effect of the mentioned physiological parameters on the body 
temperature was measured. 
  
The numerical results depict that blood perfusion rate acts as a heat sink when the extra 
metabolic heat is generated. The body temperature variates with different metabolic heat 
generation and ambient temperature during cooking, walking and running at different 
velocities. The developed model and the system will help investigate the body temperature 
in the clinical treatments.   
 
1. Mukaddes, A. M. M., Shioya, R., Ogino, M., Roy, D., & Jaher, R. (2021). Finite 
Element-Based Analysis of Bio-Heat Transfer in Human Skin Burns and Afterwards. 
International Journal of Computational Methods, 18(03), 2041010. 
2. Sannyal, M., Mukaddes,  A. M. M. (2021). Numerical Investigation of Tissue-
Temperature Controlled System in Thermal Ablation: A Finite Element Approach. Journal 
of Applied and Computational Mechanics, 7(3), 1826-1835. doi: 
10.22055/jacm.2021.36020.2819 
 
[3]. https://adventure.sys.t.u-tokyo.ac.jp/      
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ADVENTURE AutoLinAS (pronounced as ‘O-to-li-na-shi’) is a linear algebraic solver library, 

dedicated for simulation-based research and development. It is designed for the simulation 

users to develop their own solvers. Currently, the library is used among many researchers and 

simulation users, mainly in universities and national research centers. Its functionalities and 

supported platforms are explained. AutoLinAS applications of various kinds of simulation 

methods are demonstrated also. 

Implementations of the library for various kinds of high performance computing platforms, 

such as Intel x86, Intel Xeon, AMD EPYC and Fujitsu PRIMEHPC FX-1000/Fugaku, as well 

as NVIDIA GPU, are available. Each of them is highly tuned for the underlying hardware 

architecture.  
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In electrostatic field analysis using a numerical human body model constructed with voxels, the 
electric field strength is overestimated near the staircase boundary of different materials (called 
staircasing errors)[1]. To reduce these staircasing errors, mesh smoothing based on the marching 
cubes method is developed and applied to the numerical human body model [2].  The extended 
marching cube method is proposed in this research, which can perform mesh smoothing of three 
kinds of boundaries, and most of the 90-degree angle points of the boundary of different materials 
in the numerical human body model can be smoothed.  
In addition, in order to cope with the increase of computation time due to the increase of DOFs by 
mesh smoothing, the geometric multigrid method [3] for unstructured grids is applied to the 
numerical human whole-body model, and the computation time per subdivision is compared with 
that of the CG method solver with preprocessing. As a result, it is found that the geometric 
multigrid method can reduce the increase of computation time per subdivision compared with the 
CG method with preprocessing. In terms of computation time, the geometric multigrid method 
achieves a maximum computation time of about 1/20 of that of ILU-CG for voxel models and 
about 1/15 for smoothing models.  
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Noh is one of the most representative traditional art forms in Japan. Since the 14th century, Noh has 
continuously been inherited for more than 700 years. Noh also has been registered as an intangible 
cultural heritage by UNESCO. A previous study showed that Noh movements can be used to keep 
elderly people’s health. Today Noh is not only for people to enjoy in the theatre, but Noh is also 
useful for health promotion. The benefits are both on maintaining health and beautiful standing 
posture.  
 
Hakobi (Sliding walk) is one basic movement pattern of walking in Noh, which refers to walking 
with the feet sliding on the floor slowly. The sliding walk is very different from the walking in daily 
life and can be used to exercise the psoas major muscle. In this research, we analyzed the features 
of sliding walk.  We also compared the motion of sliding walk and walking.  
 
For motion tracking techniques, the traditional marker-based motion capture system is constrained 
by the utilization of the environment.  For example, a stage costume is important for any dance 
performance, but markers are not suited for a dancer’s stage costume. Therefore, we use artificial 
neural network-based motion capture technology to recognize human pose without markers. In this 
research, OpenPose[1], one of the most popular open-source libraries, is used for pose estimation 
from video images. 
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A wave-sound analysis based on a numerical analysis method, such as the fi-nite element method, 
has become widespread due to recent improvements in computer performance and numerical 
calculation technology. In the case of accurately reproducing an analysis model of complicated 
shape, it is necessary to use many small the elements. In the case of analyzing the state of wave-
sound propagation in a wide range, a wide analysis domain is examined. Furthermore, to perform 
a high-accuracy analysis, it is necessary to model the analysis domain with a sufficiently small 
element for the wavelength, and, in this case, the number of elements also increases. Increasing 
the number of elements increases the scale of the problem. Therefore, a method that can cal-
culate large-scale problems has come to be demanded. Moreover, large-scale problems must be 
solved with high accuracy. In the presentation, ADVENTURE_Sound is introduced, and some 
numerical result in the performance evaluation for the parallel computing environment: Work-
station Cluster is shown. 
In this presentation, a performance evaluation of the paralell wave-sound analysis software based 
on an iterative domain decomposition method is explained that is named ADVENTURE_Sound 
[1]. A wave-equation for the wave-sound analyses is solved taking a speed potential as an 
unknown function. In this software, an iterative domain decomposition method is employed as a 
parallel technique. To solve subdomain problems by the direct method, the direct method based 
on the LDLT decomposition method is introduced [2][3][4]. In this paper, some numerical results 
are discussed in the view point of a performance for parallel computing environments. 
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In numerical analyses of physical phenomena, it is necessary to analyze stochastically if geometries,
material properties, and boundary conditions of the analysis objects have uncertainties. The field of
evaluating the influence of uncertainties of parameters in simulations is called Uncertainty Quantification
or UQ in short. UQ has attracted more attention in recent years because it can be used for reliability
evaluation, optimization, and safety evaluation in the design of systems and devices.

One of the most widely used methods for UQ is the Monte Carlo simulation. The method evaluates
probability distributions of output parameters by generating random numbers which follow a specific
probability distribution of input parameters and then calculating the output value for each random num-
ber. While a deterministic simulator can be utilized as a black box, the application of the method is
limited to small-scale analysis because of the need for a quite large number of samples to achieve good
approximation. Therefore, Spectral Stochastic Finite Element Method [1] was devised by Ghanem and
Spanos. In this method, input and output random fields are discretized by spectral expansions in proba-
bility space, and the probability distribution of the output can be evaluated by a single matrix calculation.
Although having high computational efficiency, it takes much labor to modify existing codes.

The purpose of this paper is to quantify uncertainties in the large-scale analysis of physical phenomena
using a non-intrusive method, which has the advantages of both of the above two methods. The non-
intrusive method has reusability of existing codes and high computational efficiency, and therefore it
is easy to apply to large-scale problems. In the present study, we integrated the non-intrusive method
with the ADVENTURE [2], a deterministic simulator based on a parallelized finite element method,
to perform a large-scale electromagnetic wave analysis with uncertainties. Specifically, we stochasti-
cally evaluated the electromagnetic fields in the human body whose permittivity and conductivity have
uncertainties.
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1 Università della Svizzera italiana, Switzerland, alena.kopanicakova@usi.ch
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One of the state-of-the-art strategies for predicting crack propagation, nucleation, and interaction is the
phase-field approach. In this approach, a damage variable is introduced to characterize the material
state from intact to fully broken. Although the phase-field approach is a robust tool for predicting crack
propagation, it gives rise to strongly nonlinear coupled systems of nonlinear equations that have to be
solved at each time step. This is computationally challenging due to the non-convexity of underlying
energy functional, a large number of degrees of freedom, and the severe ill-conditioning caused by the
local changes in the damage variable.

In this work, we propose to solve the arising nonlinear problems efficiently using multilevel [2] and do-
main decomposition [1] methods. The proposed methods are designed to solve the arising non-linear
problems in a monolithic manner by taking advantage of the underlying structure of the coupled prob-
lem. In particular, we discuss different techniques to construct a hierarchy of suitable subspaces, related
to different levels or subdomains. In the multilevel settings, we employ novel level-dependent objective
functions, that combine a fine-level description of the crack paths with the coarse level discretization.
For the domain decomposition, we take advantage of partitioning the degrees of freedom into two sets,
related to the displacement and the phase-field. Eventually, we combine both, multilevel and domain
decomposition, techniques with the trust-region globalization strategy in order to ensure global conver-
gence.

We will demonstrate the convergence behavior of the proposed multilevel and domain decomposition
methods using several benchmark problems. A comparison with the widely-used alternate minimization
method will be presented, showing a significant reduction in the number of iterations and the execution
time. In the end, we will also illustrate the strong and weak scaling properties of the overall simulation
framework.
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Fractures play an essential role in the enhancement of geothermal reservoirs through hydraulic 
stimulation, where the overall reservoir permeability can be enhanced both by slip and dilation of 
existing fractures and by fracture propagation. We present a mathematical model and numerical 
strategy to investigate the interaction between fluid flow, deformation, fracture shearing, and 
fracture propagation during low-pressure fluid injection. Deformation and fluid flow are 
represented based on a mixed-dimensional model, considering fractures as co-dimension one 
objects in the domain. The matrix surrounding the fractures is poroelastic, and a contact mechanics 
model govern the deformation of existing fractures. Mixed-mode fracture propagation is modelled 
by the maximum tangential stress criterion.  
 
The solution approach is based on a multiscale strategy, expanding on the work by Dang-Trung et 
al. [1]. In the macroscale model, flow in and poroelastic deformation of the matrix are coupled with 
the flow in the fractures and fracture contact mechanics [2], allowing fractures to frictionally slide. 
Fracture propagation is handled at the microscale. Simulations show how the shearing of a fracture 
due to fluid injection is linked to fracture propagation, including cases with hydraulically and 
mechanically interacting fractures. 
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In view of the important role in providing benchmarks and rapid parametric analyses for 
preliminary designs, analytic solutions gain permanent interest for heat conduction problems. In 
this study, the 2-D transient heat conduction problems with or without heat sources in a 
rectangular domain under different combinations of temperature and heat flux boundary 
conditions are studied by a novel symplectic superposition method (SSM) [1-4]. The solution 
process is within the Hamiltonian system framework such that the mathematical procedures in the 
symplectic space are implemented, which provides an exceptional direct rigorous derivation 
without any assumptions or predetermination of the solution forms compared with the 
conventional inverse/semi-inverse methods. The distinctive advantage of the SSM offers an 
access to new analytic heat conduction solutions. The accuracy of the SSM is confirmed by 
comprehensive transient heat conduction results, including both numerical and plotted 
temperatures, as validated by the finite element method. This study is the first one on extending 
the SSM to heat conduction problems, which may pave the way to more benchmark analytic 
solutions in the field. 
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In this study, 3D fiber computational grains (CGs) are developed for the micromechanical 
modelling of fiber-reinforced composites. The microstructure of a fiber composite can be divided 
into several CGs, each of which contains a long fiber. And a compatible displacement field is 
assumed at the outer-boundary and the fiber-matrix interface in each CG. Trefftz trial 
displacement fields in each element are expressed in terms of Papkovich-Neuber solutions, by 
employing cylindrical harmonics as Papkovich-Neuber potentials. A new scaling method for the 
cylindrical harmonics is proposed to avoid solving ill-conditioned equations. And the element 
stiffness matrix of each CG is derived by a new kind of multi-field boundary variational principle. 
By several numerical examples, we demonstrate that the developed CG is an efficient and 
accurate numerical method for computing the equivalent material properties and the micro-scale 
stress distribution of fiber composites. Moreover, the computational efficiency of the CG is 
enhanced with the use of the parallel computation. In this way, a RVE with 2500 fibers can be 
simulated within 10 hours on an 8-core laptop. 
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This study presents new straightforward benchmark solutions for bending and free vibration of 
clamped anisotropic rectangular thin plates by a double finite integral transform method [1]. Being 
different from the previous studies that took pure trigonometric functions as the integral kernels 
[2–6], the exponential functions are adopted, and the unknowns to be determined are constituted 
after the integral transform, which overcomes the difficulty in solving the governing higher-order 
partial differential equations with odd derivatives with respect to both the in-plane coordinate 
variables, thus goes beyond the limit of conventional finite integral transforms that are only 
applicable to isotropic or orthotropic plates. The present study provides an easy-to-implement 
approach for similar complex problems, extending the scope of finite integral transforms with 
applications to plate problems. The validity of the method and accuracy of the new solutions that 
can serve as benchmarks are well confirmed by satisfactory comparison with the numerical 
solutions. 
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Plates and shells are widely used in various fields such as civil engineering, mechanical 
engineering, ocean engineering, aeronautics and astronautics. Solution for bending, vibration and 
buckling of plates and shells has been one of the important research topics in engineering. 
However, it is hard to obtain the analytic solutions to most of these problems till now due to the 
mathematical challenge. Using an up-to-date symplectic superposition method, we obtain the 
analytic solutions of plates and shells with various boundary conditions, by which the ability of 
the method to yield solutions via step-by-step derivations from the governing equations without 
predetermining any forms of solutions is demonstrated. The essential difference between the 
current method and the other ones is that the solution procedure is conducted in the symplectic 
space rather than in the classical Euclidean space. This extends the scope of application of eigen 
expansion, and paves the way for more analytic solutions of similar problems. The application of 
the method to novel stretchable electronics is also reported, which provides a theoretical basis for 
fracture-safe design of stretchable electronics. 
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Taylor, Joaquim Peiro, Spencer J Sherwin 
 
 
We present the successful deployment of high-fidelity Large-Eddy Simulation (LES) 
technologies based on spectral/hp element methods to a real automotive car, namely the 
Elemental Rp1 model [1]. The simulation presents the common challenges of an industry-
relevant simulation, namely high Reynolds number and complex geometry. To the best of the 
authors' knowledge, this simulation represents the first fifth-order accurate transient LES of 
an entire real car geometry. Moreover, this constitutes a key milestone towards considerably 
expanding the computational design envelope currently allowed in industry, where steady-
state modelling remains the standard. In this talk, we highlight the key developments that 
were required to achieve the simulation, from mesh generation to improvements in solver 
and numerical technology. 
 
 
[1] G. Mengaldo, et al. "Industry-Relevant Implicit Large-Eddy Simulation of a High-Performance Road 
Car via Spectral/hp Element Methods." arXiv preprint arXiv:2009.10178 (2020), SIAM Review 
November 2021. 
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We consider the compressible Navier-Stokes equations which models the motion of a compressible,
viscous and heat conducting fluid, in contact with walls. Thus, the equations are augmented with the
no-slip condition, leading to the formation of boundary layers, which in turn may become turbulent.

Here, we propose a numerical scheme approximating the compressible Navier-Stokes equations subject
to no-slip adiabatic wall boundary conditions. The spatial discretisation is based on the standard second-
order finite-difference Summation-by-Parts (SBP) operator. The boundary conditions are imposed using
both a weak and strong implementation technique. That is, the Neumann condition for the temperature
is imposed weakly using a Simultaneous Approximation Term (SAT), while the no-slip condition for
the velocities is imposed strongly via injection. In particular, we focus here on the boundary treatment
for the no-slip condition. This weak-strong combination was shown to be stable for the symmetrised,
constant-coefficient Navier-Stokes equations in [1]. By using the notion of entropy, we show that it
additionally leads to non-linear stability for our proposed scheme.

Numerical simulations are provided to demonstrate the robustness of the boundary treatment for the no-
slip condition. A simulation using a fourth-order SBP operator, which yields a linearly stable scheme, is
also included.
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We are interested in active-flow control of fluid dynamical systems. Our preliminary goal is to formulate
the fluid-control system in such a way that the coupled system remains stable. We leverage passivity
theory, which guarantees that the flow-control system is stable with feedback if both the flow and control
dynamical systems are independently passive [4]. We briefly show how entropy-stability theory ensures
passivity of the continuous fluid system. We then turn our attention to the discretized system and, in
particular, stable imposition of boundary conditions at the interface between the actuator and the fluid.
To maintain entropy stability, the discretization uses high-order summation-by-parts operators [5] and
two-point, entropy-conservative flux functions [6]. Such entropy-stable discretizations are now well
established; see, for instance, [3, 2, 1]. The fluid-control framework is demonstrated using an airfoil at a
high angle of attack.
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The multiphase description of flow phenomena represents an attractive option for modeling complex
flows because fluid flow over the entire region is modelled using one set of governing equations as
opposed to separate sets of equations for each phase [3]. For compressible flow equations in conservative
form, in the last decade there have been important advances in the development of provably nonlinearly-
stable schemes by combining summation-by-parts (SBP) operators [4] and symmetric two-point flux
functions [1]. In this work we look to WENO schemes to automatically provide appropriate upwinding
near discontinuities. WENO schemes are capable of attaining arbitrarily high orders of accuracy while
sustaining stable and sharp discontinuity transitions [2]. Our goal is to develop provably-stable high-
order schemes that render sharp shock interfaces for multiphase flows in non-conservative form. For this
purpose, we combine the entropy-stable SBP-WENO framework of Fisher [1] with the entropy-stable
framework of Renac [5] to develop entropy-stable SBP-WENO schemes for multiphase flows in non-
conservative form. In this presentation, we detail the resulting schemes and present numerical tests on
canonical smooth and shocked flows.
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Shock tracking, as an alternative method to shock capturing, aims to generate a mesh such that element
faces align with shock surfaces and other non-smooth features to perfectly represent them with the inter-
element jumps in the solution basis, e.g., in the context of a finite volume or discontinuous Galerkin (DG)
discretization. These methods lead to high-order approximations of high-speed flows and do not require
nonlinear stabilization or extensive refinement in non-smooth regions because, once the non-smooth fea-
tures are tracked by the mesh, the high-order solution basis approximates the remaining smooth features.
In previous work [1, 2], we introduced the High-Order Implicit Shock Tracking (HOIST) method that re-
casts the geometrically complex problem of generating a mesh that conforms to all discontinuity surfaces
as a PDE-constrained optimization problem. The optimization problem seeks to determine the flow so-
lution and nodal coordinates of the mesh that simultaneously minimize an error-based indicator function
and satisfy the discrete flow equations. A DG discretization of the governing equations is used as the PDE
constraint to equip the discretization with desirable properties: conservation, stability, and high-order ac-
curacy. By using high-order elements, curved meshes are obtained that track curved shock surfaces
to high-order accuracy. The optimization problem is solved using a sequential quadratic programming
method that simultaneously converges the mesh and DG solution, which is critical to avoid nonlinear
stability issues that would come from computing a DG solution on an unconverged (non-aligned) mesh.

In this work, the HOIST method is further extended to simulate time-dependent, inviscid flows. We use
a space-time formulation of the governing equations and perform shock tracking over a space-time slab
for two reasons: 1) it reduces to a steady shock tracking problem over the (d + 1)-dimensional space-
time domain, which allows most of the HOIST framework to be recycled and 2) complex shock-shock
interactions simply manifest as triple points. The overall approach is equipped with adaptive time slabs,
a procedure to extrude d-dimensional simplex elements over a time slab and split the resulting (d +1)-
dimensional prism into simplices, and resolution-based h-refinement. The method is demonstrated on a
series of increasingly complex unsteady inviscid flows in one and two dimensions.
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The flux reconstruction (FR) method has gained popularity in the research community as it
recovers promising high-order methods through modally filtered correction fields, such as the
discontinuous Galerkin (DG) method, on unstructured grids over complex geometries. Under a
class of energy stable flux reconstruction (ESFR) schemes, FR allows for larger time-steps than
DG while ensuring stability for linear advection on affine elements [1]. Alternatively, for nonlin-
ear problems, split forms and two-point entropy conserving fluxes have emerged as the popular
approach for unsteady problems on coarse unstructured grids – albeit only having proved sta-
bility for the strong form DG scheme and the g2-lumped Lobatto ESFR scheme for the Euler
equations [2, 3]. In this work, we show that incorporating split forms with ESFR schemes, alike
Ranocha et. al. [2] and Abe et. al. [3], generally lead to unstable discretizations. This work is
an extension of Cicchino et al. [4], where they derived general nonlinearly stable FR schemes
in split form for the one-dimensional Burgers’ equation and proved stability. This new approach
simplifies to ESFR schemes for linear problems, but for nonlinear problems, it ensures nonlin-
ear stability and the correct orders of convergence. This work takes advantage of low-storage
weight-adjusted approximations for curvilinear coordinates. The stability of all nonlinearly sta-
ble FR schemes are verified with three-dimensional Euler flow in curvilinear coordinates.
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Discontinuous Galerkin (DG) methods are usually infamous for being computationally complex and hav-
ing robustness issues. However, during the last few years, thanks to the development of entropy stable
spatial schemes of any order with the summation-by-parts property, robust and efficient entropy stable
nodal versions of the DG schemes have been proposed. However, stability constraints usually limit
severely the time step size that can be used to integrate in time the system of ordinary differential equa-
tions arising from the spatial discretization with high-order algorithms. These constraints are drastically
exacerbated by the i) the mesh element aspect-ratio used to resolve “economically” turbulent flows, and
ii) the poor quality of the mesh element for complex geometries.

We present a detailed analysis of the performance of relaxation Runge–Kutta schemes and Runge–Kutta
time integration schemes optimized for the spectrum of the semidiscretization of the Euler equations in
this paper. The CFL condition or an embedded Runge–Kutta pair are used to combine both time-stepping
families with time step adaptivity. When compared to standard and widely used methods for complex
industrially relevant turbulent test cases, the new optimized schemes demonstrated an overall speedup of
more than 35

Finally, we present a detailed analysis of the performance of the in-house KAUST SSDC framework
on the Amazon web service (AWS) cloud computing. The industry is very interested in using this on-
demand technology for performing engineering simulations. Thus, testing and assessing the performance
of a prototype of next-generation compressible CFD solvers, such as SSDC, is relevant. The results
indicate that SSDC scales quite well on the most recent and exotic computing architectures available on
the AWS cloud computing platform.
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In this talk I will discuss a class of space-time hybridizable discontinuous Galerkin method that we 
introduced and analyzed in [1,2,3,4,5] specifically for the incompressible Navier-Stokes equations. The
space-time framework is motivated by our interest in solving the Navier-Stokes equations on time 
dependent domains, while the hybridizable framework was used to design a space-time discontinuous 
Galerkin method that is exactly mass conserving (i.e., the discrete velocity field is exactly divergence 
free on the elements and globally H(div)-conforming) even on moving domains. The exact mass 
conservation of our discretization has several consequences, such as: local momentum conservation 
and energy-stability; and the velocity error estimates are independent of the pressure and inverse 
powers of the viscosity. 

[1] T.L. Horvath and S. Rhebergen, A locally conservative and energy-stable finite element method for 
the Navier-Stokes problem on time-dependent domains, International Journal for Numerical Methods 
in Fluids, 89/12 (2019), pp 519-532.
[2] T.L. Horvath and S. Rhebergen, An exactly mass conserving space-time embedded-hybridized 
discontinuous Galerkin method for the Navier-Stokes equations on moving domains, Journal of 
Computational Physics, 417 (2020).
[3] T. L. Horvath and S. Rhebergen, A conforming sliding mesh technique for an embedded-hybridized 
discontinuous Galerkin discretization for fluid-rigid body interaction. Submitted 2021.
[4] K. L. A. Kirk, A. Cesmelioglu and S. Rhebergen, Convergence to weak solutions of a space-time 
hybridized discontinuous Galerkin method for the incompressible Navier-Stokes equations. Submitted 
2021.
[5] K. L. A. Kirk, T. L. Horvath and S. Rhebergen, Analysis of an exactly mass conserving space-time 
hybridized discontinuous Galerkin method for the time-dependent Navier-Stokes equations. Submitted 
2021.
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A Data Driven Approach to Improved
Exchange-Correlation Functionals in DFT

The need for improved exchange-correlation (XC) functionals in density func-
tional theory (DFT) that can provide quantum accuracy can hardly be over-
emphasized. To that end, we adopt a data-driven approach to constructing
XC functionals by using accurate ground-state densities (ρ(r)) from many-
body calculations. The key idea is to use the ρ(r) and its corresponding
exchange-correlation potential (vxc(r)), from various molecules, as training
data to model the XC functional. We present an accurate and robust ap-
proach to solve the inverse DFT problem of obtaining the exact vxc(r) from a
given ρ(r), which had, heretofore, remained an open challenge owing to vari-
ous numerical instabilities in previous attempts. The exact XC potential for
seven molecule—dihydrogen at four different bond-lengths, lithium hydride,
water, and ortho-benzyne—are computed from full configuration interaction
reference densities. These are compared to model XC potentials from non-
local (B3LYP, HSE06, SCAN0, and M08-HX) and semilocal/local (SCAN,
PBE, and PW92) XC functionals. While for most systems the relative errors
in the ground-state densities are O(10−3 − 10−2), the model XC potentials
have much higher errors of O(10−1 − 100). This finding establishes the util-
ity of the XC potentials—which exhibit greater sensitivity in comparison to
the densities—in the design and development of future XC functionals. Sub-
sequently, we use the exact XC potentials to develop neural network (NN)
based local and semi-local XC functionals. We provide a comparative study
of the NN-based XC functionals against several widely used XC function-
als, in terms of their prediction of various thermochemical properties (e.g.,
atomization energies, reaction barriers, etc).

1
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The topology optimization problem is a problem of finding a combination of components that can 
achieve high performance at low cost. When solving combinatorial optimization problems such as 
topology optimization problems, local solutions may occur during computation, and the 
computational cost becomes high if the computation is repeated to obtain the overall optimal 
solution. Therefore, it is becoming more and more important to develop a computational method 
to avoid falling into local solutions. 
 
Recently, quantum annealing, a method specialized for solving combinatorial optimization 
problems, has been attracting attention. Quantum annealing uses the tunneling effect caused by 
quantum fluctuations to find a solution. Initially, the quantum fluctuation is increased so that the 
energy exceeds the maximum value due to the tunneling effect, and then the quantum fluctuation 
is gradually decreased to find the point where the potential is minimized. For example, the 
previous researches on combinatorial optimization problems using quantum annealing treated 
applications to traffic volume management and nurse scheduling problems. 
 
Focusing on the minimization of the energy, it is expected that quantum annealing can be used to 
efficiently obtain globall optimal solutions for topology optimization problems as well. However, 
no such method currently exists. In this study, we aim to develop a new method for structural 
topology optimization of solids using quantum annealing. As an example, we take the 
optimization problem of a truss structure. Specifically, in order to use quantum annealing, the 
energy of the truss structure is replaced by a Hamiltonian in quadratic unconstrained binary 
optimization (QUBO) form. The real displacements and cross-sectional areas of the elements 
need to be expressed in binary variables. Optimization calculations by annealing machine are 
carried out using the Hamiltonian constructed in this way, and its performance is evaluated. 

REFERENCES 

[1] Tanaka, S., Tamura, R., and Chakrabarti, B.K. Quantum spin glasses, annealing and 
computation. Cambridge University Press, (2017). 

[2] Kanno, Y. Robust truss topology optimization via semidefinite programming with 
complementarity constraints: a difference-of-convex programming approach. Comput. Optim. 
Appl.  (2018) 71.2: 403-433. 

1239



DFT-FE --- a massively parallel real-space density functional theory code using adaptive finite-
element discretization, and its application to study dislocation core energetics in magnesium 
Sambit Das, Phani Motamarri and Vikram Gavini

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

 DFT-FE --- a massively parallel real-space density functional theory 
code using adaptive finite-element discretization, and its application to 

study dislocation core energetics in magnesium    

 
Sambit Das1*, Phani Motamarri2 and Vikram Gavini3 

1 University of Michigan, Ann Arbor, MI 48109, USA, dsambit@umich.edu 
2 Indian Institute of Science, Bangalore 560012, India, phanim@iisc.ac.in 

3 University of Michigan, Ann Arbor, MI 48109, USA, vikramg@umich.edu 
 

 
Key Words: Electronic structure, Real-space, Spectral finite-elements, Dislocations 
 
 
Kohn-Sham density functional theory (DFT) calculations have been instrumental in providing 
many crucial insights into materials behavior. However, the stringent accuracy requirements in 
DFT needed to compute meaningful material properties, in conjunction with the asymptotic 
cubic-scaling computational complexity with number of electrons, demand huge computational 
resources. Thus, these calculations are routinely limited to material systems with at most few 
thousands of electrons. In the first part of this talk, I will present a massively parallel real-space 
DFT framework (DFT-FE) [1, 2], which is based on a local real-space variational formulation of 
the Kohn-Sham DFT energy functional discretized with higher-order adaptive spectral finite-
element and handles pseudopotential and all-electron calculations in the same framework. We 
will present the efficient and scalable numerical algorithms in conjunction with mixed precision 
strategies for the solution of Kohn-Sham equations, that has enabled computationally efficient, 
fast, and accurate DFT calculations on generic material systems reaching ~100,000 electrons and 
demonstrate an order of magnitude performance advantage over widely used plane-wave codes 
both in CPU-times and wall-times. In the second part of this talk, I will present the application of 
DFT-FE to study the core energy difference between the <c+a> screw dislocations on pyramidal I 
and II planes in pure magnesium (EpyrI-II). EpyrI-II forms a crucial and sensitive input to a 
quantitative model predicting the ductility of magnesium alloys. However, accurate estimation of 
EpyrI-II using explicit DFT calculations has so far been out of reach using plane-wave codes as 
large system sizes containing thousands of atoms are required to accurately resolve the relevant 
physics in the dislocation core. Using DFT-FE, we conduct a systematic cell size study of EPyrI-
II till ~3,500 atoms (35,000 electrons) per periodic layer along the dislocation line. We find that a 
cell-size of ~2,700 atoms is required to obtain EPyrI-II under a cell-size error of 5 meV/nm. We 
also find strong influence of external macroscopic uniaxial deformations on EPyrI-II. Obtaining 
EPyrI-II accurately has significant implications for designing highly ductile magnesium alloys. 
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Quantum computing is a rapidly developing area of research with potential applications extending 
over scientific and engineering computation. Current work in quantum computing for partial 
differential equations is sparse and limited in scope with presently available Noisy Intermediate 
Scale Quantum (NISQ) hardware. Quantum annealers are NISQ devices designed to minimize the 
Ising Hamiltonian. Current demonstrated applications of quantum annealers suffer from various 
forms of inefficiencies. Here, we explore the application of quantum annealing to finite element 
problems and develop a unified general framework to iteratively solve linear partial differential 
equations with examples problems solved on D-Wave quantum annealer. 
 
A general methodology to map finite element problems to the Ising Hamiltonian is developed by a 
novel generalization of the Ising Hamiltonian and posing the finite element problem as a 
minimization problem. Several novel mapping options are developed, and their strengths and 
weaknesses explored. Procedures that efficiently map one unknown to one qubit with sparse graphs 
are presented. A time-efficient scheme is presented to calculate the mapping by parallelizing over 
the elements. 
 
Novel iterative procedures are developed to iteratively carry out the finite element minimization 
problem using quantum annealers, dubbed as the single step “2! Search”, “3! Search”, and the 
two-step “Hyperoctant Search”. A general framework to develop higher order iterative procedures 
is presented in the context of Nested Iterations. Since these iterative procedures differ significantly 
from classical procedures by sampling from exponentially large sets, their mathematical properties 
are explored with proofs of their cosine measures to outline their effectiveness compared to 
classical methods. An exponential increase in cosine measures is demonstrated, highlighting the 
potential for quantum annealing to iteratively solve minimization problems with classically 
intractable numbers of unknowns. 
 
The iterative procedures are carried out for example problems using classical simulated annealing 
and quantum annealing for a head-to-head comparison of classical and quantum techniques. The 
annealing time for simulated annealing grows as O(N), whereas it is O(1) for quantum annealing 
[1] (King et al., 2015), though they have similar convergence rates. The Hyperoctant Search 
procedure demonstrated the best convergence properties with some instances of super-convergence 
with only 10"  anneals per iteration compared to 10# -10$  anneals typically needed for other 
methods.  
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Quantum modeling of materials, in particular density functional theory (DFT) calculations have 
provided many crucial insights into materials behavior over the past few decades and occupy 
considerable fraction of world’s computational resources today. However, asymptotic cubic-
scaling computational complexity with number of atoms in conjunction with stringent precision 
requirements for accurate material property prediction demand huge computational resources for 
these calculations. Thus, these calculations are routinely limited to material systems with few 
hundreds of atoms, employing plane-wave discretizations despite its limitations. The development 
of DFT-FE [1,2], a massively parallel open-source DFT code addresses these challenges by making 
use of higher-order spectral finite-elements alongside with novel HPC centric numerical strategies 
focusing on significantly reducing the data movement costs and increasing arithmetic intensity on 
evolving hybrid CPU-GPU architectures. These methodologies enabled systematically convergent, 
fast and scalable norm-conserving pseudopotential DFT calculations using real-space finite-
element (FE) based methods on material systems involving tens of thousands of electrons for both 
metallic and insulating systems, on massively parallel computing architectures, while allowing for 
arbitrary boundary conditions and complex geometries. However these recent advances are limited 
to norm-conserving pseudopotentials (ONCV, TM) and are not applicable to DFT calculations 
using projector augmented wave (PAW) method in a straight forward way.  The widely used PAW 
frozen-core method for DFT is shown to be highly transferable and deals with much smoother 
electronic fields thereby resulting in huge reduction in degrees of freedom in comparison to their 
norm-conserving pseudopotential counterparts. To this end, we will present a real-space DFT 
formalism within the PAW framework amenable to higher-order spectral finite-element 
discretization. Furthermore, accuracy and performance of the proposed approach on hybrid CPU-
GPU architectures will be demonstrated on a variety of benchmark examples including large-scale 
materials systems involving few thousands of electrons 
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Although density functional theory (DFT) is a powerful tool to clarify the atomic and electronic 

structures of materials, DFT studies of complex nanostructures are usually very difficult because 
conventional DFT methods cannot treat large systems containing many thousands of atoms. To 
overcome this problem, we have developed a large-scale, linear-scaling DFT code CONQUEST, 
which has recently been released under an open-source MIT license. The code uses local orbital 
and linear-scaling methods, and has high efficiency on massively parallel computers.  
 

 In this presentation, we explain the theory behind the code and survey the recent developments 
and applications of CONQUEST. It will be demonstrated that CONQUEST can calculate the 
atomic positions of the realistic models of nano-scale materials observed in experiments and can 
clarify the unique electronic properties of these complex materials. A new method based on the 
machine learning techniques to analyze the local atomic structures observed in large-scale DFT-
MD simulations will be also discussed. 
 
 This work has been done in collaboration with D. R. Bowler, J. S. Baker, S. Y. Mujahed, J. T. L. 
Poulton (UCL, UK), A. Nakata, M. Tamura, J. Lin, Z. Raza, S. Yadav, S. Arapan (NIMS, Japan), 
L. Truflandier (U. Bordeaux, France), M. Matsuda, Y. Futamura and T. Sakurai (U. Tsukuba, 
Japan). 
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  Computational materials design is an active area of research which aims at predicting physical 
and chemical properties of various materials from first-principles electronic structure calculations. 
To keep the computational costs manageable, the Schrödinger equations are often approximated 
by Kohn-Sham equations within the framework of density-functional theory [1]. These Kohn-
Sham equations are solved numerically either by a basis set expansion or real-space discretization 
under given boundary conditions. In the case of a plane-wave basis set, it is common practice to 
apply periodic boundary conditions in all directions [1], while isolated boundary conditions are 
more common for the atomic basis set. However, there are many other options besides these 
standard boundary conditions. In this talk, we will explore several non-standard boundary 
conditions which exploit the characteristics of each system, such as surfaces, interfaces, and 
cyclic/helical structures, to minimize the computational costs of electronic structure calculations. 
Most of these boundary conditions are easily implemented by minor modifications of existing 
electronic structure codes. Numerical examples on a few model systems are also presented for the 
validation of these boundary conditions.  
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A diblock polymer is a polymer in which two different homopolymers are connected to form a 
single polymer. In diblock polymers, the phase separation of the two different homopolymers forms 
microstructures. The microstructures change depending on the experimental conditions, such as 
lamellar, cubic, hexagonal, and gyroid structures. Since the microstructures have a significant effect 
on the mechanical properties of the polymer, it is important to predict which type of microstructure 
will appear under the given experimental conditions. To date, several methods have been developed 
to predict the microstructures[1], however, conventional methods sometimes take a long time to 
obtain the prediction.  

In recent years, Ising machine have attracted much attention to solve the combinatorial optimization 
problems. Ising machine solves quadratic unconstrained binary optimization (QUBO), which is one 
of the formalized combinatorial problems; in QUBO, the variables is a set of binary states, and the 
objective function, called Hamiltonian in the context of the Ising machine, consists of up to a 
quadratic polynomial of the binary states. Since the Ising machine solves the states where the value 
of the Hamiltonian is minimized, the problem to be solved should be mapped to a QUBO-style 
problem, in other words, the coefficients of the quadratic polynomial of the Hamiltonian are 
configured. 

In this work, we proposed a new method to perform two-dimensional simulations of the phase-
separation structure of a diblock polymer using the Ising machine. We mapped the problem of 
performing the simulation to the Hamiltonian as a sum of four quadratic terms that represent 
different physical behavior of diblock polymers: the sum amount conservation term, the Flory-
Huggins interaction energy term, the gradient energy term, and the Ohta-Kawasaki long-distance 
interaction energy term. By adjusting each term, different experimental conditions can be 
represented.  

Using the proposed method, we observed several types of phase separation such as dotted and 
striped patterns, which correlate to lamellar and cubic or hexagonal structures. Together with other 
results, the proposed method was shown to be successful to predict the microstructures. 
Furthermore, each simulation using the Ising machine takes less than 1s, which is hundreds of times 
faster than conventional methods. 
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We develop a mesh-less, ray-based deep neural network method to solve the Helmholtz 
equation with high frequency. This method does not use an adaptive mesh refinement method, 
nor does it design a numerical scheme using some specially designed basis function to calculate 
the numerical solution, but it has the advantages of easy implementation and no mesh. We 
have carried out various numerical examples to prove the accuracy and efficiency of the 
proposed numerical method. 
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A major obstacle in the deployment of spectral methods is the choice of appropriate bases for trial and
test spaces. If chosen suitably, these basis functions lead invariably to well-posed discretized problems
and well-conditioned linear systems, while the resulting approximate solutions are provably high-order
accurate [1]. However, barring domain decomposition approaches, devising such functions for arbitrary
geometries from scratch is a hugely challenging task [2]. Fortunately, the recently developed DeepONet
approach is a highly promising device for generating machine-learned basis functions [3]. In this talk,
we propose a Galerkin approach for time-dependent PDEs that is powered by basis functions gleaned
from the DeepONet architecture. We shall outline our procedure for obtaining these basis functions and
detail their many favourable properties. Next, we shall present the results of numerical tests for various
problems, including advection, advection-diffusion, viscous Burgers’ equations, as well as some highly
intriguing preliminary results from the low-viscosity regime. Finally, we will identify potential pitfalls
in the course of generalization to higher dimensions and suggest possible remedies.
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Neural Networks have been widely used to solve Partial Differential Equations (PDEs). In there, definite
integrals are required to be solved. Deep Neural Network (DNN) techniques present several advantages
and limitations with respect to traditional PDE solvers based on Finite Elements, Finite Differences, or
Isogeometric Analysis. Among the advantages of DNNs, we encounter the nonnecessity of generating
a grid. In general, DNNs use a dataset in which each datum is independent from others. In contrast,
in the linear system that produces the FEM method there exists a connectivity between the nodes of
the mesh. Furthermore, DNNs provide the possibility of solving certain problems that cannot be solved
via traditional methods, like high-dimensional PDEs, fractional PDEs, and multiple nonlinear PDEs.
However, DNNs also present limitations when solving PDEs. For example, the convergence of the
method is often assumed (see, e.g., [1]) since it cannot be rigorously guaranteed due to the non-convexity
of the loss function. Another limitation is the lack of proper quadrature rules for integrating functions
coming from DNNs [2].

This works analyzes the problems associated with quadrature rules in DNN methods when solving PDEs.
In particular, we illustrate with a simple one-dimensional Poisson problem the disastrous consequences
that may appear as a result of an inadequate selection of a quadrature rule. We propose an alternative
to overcome the quadrature problems: adaptive integration. We are able to control the quadrature errors
by adding new quadrature points to the training dataset. Implementation of this strategy requires the use
of meshes, which posses a limitation on high-dimensional integrals. As an alternative to generating a
mesh, one can add points using clustering algorithms to the training set, but this entails difficulties when
designing an adaptive algorithm.
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The muscle simulation framework OpenDiHu [3] consists of many numerical components on multiple
scales [1]. Their combination and interaction directly influences the simulation accuracy and computa-
tional time. However, finding an optimal combination of these components that balances accuracy and
computational resources can be a difficult and time consuming process.

Model-based Bayesian optimization is a useful tool to tackle such problems [2]. We present a Bayesian
approach to optimize the temporal discretizations on multiple scales of the simulation for a minimal error
under run time constraints. In each step of the Bayesian optimization, a model for the simulation error
and the run time is improved. This model uses already known samples of the simulation behavior and
incorporates prior knowledge of the simulation such as a-priori convergence orders and run time scaling
of the components. To update the model with a new data sample, the simulation is executed with new
discretization parameters. These are selected by an acquisition function based on the model prediction
and uncertainty. A new data sample should not only help to approach the optimum of the objective
function, but also improve the models that are used for the optimization. As the simulation error and the
run time are unknown for unevaluated samples, the acquisition function also has to select samples that
improve the model quality, i.e., the models for both the discretization error and the run time. We discuss
our optimization approach, modeling aspects and choices for the acquisition function.
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In the last five years, the research on the use of Deep Neural Networks (DNNs) to solve partial differential
equations (PDEs) has intensified [1]. Some traditional methods used in this context are: the Deep Ritz
method [2], the Deep Least-Squares method [3], and the Deep Galerkin method [4]. These methods are
often mesh free due to the use of a Monte Carlo type integration. However, in low dimensions (three or
below), Monte Carlo integration may lead to slow convergence rates and other integration methods may
be preferred. In particular, mesh-adaptive methods may deliver faster convergence while ensuring proper
integration in context of DNNs.

Herein, we propose an r-adaptive DNN method. For illustration, we consider a Deep Ritz method with
a piecewise-polynomial solution over a tensor product mesh. During the training of the DNN, we si-
multaneously optimize the node positions (r-adaptivity) and the solution. This method does not require a
posteriori error estimation. It also allows to fix some mesh points, which may be convenient for establish-
ing material boundaries. Our method allows for topological changes and does not need to maintain the
connectivity between elements as in the Finite Element Method. Numerical results show the behaviour
of the method in one- and two-dimensional domains for solutions that are smooth, singular, or have a
strong gradient.
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We compare the application of Deep Neural Network (DNN) for approximation of the solution of 
Partial Differential Equations (PDE) using three different methods. The first method is based on 
our proposition of using the linear combination of higher-order and continuity B-spline base 
functions and employing the DNN to approximate B-splines’ coefficients. The second method is 
based on using the DNN for direct approximation of the solution of PDE obtained from 
isogeometric analysis (IGA) (finite element method employing B-spline base functions). 
Solving differential equations with neural networks has been proposed by Maziar Raissi et al. in 
2017 [1] by introducing Physics-informed Neural Networks (PINN), which naturally encode 
underlying physical laws as prior information.  Thus, we also compare the first method to the 
PINN approximation. Approximation of coefficients using a function as an input leverages the 
well-known capability of neural networks being universal function approximators, as shown by 
Hornik et al. in [2]. In essence, in the PINN approach, the network approximates the value of the 
given field at a given point. Alternatively, the DNN can approximate the IGA solution pointwise. 
We present an alternative approach, where the physical quantity is approximated as a linear 
combination of smooth B-spline basis functions, and the neural network approximates the 
coefficients of B-splines. This research compares results from the DNN approximating the 
coefficients of the linear combination of B-spline basis functions, with the DNNs approximating 
the solution directly. We show that our approach is cheaper and more accurate when 
approximating smooth physical fields [3]. 
 
Acknowledgements. This work is partially supported by The EuropeanUnion’s Horizon 2020 
Research and Innovation Program of the Marie Skłodowska-Curie grant agreement No. 777778. 
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Abstract The efficient global optimization (EGO) algorithms, which are well-known to be 
sample-efficient, have been extensively used for solving expensive black-box problems in various 
scenarios. However, due to the “curse of dimensionality”, most EGO algorithms can only work 
well for optimization over domains of less than 15 dimensions [1], it is quite challenging to scale 
EGO algorithms for solving problems of even higher dimensions (e.g., d > 30). Divide and 
conquer is a common idea to address the above issue [2], which decomposes the original problem 
into several low-dimension subspaces and handles each sub-problem independently with EGO. 
Considering the interactions of variables, the decomposition strategy is of vital importance. 
However, the subspaces are determined before the optimization process in most of the previous 
studies, which can be quite expensive to achieve it.   
 
To address this problem of decomposition in a more efficient way, a new optimization algorithm 
with novel decomposition strategy is proposed, called dynamically aggregated EGO algorithm 
(abbreviated as DA-EGO). The characteristic of this method is that accurate decomposition is 
achieved step by step in the optimization process rather than in one shot. At the beginning, the 
high-dimensional problem is completely divided into one-dimensional sub-problems. And then, 
the strongly correlated variables are aggregated into groups, while the weakly correlated variables 
are pruned directly. More specifically, the global and local surrogates bear the functions of 
nomination and confirmation respectively. The global model is established with Polynomial 
chaos expansion (PCE) using all evaluated samples, whose coefficient directly represents the 
interactions between variables. When a pair of variables is nominated, they will jointly establish a 
local Kriging model and confirm their relevance in the next round of optimization. More and 
more correlations are determined as the optimization progresses. Under this operation, the 
optimization gradually changed from a general independent optimization of all variables to a 
focused optimization of several clusters of aggregated groups. 
 
We test our proposed DA-EGO algorithm on 12 benchmark functions. The results of DA-EGO 
are shown significantly better than other compared the state-of-the-art algorithms. And hence, the 
effectiveness of our proposed algorithm is well demonstrated.  
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Stiffened thin-walled structure is one of the most improtant structural forms in lightweight design. 
Highly accurate and efficient analysis methods are the basis of structural design. For the standard 
faceted finite element theory, typical finite element meshes introduces geometric imperfections. 
Only refinement of the mesh can reduce geometric errors. Therefore, accuracy and efficiency are 
contradictory in classical finite element analysis (FEA). This will require a change from classical 
FEA to an analysis procedure based on CAD representations. Hughes et al.[1] first introduced the 
isogeometric analysis (IGA) based on NURBS basis function. Considered as a feasible alternative 
to polynomial based finite element analysis, IGA effectively solves the problems of high cost, 
time-consuming and geometry error in the construction of standard finite element analysis mesh. 
Therefore, in this paper, a general, simple and efficient isogeometric analysis method for stiffener 
thin-walled structures is proposed. Both shell element[2] and stiffener element are based on 
degenerated 3D elements theory. The skin of stiffened thin-walled sturcture is a shell with 
arbitrary geometry. Therefore, NURBS surface is used to build an accurate geometric model of 
the skin. Stiffeners are modeled with NURBS curves. Degeneration theory started from 
continuous mechanics, avoiding complex theoretical assumptions and derivation of formulas. At 
the same time, high-order NURBS basis functions can avoid shear self-lockling of the shell 
element and stiffener element, so such theories are applicable to arbitrary thickness and section 
size. In this paper, the method proposed by Kapnia et al.[3] is used to couple the degrees of 
freedom of the skin and stiffener. NURBS surface can provide the normal vector at any point. 
These geometric algorithms greatly reduce geometric errors. Numerical results indicate the 
present method has good accuracy, efficiency and robustness. 
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Cylindrical shell is employed in a wide range of fields including pressure vessels, storage tanks, sub-
marines, and aircraft fuselages. In these shell structures, buckling may occur due to various loading,
such as compression, bending, twisting, shearing, and internal and external pressures. When the inter-
nal and external pressures are applied to both the top and bottom surfaces of these shell structures, the
behavior is different from the case where the pressure acts on either the top or bottom surface[1].

Buckling phenomena of structures under pressure load are studied with the finite element analysis.
Toscano et al.[2] proposed the finite element model discretized with shell elements for analyzing the
buckling and buckling propagation of stiffened pipes, and verified the developed model by comparing
the numerical results obtained using it with the experimental data. In this approach, the pressure load
is evaluated at the midsurface of shell structure. On the other hand, in order to evaluate the pressure
load appropriately, Zhu et al.[3] presented the numerical calculation considering the three dimensional
finite deformation for the thick-walled cylindrical shell in the buckling analysis. However, it needs huge
computational costs to represent the complicated behaviors using continuum elements.

In this work, we propose a numerical procedure using the special shell element[4], in which the external
force is directly given to the additional nodes representing the thickness–stretch, to evaluate the buckling
behavior of the cylindrical structure subjected to pressure load, in the framework of structural elements.
Since the discontinuities of the thickness between elements are allowed, the number of unknowns in the
resulting linear system of equations is coincide with that of conventional shell elements by employing
static condensation in constructing the element stiffness matrix. In the case of applying a perturbative
load under a certain stress state, bifurcation points are searched by solving a standard eigenvalue problem.

REFERENCES

[1] Sun, J., Xu, X., Lim, C.W. Buckling of cylindrical shells under external pressure in a Hamiltonian
system, Jounal of Theoretical and Applied Mechanics (2014) 52: 641–653.

[2] Toscano, R.G., Mantovano, L.O., Amenta, P.M., Charreau, R.F., Johnson, D.H., Assanelli, A.P.,
Dvorkin, E.N. Collapse arrestors for deepwater pipelines. Cross-over mechanisms, Computers and
Structures (2008) 86: 728–743.

[3] Zhu, Y., Luo, X.Y., Wang, H.M., Ogden, R.W., Berry, C. Three-dimensional non-linear buckling of
thick-walled elastic tubes under pressure, International Journal of Non-Linear Mechanics (2013)
48: 1–14.

[4] Yamamoto, T., Yamada, T., Matsui, K. A quadrilateral shell element with degree of freedom to
represent thickness–stretch, Computational Mechanics (2017) 59: 625–646.

1254



Global buckling design optimization of spatially graded grid-stiffened plates based on asymp-
totic homogenization
Liang Xu

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Global buckling design optimization of spatially graded grid-stiffened 
plates based on asymptotic homogenization 

 
Liang Xu1* 

1 College of Aerospace Engineering, Nanjing University of Aeronautics and Astronautics, 
Nanjing, 210016, xuliang2018@nuaa.edu.cn 

 
Key Words: Grid-stiffened plates, spatial gradation, buckling optimization, asymptotic 
homogenization 
 
 
Grid-stiffened plates are widely employed in engineering applications due to light weight, high 
specific stiffness/strength and are quite competitive in terms of structural stability. Conventional 
grid-stiffened plates are designed to be uniformly distributed microstructures, and structural 
performance is significantly confined as spatial gradation of stiffener layout is prohibited in the 
design space.  
 
In this work, a two-step multiscale optimization for spatially varying stiffener layout is conducted 
to enhance structural buckling resistance based on asymptotic homogenization. In the first step, the 
stiffener orientation and material layout are first optimized in the macro scale. In the second step, 
mapping functions are introduced to map the original uniform microstructure into a spatially 
varying stiffened plate, and geometric features of stiffener layout, such as stiffener spacing, 
stiffener length parameters, are established with mapping function parameters. Then a mixed 
optimization formulation, which integrates mapping functions into the eigenvalue buckling load 
factor, is proposed for maximum stability performance, and concurrent optimization for mapping 
functions and stiffener layout is conducted. The advantage of this formulation is two-fold. First, the 
design space is relaxed so that structural performance can be improved to a large extend. Second, 
a good agreement, in both shape and performance, between the projected single-scale stiffened 
plate and the homogenization results is expected. At last, de-homogenization procedure is carried 
out to visualize the graded stiffened plate and eigenvalue buckling analysis is performed to show 
the validity of the optimization results.  
 
Several numerical examples are presented to show the validity of the proposed method and the 
results are compared with regularly distributed stiffened plates to demonstrate the potential of 
spatially graded stiffener configurations in improving structural stability performance. 
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The load carrying capacity of thin-walled structures is known to be significantly influenced by 
stability aspects such as buckling. A reliable prediction of buckling phenomena requires a robust 
and accurate analysis tool and consideration of a number of inherent structural imperfections 
which often dominate the overall non-linear elastic response.  
 
In this contribution, we present buckling and post-buckling problems of thin-walled structures in 
the framework of isogeometric analysis of isotropic and laminate composite shells considering 
geometric imperfections. Our approach exploits the higher order approximation and continuity 
properties of NURBS modelled shell structures and considers arbitrary openings and cut-outs, as 
common in industrial applications, on the basis of the finite cell method. The latter proved to be 
an efficient fictitious domain extension to isogeometric analysis in the context of trimmed 
NURBS geometries. In particular, the fictitious domain extension allows for a simple and flexible 
consideration of multiple cut-outs of arbitrary shape from the shell body and at arbitrary location 
without any re-meshing. Thus, it provides a powerful tool for the systematic study of the buckling 
tendency of industry relevant models. We will present a number of challenging shell buckling 
problems to reveal and assess the reliability and accuracy of a fictitious domain extended 
isogeometric analysis approach of geometric imperfect thin-walled structures. 
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The Data-Driven Computational Mechanics, proposed by Kirchdoerfer and Ortiz[1], is a novel 
computing paradigm in which the constitutive model is replaced by the material data set. Compared 
to the conventional “model-driven” computing, it can eliminate the error and uncertainty in material 
modeling, but may have expensive computational cost and poor convergence in certain situations[2], 
such as instability under large deformation. Hence, We propose a novel hybrid computational 
framework for large deformation analysis, combining the “model-driven” and “data-driven” 
algorithms. In the “model-driven” part, an empirical constitutive model is firstly calibrated with 
material data set and the preliminary solutions are obtained based on the finite element method. 
The above solutions are used as the initial iterations in the “data-driven” part, where the distance-
minimizing data-driven algorithm is implanted to find the best solutions in the material data set that 
are closest to satisfying the equilibrium. The equilibriums with large deformation are nonlinear and 
solved by the Newton-Raphson method. The advantages of both the two algorithms can be gathered, 
where the robustness is ensured and the uncertainty of material model is eliminated. Since the initial 
iterations under each loading stage have already been obtained in “model-driven” part and are 
independent of each other, parallel computing can be used to significantly improve the efficiency 
of the “data-driven” computing part. This work can provide an efficient and robust tool for analysis 
and design of advanced materials. 
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The form of the Buckminster fullerene as geodesic sphere and other fullerene molecular such as Carbon
60(C60), nano-tubes in nano-micro-macro scale structures has become popular among architects and/or
chemists[1, 2]. The icosahedral symmetry of its structure, which is rarely found in nature, is difficult
to analyse in scale-range physics problem. The analysis of these highly symmetric structures gives
rise to a nonlinear problem with a singularity such as bifurcation problem[3], post-buckling problem in
engineering and science. The authors therefore put forward a method to analyse the perfect structures,
however, its imperfect one is more complicate to analyse bifurcation problem of fullerenes. Compared
with the perfect system, the small deviation of the initial value will have a great impact on the subsequent
situation, making the buckling process evolve in a completely different way.

In this study, the fullerene structure is studied from local to global. The elastic post-buckling analysis
of frame, hemisphere and whole model is carried out respectively. In other words, even if there is only
one part of the structure, the state of local buckling is taken as the service limit and the state of buckling
in other places is taken as the final limit, so that the dangerous state can be understood in stages. From
the perspective of structural symmetry classification, the initial shape of the structure can be changed
by adding the imperfection of different nodes to produce the expected local defects. By reducing the
symmetry of the structure gradually, the stiffness curve corresponding to the buckling process of the
structure is measured by using arc length method. It is found that based on the original primary path,
there are different bifurcation paths.

In summary, the post-buckling process of the fullerenes adds imperfection through Origami mechanism[4]
to track the geometric deformation in the bifurcation phenomenon. Analytical results are used to further
improve the laws of bifurcation mechanism with imperfection problem in symmetric structures. It is
possible to create a folding system and stronger design based on this approach[5].
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With the rapid development of advanced manufacturing technology, various complex thin-walled 
structures are fabricated and utilized in engineering fields such as aerospace. However, the 
traditional finite element method (FEM) produces geometric errors due to meshing. And at the 
same time, the randomness of system parameters is inevitable in the manufacturing process [1]. 
Herein, a new stochastic method, referred to as stochastic isogeometric analysis (SIGA) considering 
the uncertainty of the material properties, is proposed to solve the stochastic linear stability problem 
of complex thin-walled structures. Isogeometric analysis [2] is highly promising and efficient 
numerical analysis method, and is adopted as a deterministic solver for governing partial 
differential equations. The Gaussian random fields with spatial variability of material properties 
are represented by Karhunen-Loève expansion, which is a linear combination of a set of 
independent random variables and orthogonal functions. The orthogonal functions and 
corresponding eigenvalues are obtained by solving the Fredholm integral equation of the second 
kind by the Galerkin isogeometric method [3]. This method exploits the regularity of NURBS basis 
functions delivering globally smooth eigensolutions and the total mean squared error of the random 
field is minimized simultaneously. Since the autocovariance function of the response solution is 
unknown, the perturbation method is developed to solve the stochastic linear buckling equation and 
predict the second-moment statistics of the buckling load. To verify the validity and applicability 
of the proposed method, two numerical examples including metallic and composite shells are 
presented. The accuracy and efficiency of the results are assessed by independent Monte Carlo 
simulation based on the IGA algorithm, and proved that the proposed method can effectively obtain 
the mean and standard deviation of the buckling load, thereby efficiently determining the strength 
limit of the shell structures. 
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Fundamental mechanism for the global and local (un-)stabilities based on geometrically periodic micro-
macro structures and/or materials such as porous bodies, honeycomb, between the scales of atomic lattice
structure and crustal deformation of geological folding under compression loading are reviewed from a
post-buckling perspective. This folding phenomenon in nonlinear mechanics appears beyond the physics
of scales problem as multi-body dynamics [1, 2]. In the viewpoint of multi-body physics issues, the struc-
ture is assumed that the mechanical model of the multi-folding micro-structure (MFM) [3] in a closed
boundary condition is allowed to fold to a stable state through sequential unstable states such as snap-
through or snap-back phenomena and deflections are considered so far into the large-deformation range.
It is well-known the classification of single bifurcation point such as limit point, symmetry/asymmetry
or stable/unstable bifurcation and so on. There is a hilltop branching point occurring as a coincidence
of a limit point and arbitrary many bifurcation points of a finite-dimensional, elastic, conservative and
equivariant system to its symmetry. The mechanical and elastic model of the MFM are derived for finite
dimensional elastic conservative systems exhibiting hilltop branching at which arbitrary many bifurca-
tion points coincide with a limit point. We have investigated the classification and/or bifurcation paths
of multiple bifurcation point at hilltop (un)stable bifurcation point for structural model with periodic
structure. The imperfection sensitivity with the hill-top bifurcation point displays complex phenomena
of the geometrical nonlinearlity of multi-folding elastic model. We have investigated structural instabil-
ity of the multiple (a)symmetry bifurcation paths from hilltop limit point in MFM model with periodic
symmetry and/or loss-symmetry in the case of bridge collapse and/or periodic micro-macro structures.
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Thin-walled structures suffer a complex buckling failure under the thermal-mechanical environment. The
initial stresses induced by the thermal expansion may lead to an “early buckling” for the structure.

The reduced-order modeling method, termed as the Koiter-Newton method, is reformulated to be ap-
plicable for geometrically nonlinear thermal-mechanical analysis of thin-walled structures. The initial
temperature field over the whole structure is converted into the thermal load imposed on the structural
nodes. The thermal load is treated as the independently unchanged load corresponding to the initial
temperature field. The internal force space is expanded using the mechanical load, the thermal load and
the predefined perturbation loads. The thermal-mechanical reduced-order model is constructed using the
first to fourth-order derivatives of strain energy with thermal effects in terms of the degrees of freedom.
An additional degree of freedom related to the thermal load appears in the construction of reduced-order
model based on the novel Koiter theory. The path-following scheme is proposed to make the method
able to trace the entire geometrically nonlinear thermoelastic response. A much larger step size can be
achieved benefiting from the favorable prediction of the reduced-order model, compared to the classical
Newton-like methods.

Numerical results validate the excellent performance of the proposed method in thermal-mechanical
buckling analysis. The flat plate and curved panel with isotropic or orthotropic materials are selected
considering the initial temperature fields. Firstly, the accuracy of the proposed method on tracing the ge-
ometrically nonlinear thermoelastic response is well guaranteed compared to the classical Newton-like
methods. Much less number of steps is required for the proposed method attributing to the favorable pre-
dictor provided by the reduced-order model. A single step is enough for the flat plate with almost linear
prebuckling behavior, to achieve the response satisfactorily up to the buckling load as well as the initial
postbuckling region, while a few more steps may be needed for the curved panel that shows significant
prebuckling deformation. Then, the thermal-mechanical buckling and postbuckling analyses of thin-
walled structures are carried out using the proposed method. The influences of boundary conditions,
uniform/nonuniform temperature fields and temperature-independent/dependent material properties on
thermal-mechanical buckling behaviors are carefully studied. We conclude that the proposed method is
a general, highly efficient and robust numerical method for geometrically nonlinear thermal-mechanical
buckling analysis.
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Thin-walled cylindrical shells are widely used as main load bearing structures in the 

aerospace industry. Considering the high sensitivity of the buckling load to initial imperfections, 

especially geometric imperfections, the prediction of the knockdown factor is crucial to both 

structural safety and lightweight design. However, the generation of geometric imperfections is 

influenced by many factors, particularly the manufacturing process, whose complex distribution 

and spatially varying uncertainties are quite difficult to be described. The inherent strong random 

characteristics of geometric imperfections seriously expose the drawbacks of conventional 

deterministic knockdown factor prediction methods. Therefore, to obtain the load-bearing 

characteristics of the cylind1er shell under stochastic imperfections, there is an urgent need to 

conduct in-depth research on uncertainty quantification methods of geometric imperfections first. 

To overcome abovementioned challenges, a novel multi-Chebyshev envelopes (MCE) model is 

proposed in this paper. It can cover the stochastic properties of geometric imperfections with 

limited samples. The numerical results demonstrate that the MCE model achieves excellent 

performance in the accuracy of uncertainty quantification of geometric imperfections. Finally, a 

high-fidelity uncertainty quantification model of measured geometric imperfections of cylindrical 

shells is obtained by proposed method in a rational and objective manner. 
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Optimal quadratic spline collocation (QSC) methods were first developed in [4] for solving second-
order two-point boundary value problems. Two methods were considered, a one-step or extrapolated
method, and a two-step or deferred correction method. Both methods were extended to second-order
elliptic boundary value problems in two space variables in [3], and to parabolic problems in one space
variable in [2]. In this presentation, a two–step QSC method is described for the solution of the Dirichlet
biharmonic problem on the unit square rewritten as a system of two second-order partial differential
equations. This is commonly known as the mixed approach. The method involves fast Fourier transforms
and, in comparison to its one-step counterpart given in [1], it has the advantage of requiring the solution
a symmetric positive definite Schur complement system rather than a nonsymmetric one. The total cost
of the method on a N ×N partition of the unit square is O(N2 logN). Although third-order accurate
globally, the QSC solution is fourth-order accurate at the nodes of the mesh on which it is defined. This
is the same nodal accuracy as that of optimal methods based on cubic spline collocation, which involve
four times as many unknowns. Numerical results demonstrate this accuracy of the QSC method.
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We consider various time dependent parabolic biharmonic problems in a square which appear in fluid
dynamics, including models for the Navier-Stokes equations in streamfunction form. We approximate
these time-dependent problems in space by finite difference compact high-order schemes. The finite dif-
ference scheme handle these problems without decoupling the biharmonic operator into two Laplacian
operators. The compact high-order schemes which we apply to the biharmonic problems display interest-
ing properties of stability and accuracy. Typically, our schemes exhibit fourth-order convergence rates,
even when the truncation is less than fourth-order at certain nodes. We prove that for the semi-discrete
problem, which is discrete in space and continuous in time, the scheme is fourth-order accurate. The
proof invokes various matrix analysis techniques, which may be useful in other contexts. In the talk, we
will review the diversity of these matrix techniques.

The talk is related to the references [1, 2].
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Fourth-order PDEs arise in many settings, including in models of thin plates and shells and of some
liquid crystalline materials. The density variation of smectic A liquid crystals[4] is governed by such
a fourth-order PDE, which exhibits two complications over the biharmonic or other typical H2-elliptic
fourth-order problems. First, the equation involves a “Hessian-squared” (div-div-grad-grad) operator,
rather than a biharmonic (div-grad-div-grad) operator. Secondly, while positive-definite, the equation has
a “wrong-sign” shift, making it somewhat more akin to a Helmholtz operator than an elliptic one. In this
talk, we present three finite-element formulations for such PDEs, based on H2-conforming elements[2,
6], the C0 interior penalty method[1, 5], and a mixed finite-element formulation that explicitly introduces
approximations to the gradient of the solution and a Lagrange multiplier[3]. Numerical results highlight
the finite-element convergence for all discretizations, and the trade-offs between accuracy and efficiency,
particularly for three-dimensional problems.

REFERENCES

[1] S. C. BRENNER, C0 interior penalty methods, in Frontiers in numerical analysis—Durham 2010,
vol. 85 of Lect. Notes Comput. Sci. Eng., Springer, Heidelberg, 2012, pp. 79–147.

[2] P. G. CIARLET, The finite element method for elliptic problems, North-Holland Publishing Co.,
Amsterdam-New York-Oxford, 1978. Studies in Mathematics and its Applications, Vol. 4.

[3] P. E. FARRELL, A. HAMDAN, AND S. P. MACLACHLAN, A new mixed finite-element method for
H2 elliptic problems, 2021.

[4] M. Y. PEVNYI, J. V. SELINGER, AND T. J. SLUCKIN, Modeling smectic layers in confined geome-
tries: Order parameter and defects, Physical Review E, 90 (2014), p. 032507.

[5] J. XIA, S. MACLACHLAN, T. J. ATHERTON, AND P. E. FARRELL, Structural landscapes in geo-
metrically frustrated smectics, Phys. Rev. Lett., 126 (2021), p. 177801.

[6] S. ZHANG, A family of 3D continuously differentiable finite elements on tetrahedral grids, Appl.
Numer. Math., 59 (2009), pp. 219–233.

1265



High-order embedded finite difference schemes for initial boundary value problems involving 
mixed derivatives terms in complicated domains
Adi Ditkowski and Tomer Livneh

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

High-order embedded finite difference schemes for initial boundary value
problems involving mixed derivatives terms in complicated domains

Adi Ditkowski1, Tomer Livneh1

1Tel Aviv University, Tel Aviv 69978, Israel, e-mail: adid@tauex.tau.ac.il

Key Words: Finite differences, Embedded Finite differences, Initial boundary value problem, parabolic
equation, biharmonic equation

Initial Boundary Value Problems (IBVP) arise in many fields, including heat transfer, elasticity, and fluid
dynamics. In many cases, the problems’ domains have complicated geometries that challenge imposing
boundary conditions.

This work presents an approach for designing Bounded-Error Finite-Difference schemes to solve such
problems when mixed derivative terms are involved. The general idea is to design a set of modular, one-
dimensional operators and find a decomposition of the problem’s spatial operator as a linear combination
of such operators.

The case of Parabolic IBVP in a two-dimensional domain is analyzed. The limits of this decomposition
are found and compared to previously obtained results. The method is then used to construct fourth-order
schemes for parabolic IBVP, and the biharmonic equation and simulation results supporting the theory
are presented.
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Recently, we have developed staggered discontinuous Galerkin methods for various problems on general
polygonal meshes [1, 2, 3, 4]. In this talk, we present a staggered cell-centered discontinuous Galerkin
method for the biharmonic problem with the Steklov boundary condition [5]. Our approach utilizes a
first-order system form of the biharmonic problem and can handle fairly general meshes possibly includ-
ing hanging nodes, which favors adaptive mesh refinement. Optimal order error estimates in L2 norm
can be proved for all the variables. Moreover, the approximation of the primal variable superconverges
in L2 norm to a suitably chosen projection without requiring additional regularity. Residual type error
estimators are proposed, which can guide adaptive mesh refinement to deliver optimal convergence rates
even for solutions with singularity. Numerical experiments confirm that the optimal convergence rates in
L2 norm can be achieved for all the variables. Moreover, all the provided residual type error estimators
show the desired results.
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The one-dimensional biharmonic operator is a basic model of a high order Sturm–Liouville 
problem. We study its approximation using a high-order compact discrete biharmonic operator. We 
find a fundamental connection between this discrete operator and cubic splines, allowing us to 
derive an explicit expression for the elements of the matrix representing its inverse. Using these 
results, we prove that the eigenvalues of the discrete operator converge to those of the 
corresponding continuous problem at an optimal O(h4) rate. 

1268



MS0743 - ADVANCES IN INTRUSIVE AND NON-INTRUSIVE ORDER RE-
DUCTION TECHNIQUES FOR FLOW ANALYSIS, CONTROL AND OPTIMI-
ZATION

Organized by Marco Fossati, Annalisa Quaini and Gianluigi Rozza Adaptive Data-driven Reduced Order Modelling for Strut-braced Ultra-high Aspect Ratio Wing 
Configuration
Peter Nagy and Marco Fossati

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Adaptive Data-driven Reduced Order Modelling for Strut-braced
Ultra-high Aspect Ratio Wing Configuration

Peter Nagy1, Marco Fossati1

1 University of Strathclyde, 16 Richmond St, Glasgow, G1 1XQ, United Kingdom,
peter.nagy@strath.ac.uk, marco.fossati@strath.ac.uk

Key Words: Reduced Order Modelling, Multi-fidelity Aerodynamics, Steady Flows, Transonic Flows

Reduced Order Modelling (ROM) approaches offer promising advantages over CFD simulations in the
context of multi-query problems where many high-fidelity simulations must be computed in a repeated
manner [1]. For example, in a parametric design and optimisation problem, a huge number of solutions
must be obtained describing various geometrical configurations and flight conditions. This reliance on
numerical methods is emphasised in the case of new aerodynamic designs where empirical and exper-
imental data is not available. Despite advances in computing, costs can become excessive, especially
when the aim is to accurately capture structures in complex three-dimensional flows. This limitation can
be overcome by the introduction of ROM techniques that allow for CFD-like accuracy at a fractional
cost.

In this work the use of an Adaptive ROM Framework [2] is demonstrated. The framework is adaptive in
the sense that a number of ROM methods are used, and their reconstruction error is evaluated. When a
new solution is to be computed an automatic selection is performed between the ROMs on the basis of this
error metric, so that accuracy is maximised. Since in general no best-in-class method can be identified for
a given problem, this approach ensures that for the reconstruction of a particular new solution the most
appropriate method is selected. The reduced order methods are coupled with an interpolation technique
so that new high-dimensional solutions are recovered non-intrusively. A linear and a nonlinear method
will be compared; the latter adopted with the aim to better cope with nonlinear features present in this
test-case treated here, e.g. transonic shocks.

Minimising environmental impact is of high interest in the community. To further this goal, aircraft with
high-aspect ratio wings offer a promising avenue of development (due to the significant drag reduction)
and are identified as a key enabling strategy for sustainable aviation. However, this new design brings ad-
ditional challenges in terms of aeroelastics. To cope with increased loads and flexibility a strut brace can
be introduced as in the configuration presented here. The resulting interference effects lead to additional
complexity in the flow further emphasising the advantages of model order reduction.
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Maternal mortality is unacceptably high in many parts of the world, with 810 women dying each day
due to complications of pregnancy and childbirth. Moreover, many mothers who survive pregnancy and
childbirth suffer from lifetime morbidity, disabilities and ill-health. Though the causes of pregnancy-
related death and illness are various, mechanical and structural changes of the reproductive organs con-
tribute to their development. Currently, there are no science-based tools that can predict trauma during
childbirth. Once the mother is in labor, the obstetrician has very limited time to evaluate the best course
of action for delivery, including a C-section.

While recent advances in childbirth finite element (FE) simulations have quantified damage to the pelvic
organs and tissues, the complexity of such simulations (geometry, boundary conditions, nonlinear ma-
terials, etc.) results in long run-times yielding an impractical resource for obstetricians. Reduced order
modeling (ROM) is a mathematical numerical approach capable of solving very complex simulations
with significant time-savings. In this study, we propose the use of the Galerkin projection-based ROM to
describe the mechanical response of vaginal tissue in ex vivo mechanical tests as a first step towards im-
plementing ROM for childbirth simulations. Efficient and accurate simulations of the pelvic organs and
tissues could help save the lives of mothers and address preventable maternal morbidity and disabilities
by providing science-based descriptive and predictive tools that can be used by obstetricians.
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Shape optimisation problems often suffer from the curse of dimensionality: the computational complex-
ity rises exponentially with the dimension of a design space [1]. One approach to cure this issue is
to exploit the latent features, which forms a reduced dimensional subspace. The commonly used ap-
proaches, such as principal component analysis (PCA) [2], usually generate subspaces that often fail
to accommodate physical information and preserve the intrinsic geometric structure of the shape, thus
resulting in many invalid geometries.

In this work, we propose a Shape-Signature Subspace (SSS) technique for dimension reduction, which
uses higher-level information about the shape in terms of its geometric integral properties. In our case,
these integral properties are geometric moments [3] of varying order. Their usage is based on the fact that
moments of a shape are intrinsic features of the shape’s geometry, and they provide a unifying medium
between geometry and physics. To maximise the geometric information retained in the subspace, we
evaluate a set of composite moments, using the divergence theorem, for disintegrated sub-geometries of
the shape. These moments are used with the shape modification function to form a shape signature vector
(SSV), which act as a descriptor to uniquely represent each design in the design space. Afterwards, we
use SSV to perform eigendecomposition, which results in spanning the basis of a subspace retaining the
highest variance in terms of geometry, its underlying structure and physics.

The feasibility of the proposed method is tested for optimising a ship hull, parameterised with 27 design
parameters, against its wave resistance coefficient (cw). The results showed that subspace obtained with
PCA results in 44% of reduction in the original design space dimensionality, whereas 70% of dimension
reduction is achieved with SSS. The number of invalid geometries produced by the SSS-based subspace
is 36% less with faster to the optimal solution compared to the subspace formed with PCA.
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The statistical interpolation method Kriging, also known as Gaussian process regression, has been widely
used to construct surrogates for approximating expensive computational models in various disciplines.
However, the training sample size required to construct an accurate Kriging model rises rapidly with
the input dimension. The gradient-enhanced Kriging (GE-Kriging) model has the potential to alleviate
this problem known as the ”curse of dimensionality” by incorporating gradient information. However,
GE-Kriging tends to get impractical for high-dimensional problems due to the large correlation matrix
and the associated time-consuming hyper-parameters tuning procedure.

To address these issues, in this talk, an improved GE-Kriging model is proposed, reducing both the cor-
relation matrix size and the number of hyper-parameters. This is achieved by performing a derivative-
based global sensitivity analysis to detect a subspace within which the model response exhibits strong
variability. The correlation matrix of GE-Kriging, in turn, is reduced by incorporating partial derivatives
only within the identified subspace. Additionally, we transform the original high-dimensional hyper-
parameter tuning problem into a low-dimensional counterpart by learning the relationship between the
model hyper-parameters and the global sensitivity indices. The proposed method is validated with sev-
eral benchmark problems of various dimension. The results show that the proposed GE-Kriging model
features an accuracy that is comparable to the traditional one but comes with much less training costs,
which makes it more practical for applications involving high-dimensional problems. Eventually, it is
planned to employ this method in surrogate modeling-assisted process and energy optimization in the
context of car body painting.
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Fluid flows obey the Navier-Stokes equations, which are nonlinear partial derivative equations and make
such dynamical systems of infinite dimension. Yet, the dynamical systems usually evolve on inertial
manifolds of finite dimensions. Identifying the elementary degrees of freedom is highly desirable and
challenging to construct meaningful reduced-order models (ROMs) for human understanding, dynamic
prediction and control. Galerkin methods, commonly used to produce ROMs, neither tell how many
modes should be considered, nor which modes should be considered. The least-order model based on
the flow instabilities is addressed in the case of the fluidic pinball, a two-dimensional flow configuration
consisting of three discs at the vertices of an equilateral triangle in the cross flow.

In this system, the steady solution undergoes a supercritical Hopf bifurcation at ReHP ≈ 20, resulting in
the formation of a von Kármán street of vortices. Beyond RePF ≈ 70, the system undergoes a secondary
supercritical pitchfork bifurcation with the appearance of two additional mirror-conjugated (unstable)
steady solutions, which break the reflectional symmetry of the configuration by twisting the jet behind
the two downstream cylinders. Based on the normal forms of the two bifurcations, the ROM must be at
least five dimensional, three degrees of freedom being associated with the Hopf bifurcation, two with the
pitchfork bifurcation [1]. The coefficients of the model are determined partly by the physical inspection
of the transient and post-transient dynamics, partly by the sparse identification with the SINDy algorithm
under constraints [2]. This modelling strategy with sparse calibration embeds physical knowledge into
Galerkin models, which is also applied to build a force-oriented ROM [3].

With only five degrees of freedom, the ROM reliably reproduces the dynamics of the fluidic pinball from
the initial condition to the post-transient regime, including 3 steady and 3 periodic solutions. This ROM
serves as example for similar flow dynamics and as a benchmark for future fully automated reduced-order
modeling methods.
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This work introduces a new approach to reduce the computational cost of solving partial differential
equa- tions (PDEs) with convection-dominated solutions: model reduction with implicit feature track-
ing. Traditional model reduction techniques use an affine subspace to reduce the dimensionality of the
solution manifold and, as a result, yield limited reduction and require extensive training due to the slowly
decaying Kolmogorov n-width of convection-dominated problems. The proposed approach circumvents
the slowly decaying n-width limitation by using a nonlinear approximation manifold systematically de-
fined by composing a low-dimensional affine space with a space of bijections of the underlying domain.
Central to the implicit feature tracking approach is a residual minimization problem over the reduced
nonlinear manifold that simultaneously determines the reduced coordinates in the affine space and the
domain mapping that minimizes the residual of the unreduced PDE discretization. This is analogous to
standard minimum-residual reduced-order models, except instead of only minimizing the residual over
the affine subspace of PDE states, our method enriches the optimization space to also include admissible
domain mappings. The nonlinear trial manifold is constructed by using the proposed residual minimiza-
tion formulation to determine domain mappings that cause parametrized features to align in a reference
domain for a set of training parameters. Because the feature is stationary in the reference domain, i.e.,
the convective nature of solution removed, the snapshots are effectively compressed to define an affine
subspace. The space of domain mappings, originally constructed using high-order finite elements, are
also compressed in a way that ensures the boundaries of the original domain are maintained. Several
numerical experiments are provided, including transonic and supersonic, inviscid, compressible flows,
to demonstrate the potential of the method to yield accurate approximations to convection-dominated
problems with limited training.
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Traditional linear subspace reduced order models (LS-ROMs) can accelerate physical 
simulations in which the intrinsic solution space falls into a subspace with a small 
dimension, i.e., the solution space has a small Kolmogorov n-width with a small n. 
However, for physical phenomena not of this type, e.g., any advection-dominated flow 
phenomena such as in traffic flow, atmospheric flows, and air flow over vehicles, there is 
no linear subspace that approximates the solution well with a small dimension. 
Furthermore, high-dimensional parameter space poses a serious issue of computationally 
expensive training cost due to the number of training data increasing exponentially with 
the parameter space dimension. To address cases such as these, I will present two 
different reduced order model techniques.  
The first one is a fast and accurate nonlinear manifold ROM (NM-ROM) [1] that can 
better approximate high-fidelity model solutions with a smaller latent space dimension 
than the LS-ROMs. Numerical results show that neural networks can learn a more 
efficient latent space representation on advection-dominated data from 1D and 2D 
Burgers’ equations. Speedup of 10x and relative error of less than 1% are achieved with 
an appropriate treatment of the nonlinear terms through a hyper-reduction technique. 
The second one is a component-wise reduced order model (CW-ROM) [2] that resolves 
the challenge posed by a high-dimensional parameter space. The CW-ROM enables a 
smaller size and parameter set of training, resulting in an efficient training procedure. 
Furthermore, the accuracy can be tuned, so an arbitrarily accurate solution can be 
achieved with a considerable speedup. It is applied to a multi-scale topology optimization 
problem, i.e., lattice-type structure design optimization, achieving a speed-up of 1000x 
with a relative error less than 1%. 
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It is well known that the extension of reduced order models (ROMs) to turbulent flows presents several
challenges. We choose to work with a large eddy simulation (LES) approach that describes the small-
scale effects by a set of equations to be added to the discrete Navier-Stokes equations [1]. This extra
problem acts as a low-pass differential filter. We propose a Proper Orthogonal Decomposition (POD)-
Galerkin based ROM when a linear filter is used [2] and a hybrid projection/data-driven strategy in the
case of a nonlinear filter [3]. The novelties of our ROMs include: 1) the use of a ROM differential
filter, i.e. a ROM spatial filter that uses an explicit lengthscale, 2) the computation of the pressure field
at the ROM level, 3) the use of a finite volume method for the space discretization, which is common
in many commercial codes, and 4) the use of different POD coefficients and bases to approximate the
intermediate and end-of-step velocities. The performance of the proposed methods is assessed through
2D and 3D test cases.
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Abstract. We study the biharmonic equation with the Navier boundary conditions in a polygonal domain.
In particular, we propose a method that effectively decouples the 4th-order problem into a system of Poisson
equations. Different from the usual mixed method that leads to two Poisson problems but only applies
to convex domains, the proposed decomposition involves a third Poisson equation to confine the solution
in the correct function space, and therefore can be used in both convex and non-convex domains. A C0

finite element algorithm is in turn proposed to solve the resulted system. In addition, we derive the optimal
error estimates for the numerical solution on both quasi-uniform meshes and graded meshes. Numerical test
results are presented to justify the theoretical findings.
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This talk provides a new abstract stability result for perturbed saddle-point problems which is 
based on a proper norm fitting. We derive the stability condition according to Bauska’s theory 
from a small inf-sup condition, similar to the famous Ladyzhenskaya-Bauska-Brezzi (LBB) 
condition, and the other standard assumptions in Brezzi’s theory under the resulting combined 
norm. The proposed framework allows to split the norms into proper seminorms and not only 
results in simpler (shorter) proofs of many stability results but also guides the construction of 
parameter robust norm-equivalent preconditioners. These benefits are demonstrated with several 
examples arising from different formulations of Biot’s model of consolidation.  
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We consider a least squares method for discretizing singularly perturbed second order elliptic problems.
Choices for discrete stable spaces are considered for the mixed formulation and a preconditioned con-
jugate gradient iterative process for solving the saddle point reformulation is proposed. We provide a
preconditioning strategy that can be applied to a large range class of mixed variaional formultations.
Using the concepts of optimal test norm and saddle point reformulation we provide a robust discretiza-
tion strategy that works for uniform and non-uniform refinements for Convection-Reaction-Diffusion
problems.
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Advanced finite-element discretizations and preconditioners for models of poroelasticity have attracted
significant attention in recent years. The equations of poroelasticity offer significant challenges in both
areas, due to the potentially strong coupling between unknowns in the system, saddle-point structure,
and the need to account for wide ranges of parameter values, including limiting behavior such as incom-
pressible elasticity. The work presented in this talk was motivated by an attempt to develop monolithic
multigrid preconditioners for a novel P1-P0-RT-stabilized discretization; we show here why this is a
difficult task and, as a result, we modify the discretization through the use of a reduced quadrature
approximation, yielding a more “solver-friendly” discretization. Local Fourier analysis is used to opti-
mize parameters in the resulting monolithic multigrid method, allowing a fair comparison between the
performance and costs of methods based on Vanka and Braess-Sarazin relaxation. Numerical results
are presented to validate the LFA predictions and demonstrate efficiency of the algorithms. Finally, a
comparison to existing block-factorization preconditioners is also given.
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It is well known that stable approximations of mixed problems rely on suitable inf-sup conditions [1].
Usually, non stable formulations are considered dangerous and people prefer to avoid them unless suit-
able stabilizations are used.

We consider a non-conventional mixed approximation of the Poisson problem for which the inf-sup
constant is not uniformly bounded as the mesh is refined [2].

The behavior of the inf-sup condition is discussed and the convergence of the finite element approxima-
tion is studied. It turns out that, under appropriate hypotheses on the data, the discrete solution is stable
and optimally convergent.

Several numerical tests confirm the theoretical results and shed some light on the links between the
inf-sup condition and the convergence of the discrete solution.
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We consider a Saddle Point Lease Squares reformulation for the discretization of the Convection-Diffusion.
A focus is placed in the convection dominated regime which is known to produce non-physical oscilla-
tions. We consider also streamline diffusion stabilization to remedy the oscillatory behavior. For the
choice of stable pairs of spaces, we are able to equipt these spaces with an intentional choice of inner
products to allow for the use of precondioners from Reaction-Diffusion equations. We couple this with
the concept of optimal test norms to provide an efficient discretization strategy.
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Finite element and discontinuous Galerkin discretizations of linear elliptic PDEs require the solution of 
global systems of linear equations. The size of the stiffness matrix quickly increases with the number of 
elements, as does the condition number in certain cases.  These properties pose serious challenges in the 
direct solution of elliptic PDEs. We investigate three iterative solution schemes for two classes of elliptic 
problems: those that arise as the steady-state limits of parabolic or hyperbolic PDEs and those that represent 
long-term solutions of hyperbolic PDEs driven by harmonic forces, in particular, the Helmholtz equation. 
 
The first two schemes use a hyperbolic PDE solver, the causal Spacetime Discontinuous Galerkin (cSDG) 
method [1], to solve indirectly  the underlying elliptic PDE.  The cSDG method is very effective in this role 
due to its local conservation properties, linear computational complexity, unconditional stability, powerful 
space-time adaptive meshing capabilities, and other favorable properties. In the first scheme, applicable 
only to steady-state limit problems, we solve a damped hyperbolic PDE over a sufficiently long time 
interval to find its solution’s steady-state limit. We tune viscous damping [2] or kinetic damping [3] 
parameters to accelerate solution convergence. In the second scheme, applicable to both classes of elliptic 
PDEs under consideration, we seek initial conditions for substitute hyperbolic problems that satisfy 
conditions specific to each elliptic problem class. The solution to the target elliptic PDE is  obtained by 
applying certain projection operators to the hyperbolic solution  for the converged initial condition.  This 
method resembles the WaveHoltz method [4] for the Helmoltz equation. We propose a new method for 
steady-state limit problems based on matrix-free iterative linear system solvers such as GMRES. The third 
scheme does not involve a hyperbolic solution. We instead apply asynchronous aspects of the cSDG 
algorithm to develop a new indirect solver for elliptic problems in which we solve a series of localized 
elliptic problems until the global residual is sufficiently small. The localized solutions are ordered by the 
current local residual magnitudes, rather than a predefined geometric pattern as in Gauss-Seidel methods, 
and can be performed asynchronously in parallel.We compare the performance of the three solution 
schemes in terms of their accuracy and computational efficiency. 
 
Acknowledgement: This material is based upon work supported by the National Science Foundation under 
Grant Nos. 1725544 and 1725555. 
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This study presents a novel numerical method for exterior scattering problems. The proposed 
method is based on a coupled-mode approach, which formulates the scattering process in terms of 
resonance and radiation.  
 
To this end, we separate an entire unbounded space into a ball (disk) and its exterior. The 
fictitious ball contains all inhomogeneity (scatterer); therefore, the exterior is homogeneous and 
supports cylindrical/spherical waves with a continuous spectrum.  To represent a resonant field in 
the vicinity of a scatterer, we expand a scattered field in terms of normal modes in the ball with a 
discrete spectrum. 
 
Unlike quasinormal mode expansion [1], the normal modes form a complete set in the ball when a 
suitable boundary condition is imposed on its surface. Although the most common choice for this 
auxiliary condition is the Neumann boundary condition [2], we suffer from severely slow 
convergence of the Neumann modal expansion due to a nonzero Neumann data on the surface.  
 
In this study, we propose a rapidly convergent expansion for the resonant field. The proposed 
expansion is comprised of both the Neumann and Dirichlet eigenfunctions in the ball. Since the 
L2 orthogonality does not hold between Neumann and Dirichlet eigenfunctions, the proposed 
expansion is non-orthogonal. We perform some numerical verifications of the proposed method 
and demonstrate its effectiveness. 
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The causal Spacetime Discontinuous Galerkin (cSDG) method is a powerful scheme for solving hy-
perbolic systems of PDEs that features local conservation properties, linear computational complexity,
unconditional stability for linear problems, powerful space-time adaptive meshing capabilities, and other
favorable properties. The method has been applied to elastodynamics and stochastic brittle fracture [1, 2]
as well as contact, conservation laws, electromagnetics, hyperbolic conduction and advection–diffusion.
In lieu of synchronous time marching, it constructs unstructured spacetime meshes according to a causal-
ity constraint that localizes the solution process to small clusters of spacetime elements called patches
[3]. The solution on each patch depends only on adjacent, previously-solved elements and prescribed
initial and boundary data. This structure supports efficient patch-by-patch solution procedures.

This presentation introduces a new generation of cSDG software called ParaSDG that incorporates re-
cent advances in parallel implementations of the cSDG method on distributed HPC platforms as well
as adaptive spacetime meshing technologies in up to three spatial dimensions and time. The asyn-
chronous distributed implementation features a fine-grained patch-wise parallel architecture in lieu of
traditional domain decomposition and novel stochastic procedures for balancing distributed data storage
and computational load. Nearly the entire algorithm, including spacetime patch generation, localized
cSDG solution procedure, and adaptive meshing operations, is embarassingly parallel and executed in
local process-private memory. ParaSDG’s spacetime meshing extends adaptive causal meshing up to
three spatial dimensions with a new adaptive refinement algorithm and the use of harmonic triangulation
procedures. Numerical examples will demonstrate ParaSDG’s capabilities and parallel performance.
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As the computing power of the latest parallel computer systems increases dramatically, the fully coupled
space-time solution algorithms for the time-dependent PDEs obtained their popularity recently for tem-
poral domain parallelism. This space-time algorithm solves the resulting large, space, nonlinear systems
in an all-at-once manner. A robust and efficient nonlinear solver plays an essential role as a critical kernel
of the whole solution algorithm. This talk introduces some nonlinear preconditioned Newton algorithms
for the space-time formulation of Burgers’ equation with shock presented. In that case, the history of
the nonlinear residual norm for the classical Newton method suffers from a long stagnation period due
to strong local nonlinearity. To overcome the difficulties, we apply an adaptive nonlinear elimination
preconditioning technique to enhance the robustness of the inexact Newton method, in the sense that the
number of inexact Newton iterations required to converge is almost independent of both of the time-step
and the mesh sizes. Some numerical results show that the proposed method is more robust and efficient
than the commonly-used classical inexact Newton algorithm.
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We present a novel numerical method to reduce the discrete system size of discontinuous Galerkin (DG)
methods, inspired by Trefftz methods. The main idea of Trefftz methods, originating from [1], is to
choose optimal discretization spaces to reduce the number of unknowns. This usually requires the con-
struction of specific test and trial functions that need to be tailored to the PDE in question. These ap-
proaches pair well with DG methods so that the basis construction of elements decouples.

The starting point for the approach presented here, will be a suitable DG scheme with polynomial test and
trial functions. The knowledge of the Trefftz function space is then injected implicitly by finding a Trefftz
embedding that maps the Trefftz space into the discretization space. Thus no basis for the Trefftz space
has to be calculated, which makes it possible to apply this approach even if a basis for the Trefftz space
is unknown. The embedding then allows to significantly reduce the size of the finite element matrix,
allowing for faster solving times.
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Fluid-rigid body interactions are often encountered in real-world applications, such as airflow around
turbines, bridges, or tall antennas. In this talk, we present a Space-Time Embedded-Hybridized Discon-
tinuous Galerkin method to solve the fluid subproblem that allows for an arbitrarily high order approx-
imation in space and time. The rotation and the translation of the rigid body are described by ordinary
differential equations, which are coupled to the fluid problem via the pitching and the lifting forces. We
introduce a sliding grid technique for the rotational movement that can handle arbitrary rotation. The
numerical examples will include galloping and fluttering motion.
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We present a general approach for defining high-order accurate finite element methods for the Maxwell’s
equations which provide time-invariant, non-drifting approximations to the total electric and magnetic
charges, and to the total energy. We devise these methods by taking advantage of two of the Hamiltonian
structures of the Maxwell’s equations. The first is based on the standard formulation of the equations in
terms of the electric and magnetic fields, whereas the second is based on a wave-like rewriting of them
in terms of the electric and the magnetic potential fields. For each of these Hamiltonian structures, we
proceed as follows. First, we introduce spatial discretizations of the Maxwell’s equations using mixed
finite element, discontinuous Galerkin, and hybridizable discontinuous Galerkin methods to obtain a
semi-discrete system of equations which display discrete versions of the Hamiltonian structure of the
Maxwell’s equations. Then we discretize the resulting semi-discrete system in time by using a symplectic
integrator. This ensures the conservation properties of the fully discrete system of equations. There is a
Symplectic DG method for the first formulation [J. Sci. Comput. 35, pp. 241–265, 2008] but all other
methods are new. We show that there are no Symplectic HDG methods for the first formulation. In
contrast, we devise Symplectic Hamiltonian mixed, DG, and HDG methods for the second formulation.
Finally, for the Symplectic HDG method, we present numerical experiments which confirm its optimal
orders of convergence for all variables and its conservation properties for the total linear and angular
momenta, as well as the total energy. Finally, we discuss the extension of our results to other boundary
conditions and to numerical schemes defined by different weak formulations.
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We present here the results of a benchmarking exercise performed on the SCRIP library [1], 
ATLAS [2], MOAB-TempestRemap [3], YAC [4], ESMF [5] and XIOS [6]. The motivation is to 
complement the SCRIP library regridding algorithms implemented in the OASIS3-MCT coupler. 

In order to compare these libraries, several aspects had to be covered. In a preliminary analysis, we 
first enquired about available regridding methods and evaluated the software development 
environment, e.g. the coding language, project history and development plans, provision of support 
to external projects, and committed manpower.  

Then we proceeded to a formal benchmarking of SCRIP, YAC, ESMF and XIOS. 5 regridding 
algorithms (nearest-neighbour, bilinear, bicubic, 1st and 2nd order conservative remapping) were 
evaluated with 4 different functions, some of them having strong gradients, for 14 couples of grids 
used in real ocean or atmosphere models. Metrics proposed by the CANGA project 
(https://github.com/CANGA/Remapping-Intercomparison) quantifying the sensitivity, 
conservation, consistency, monotonicity, and performances of the library were calculated. 

After interactions with the library developers to solve specific issues, it is concluded that YAC, 
ESMF and XIOS show very good results for the regridding algorithm, functions and grids 
evaluated. A unified scripting environment for SCRIP, ESMF and XIOS is now available in the 
latest version of the OASIS3-MCT coupler so that users can test those three libraries on their own 
grid for their own regriddings. Detailed results of this benchmarking exercise are available in [7] 
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We present a remap algorithm in the context of multi-material Arbitrary Lagrangian-Eulerian (ALE)
hydrodynamics discretized with high-order finite elements [1]. The major mathematical challenges for
this system include (i) conservation of the per-material volumes, masses, and energies, (ii) preservation of
the minimum and maximum local bounds for all primary fields (e.g. density), which requires per-material
synchronization between conserved fields (e.g. the ratio of mass and volume), (iii) synchronization
between all material volume fractions, i.e., they must sum to unity at all degrees of freedom, and (iv)
minimization of numerical diffusion and spreading of small volume fractions due to the nature of the
finite element approach. We will discuss our latest methods for addressing the above challenges and
demostrate them on standard ALE hydrodynamics benchmarks.

When high-order finite elements are used, the main limitation in terms of efficiency is the use of classical
assembly and global sparse matrices. These scale poorly as the order of the finite element discretization
increases and involve expensive data motion which is undesirable for the newest computer architectures.
We will discuss our recently developed matrix-free remap formulation based on partial assembly [2] and
demonstrate its performance benefits for practical ALE simulations.
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In partitioned multi-physics simulation, multiple solvers interact together along a common coupling in-
terface. This approach requires spatial data mapping methods, as each subsystem is discretized separately
with potentially non-matching meshes at the common coupling interface. Radial-basis-function (RBF)
mappings employ radially symmetric functions on an input mesh to perform the mapping to an output
mesh [2]. We have implemented various mapping variants in the black-box coupling library preCICE [1].
In this work, we compare different RBF mappings with projection-based mapping methods.

In preCICE, the implementation of the RBF mapping method relies on PETSc as a parallel linear algebra
solver [3]. We test the implementation in terms of efficiency as well as accuracy using a wind turbine
blade geometry, a realistic geometry in practical applications. Results show that only for the coarsest
meshes one can apply global basis functions due to the large memory storage requirements as well as
the high computational complexity. Compact basis functions with a local support radius are able to
provide accurate interpolation, while utilizing less memory space and being computationally cheaper.
Projection-based interpolation methods can be implemented in a more efficient way compared to RBF
mapping methods. However, the resulting mapping is typically less accurate or violates a strict black-box
coupling approach operating solely on a point-cloud.

We further give an outlook on three current and future data mapping extension in preCICE: as a first
variant, we introduce an in-solver mapping method, where the interface vertices of each solver are shared,
and each solver directly performs the mapping request based on its own discretization. As a second
variant, we investigate a RBF partition of unity method that is suitable for scalable data interpolation with
minimal parallel communication. The third variant employs a nearest-neighbor mapping with additional
gradient data in order to improve the accuracy of the plain nearest-neighbor mapping.
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Coupling global Earth system models requires passing information between sub-models that have 
been discretized independently and may employ different types of native field representations on 
different types of meshes. In E3SM’s MPAS-Ocean, for example, velocities are represented with 
Raviart-Thomas basis elements on simplices and must be remapped to nodal spectral elements on 
hexahedral grids discretizing the domain for the atmosphere.  
 
Generalized moving least squares (GMLS) is a non-parametric regression framework able to 
construct approximations to fields from scattered data. Judicious selection of sampling functionals 
and target functional for GMLS makes it is possible to approximate the embedded continuous 
functions represented by coefficients to a native field basis, e.g. Raviart-Thomas, Nedelec, or cell-
averaged. This flexibility in GMLS makes it a prime candidate for general purpose coupling 
applications. 
 
Remap over a sphere is performed by first approximating the tangent plane for each point where a 
field reconstruction is requested. The tangent plane approximation is then used as a local coordinate 
system on which sampling functionals are evaluated acting on a basis. After solving a local least 
squares problem, the field is then reconstructed in the local coordinate system, and transformed to 
the global coordinate system, if necessary. 
 
The Compadre toolkit is used for the implementation of all described techniques. Numerical results 
will be presented demonstrating the accuracy of remap of several fields on grids where the degrees 
of freedom represent cell-averaged quantities and face normal averages (Raviart-Thomas). 
 
 
Disclaimer. This paper describes objective technical results and analysis. Any subjective views or 
opinions that might be expressed in the paper do not necessarily represent the views of the U.S. 
Department of Energy or the United States Government. SAND2021-14460 A. 
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In multiphysics simulations, data are often transferred between different meshes at high-order accuracy.
Jumps or discontinuities in the data or highly anisotropic meshes can pose significant challenges in data
remap. In this work, we extend our earlier work on WLS-ENO Remap [2] for remapping node-based data
to support cell-averaged data, such as those arising from finite-volume methods, including remapping be-
tween cell-averaged and node-based data. Based on the Weighted-Least-Squares-based Essentially Non-
Oscillatory (WSL-ENO) schemes [1], WLS-ENO Remap achieves superconvergence when remapping
smooth functions while overcoming overshoots and undershoots (aka Gibbs phenomena) for discontinu-
ous functions. In addition, we introduce adaptive quadrature and adaptive stencils to overcome the poten-
tial loss of accuracy or conservation due to highly discrepant meshes or highly anisotropic meshes, such
as those near the south and north poles of a longitude-latitude mesh of a sphere. We compare our tech-
nique with a conservative high-order remap to transfer functions on spheres. We show that our proposed
technique is competitive in accuracy and conservation, despite not using a common-refinement mesh
while being more flexible and easier to implement and more robust against discontinuities, anisotropic
meshes, and rounding errors.
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Seepage problems with free surfaces have been a matter of interest in engineering and mathematics due
to the strong non-linearities involved. The significant difference in densities between the air and the
water restricts the flow domain, producing a free surface. However, finding its exact location is still a
challenge. Several numerical techniques are used to solve this phenomenon; nevertheless, some of these
methods suffer from some instabilities when sharp changes in permeability occur if the mesh in the in-
terface is not well defined, leading to unphysical oscillations in the numerical outputs.

Recently, a novel adaptive stabilized finite element method for linear problems is described in [1]. This
method combines the residual minimization idea and the stability provided by the discontinuous Galerkin
method approach. This leads to obtaining a stable continuous solution from the classical FEM and a
residual representative that helps to develop mesh refinement adaptivity.

This project is divided into two parts: First, we discuss some numerical aspects of a non-linear adaptive
approach for tailing dam application. Then, we implement the aforementioned numerical framework to
find the correct position of the free surface scheme through an automatic adaptive procedure by using a
solution-dependant permeability coefficient.

As a result, the residual estimative leads to obtaining a stable representation of the free surface and
reducing the computational effort required by other approaches.
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Scale bridging from discrete defects to continuum field descriptions is always a fundamental 
challenge in theory development. In the case of dislocation-mediated plasticity, the challenge is to 
identify a suitable coarse-grained descriptor of the dislocation network which still retains enough 
physics so that information obtained from discrete dislocation models can be folded into the 
coarse-grained governing equations [1]. We propose using dislocation length distributions as a 
coarse-grained descriptor for the network [2], coupled with discrete dislocation dynamics (DDD) 
simulations aimed at characterizing evolution behaviors of the network. This concept builds on a 
theory developed by Ardell and colleagues which has disappeared into the literature [3]. In this 
talk, we demonstrate the concept underlying our scale bridging framework along with preliminary 
results on its development. Specifically, we show how careful analysis of DDD simulations 
provides insights into junction formation and dissolution, plastic strain rate, and dislocation 
multiplication which serves as direct input into the coarse-grained model. Our approach provides 
a viable pathway towards constructing non-phenomenological models for plasticity. 
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Emerging acoustic metamaterial and metasurface, as well as some existing acoustic structures such as
sound-proofing walls, may often have periodic geometry. They exploit some resonance and interference
peculiar to the periodic structures to manipulate sound waves. The anomalous behaviours can, however,
be observed only if the excitation frequency is very close to the eigenfrequency unique to each structure,
which may lead to the narrow working band of the structure. In practical use, more or less frequency
fluctuation is expected, and the working band should be wide to some extent. We thus are motivated to
develop a structural optimisation for the periodic acoustic structures with wide working bandwidth.

In recent years, various structural optimisation for acoustic design are reported. Some researchers have
already addressed optimal design methods for wideband acoustic devices. Such attempts can be clas-
sified into two types; One is based on robust topology optimisation [1, 2], while the other defines the
objective function as the frequency-averaged scattering response [3, 4]. In both methods, the frequency
response of the amplitude is estimated with the Taylor series or the Padé approximation based on its
frequency derivatives. We have reported that the boundary element method combined with the automatic
differentiation [2,4] would be an ideal choice to compute the derivatives especially when the underlying
boundary value problem is defined in an exterior domain.

In the present talk, we shall extend the boundary element method with the automatic differentiation
to the periodic scattering problem. The boundary integral equation for the sound pressure is formulated
with the Green function that satisfies the quasi-periodic boundary condition, whose frequency derivatives
give the integral equations of the derivatives of the pressure. The kernels of the differentiated integral
equations thus obtained are the frequency derivatives of the Green function. We develop a numerical
method based on the Ewald method and the automatic differentiation to compute the kernels. We further
implement the boundary element method based on the present kernel computation method. In the talk,
we shall present some validation results and discuss the future directions.
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The Calderón preconditioner for the isogeometric BEM (boundary element method) discretised with the
collocation for Maxwell’s equations is investigated in this paper. The Calderón preconditioning for the
EFIE with the Galerkin method in general requires the use of the dual basis function such as the Buffa-
Christiansen basis functions, which causes much computational time. We show that a dual basis function
in the isogeometric BEM can be introduced in the same way as the original basis function, and that the
computational time of a matrix corresponding to the EFIO (Electric field integral operator) discretised
with the dual basis function is as much as that with the original basis function. With some numerical
examples, we verify that matrices preconditioned with the proposed method are well-conditioned.
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The purpose of this study is to establish a fast and memory-efficient time-domain boundary element
method (TDBEM) for 3D transient electromagnetic wave problems on the basis of our previous study
for the 3D wave equation [1, 2]. In the previous study, we developed a fast algorithm that is a vari-
ant of the fast multipole method (FMM) [3] and exploits the interpolation of the fundamental solution
(and its derivatives). Similarly, we will show that an interpolation-based FMM can be formulated for
the 3D Maxwell equations by considering, in particular, the Rao–Wilton–Glisson basis [4] and its ana-
lytical integrals. The computational complexity of the resulting fast (and approximating) TDBEM can
be theoretically estimated as O(Nδ

s Nt), where Ns and Nt denote the number of boundary elements and
time-steps, respectively, and the exponent δ is 4/3 or 3/2 according to the assumption of the distribu-
tion of the boundary elements in space [1]. This is essentially faster than the conventional TDBEM
with the complexity of O(N2

s Nt). As well as the conventional method, the fast method can deal with
the models (scatterers) in arbitrary shapes in free (unbounded) space. Therefore, it can outperform the
finite-difference time-domain (FDTD) method, which is the standard numerical method for the unsteady
electromagnetic problems.

In this talk, we will formulate the interpolation-based FMM for 3D electromagnetic and show some
numerical examples to validate the formulation.
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Dislocations are known as line defects in metallic materials, whose formation and movement 
dictates the plastic deformation. Geometrically necessary dislocations are the ones to accommodate 
for the deformation in a crystalline material. In an infinite elastic solid, the stress field generated 
by a dislocation can be obtained using Green’s function, which resulted in either a surface integral 
for unclosed dislocation curves or a contour integral for a general dislocation loop [1]. Interestingly, 
this methodology shares similarity with that of the boundary element method. More recently, the 
modification that contributed to the removal of singularity in the stress field near the dislocation 
core eases the usage of the formula [2]. In particular, the nonsingular dislocation integral is readily 
applicable for dislocation curves near an internal free surface such as a void. By using boundary 
element method, which converts governing equations into also boundary integrals, the image stress 
due to the existence of internal surface can be computed. The merit of applying boundary element 
method is that only dislocated surfaces and the void surface need to be discretised, and that the 
surrounding infinity can be easily treated.  
 
Compared with the classical approach of discretized dislocation dynamics (DDD) that disregards 
the actual shape of the dislocated surface, the proposed boundary element approach respects the 
arbitrariness of the dislocated surface, which can affect the displacement field caused by the 
dislocation [3]. Two types of geometrically necessary dislocations, namely, the prismatic 
dislocation loop and the shear dislocation loop have been considered in this investigation.   
 
This study should pave the way towards an improved computational approach of modelling 
geometrically necessary dislocations with the presence of internal free surfaces.   
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This paper presents a convolution quadrature time-domain boundary element method 
(CQBEM) for 2-D pure inplane anisotropic viscoelastodynamics. Since the boundary element 
method (BEM) is known as a suitable numerical approach for wave analysis, time-domain 
transient problems have been solved by many researchers using the classical time-domain 
BEM. However, it is known that the use of a classical time-domain BEM (TD-BEM) 
sometimes causes numerical instability in time-stepping procedures. In addition, the TD-BEM 
cannot solve wave problems with dispersion properties, such as viscoelastic and poroelastic 
wave problems. To overcome these difficulties, the convolution quadrature time-domain 
boundary element method (CQBEM) has been developed for last few decades. In the 
CQBEM formulation, the convolution quadrature method, first proposed by Lubich [1], is 
applied to the time discretization of the time-domain boundary integral equations to improve 
the numerical stability. The Laplace-domain fundamental solutions are utilized for the 
CQBEM formulation. The elastic wave scattering in viscoelastic and poroelastic solids has 
been analyzed by the CQBEM so far. However, no numerical examples of application of the 
CQBEM to the anisotropic viscoelastic wave propagation can be found as far as the authors 
know. 
 
Therefore, in this study, the CQBEM for 2-D pure inplane anisotropic elastodynamics is 
developed by extending the previous approach for 2-D pure antiplane one [2]. In the 
formulation, the standard linear viscoelastic model and the fundamental solution obtained by 
Wang and Achenbach [3] are considered for the expression of viscoelastic and anisotropic 
properties, respectively. Elastic wave scattering by a cavity in anisotropic viscoelastic solids 
is demonstrated using the proposed CQBEM. The anisotropic and viscoelastic effects are 
confirmed from the numerical results to validate the proposed CQBEM.  
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In industrial numerical simulation of the complex and/or large scale fluid flow, the computation cost 
must be reduced. We develop the numerical low cost solver for the incompressible fluid flow based on 
the fundamental and particular solutions of the differential operator.  
 
In the limited computational resources for the divergence of the target complexity and the size of 
computational fluid dynamics, the computational cost must be reduced with keeping their accuracy. 
The solutions for this kind problem are for example suitable modeling, the developing of computer 
power, the fast algorithm, or reduction of computational cell numbers.  
 
We payed attention to the boundary element method (BEM) using fundamental solution of the 
diffusion operator as a potential method to solve above problem, although we know that it is effective 
only for the linear problems of the fluid flow, and that for the incompressible viscous flow, it needs the 
internal integration with the inner computational points, so BEM’s potential for the reduction of 
computational points is not effective. 
 
In this paper we adopt dual reciprocity boundary element method[1] as the method of transforming the 
internal integration to the boundary integration and boundary element formulation[2,3] which avoids 
using the time-dependent fundamental solution in the time integration, as the algorithm becomes 
simpler. By this method the transient incompressible viscous flow problems will be solved with low 
cost and high accuracy. 
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If safe autonomous driving is achieved, all passengers in a car, including the driver can 

participate in in-car entertainment. However, even if it is achieved, the space in a car cabin is not 
still ideal for listening to music because of its small space that amplifies the reflected sound from 
its window glasses and other road noises and vibrations. This claim has been investigated by 
many recent studies using computer simulations [1, 2]. The sound field within the boundaries of a 
car can be computer-modeled and its changes when a person enters the car. Furthermore, car 
loudspeakers are often located near the driver or passengers in the car. These are the focus of this 
study. We measured the sound field in the car when there’s a person in the driver's seat. We used 
a traverser system and a microphone array to measure the sound pressure distribution in the car. 
In addition, the sound field of the analysis model was simulated using the boundary element 
method. The acoustic impedance of each member of the car interior was measured using the 
ensemble averaging method. 
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The quality of the numerical solutions obtained by the Boundary Element Method (BEM) is directly 
affected by the type of interpolation function used for the temperature interpolation, its normal 
derivative and geometry along the boundary.  Interpolation by radial basis function augmented 
with polynomials has been shown to be more accurate than Lagrange interpolation for a range of 
different functions.  
 
Therefore, this paper is concerned with the application of such functions as the interpolation 
functions for all boundary values in the boundary element method for the numerical solution of 2d 
heat transfer problems. Numerical examples with different geometries and temperature 
distribuitions are presented and comparisons with both isogeometric and classical formulation are 
made to demonstrate the improved accuracy of the proposed method. 
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Optimization problems related to heat transfers, such as heat flux maximization and thermal diffusion
problems governed by Laplace’s equation, are important in various engineering design applications. One
of the strong approaches for solving such problems is the level-set based topology optimization method,
in which the shape of the structure is updated in accordance with the distribution change of the level set
function caused by updating a reaction diffusion equation of the level set function.

In the conventional studies, only Dirichlet, Neumann, and Robin type boundary conditions have been
treated in the topology optimizations[1] of thermal problems, and the thermal radiation boundary con-
dition may not have been considered so far. In the present work, we consider a topology optimization
problem accompanying a thermal radiation boundary condition. The boundary element method is used
for the numerical computation, because the radiation boundary condition can be written as the boundary
integrals of the heat fluxes, written in the form of a double layer potential, caused by the thermal radia-
tion, thus the BEM is advantageous in treating those boundary integrals. [2] Moreover, the BEM can be
used for thermal radiation problems of an infinite space without any approximation. We consider the ther-
mal radiation boundary condition in the augmented objective functional and take its variation when an
infinitesimal cavity under the same radiation boundary condition is generated in the material. A bound-
ary value problem accompanying only linear boundary conditions is derived as the adjoint problem, and
the topological derivative expression is derived, consisting of the original radiative flux and adjoint tem-
perature. The derived topological derivative is used as the inhomogeneous term, corresponding a source
term, of a reaction-diffusion equation of the level set function. The iso-surface of distribution of the level
set function is repeated by using the derived topological derivatives, which are calculated by using the
BEM both for the original and adjoint boundary value problems.
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Over the past few decades, surrogate models have been utilized to numerous engineering 
problems to increase computational efficiency, especially when optimization involves expensive 
computational simulations. To enhance the performances of the surrogate model, there are some 
representative strategies such as screening, mapping, space reduction, decomposition, auxiliary 
information, and hybrid methods, etc. Among the methods of using auxiliary information, 
gradient-enhanced Kriging (GEK), an extension of Kriging, is a good approach when cheap 
gradient information is available. Numerous studies show that the accuracy of GEK models is 
generally better than Kriging, considering the equivalent simulation time. However, unlike the 
Kriging, GEK modeling time is dramatically increased for high-dimensional problems, and 
studies are still being performed to solve this problem. 
This paper proposes new adaptive infill sampling methods for GEK to efficiently build the 
surrogate model while maintaining accuracy. If the next infill sample is selected, the proposed 
method adaptively decides whether to obtain the response alone or the response and gradient 
together when building the surrogate modeling. The proposed methods are developed based on 
mean-squared error and expected improvement. Numerical examples show that the proposed 
methods produce better results than existing methods. 
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Abstract:  

Polynomial chaos expansion (PCE) is widely used in the field of stochastic uncertainty 

quantification due to its accuracy and convergence. However, when the problems of 

interest are high-dimensional, PCE is usually confront with the well-known curse of 

dimensionality and overfitting. This study proposes an adaptive sparse learning method 

based on the automatic relevance determination (ARD) and the Bayesian model 

averaging (BMA) to solve this problem. Firstly, the sparse Bayesian learning is used to 

develop an analytical Bayesian compressive sensing algorithm, providing an efficient 

regression tool for establishing a sparse PCE model. Secondly, to improve 

computational accuracy and efficiency, we employ the dimension-reduction method 

(DRM) to reduce the size of the candidate PCE bases. Different from the common 

univariate and bivariate DRMs, the high-dimensional components are considered 

adaptively in the proposed method. Thirdly, a novel ARD method is proposed based on 

the concept of maximum a posterior estimation, which can prune the candidate PCE 

bases. The pruned PCE is regarded as an initial model, and then the BMA is used to 

refine the high-fidelity sparse PCE. Compared with the direct use of the noninformation 

prior in BMA, the initial PCE model pruned by the ARD method can improve the 

rationality of the prior, resulting in a better posterior estimation. For verification, two 

numerical examples and one engineering example are analyzed. The results show that 

the proposed method can achieve accurate uncertainty quantification for high-

dimensional problems with limited computational budget.  

Keywords: Uncertainty quantification, Polynomial chaos expansion, Dimension-

reduction method, sparse Bayesian learning, Bayesian model averaging, Automatic 

Relevance Determination 
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Reliability is one of the most important factors in designing of engineering systems. Although 
many adaptive Kriging methods for reliability analysis have been researched, these methods are 
limited when they are applied to high dimensional reliability analysis problem, which is also 
known as the curse of dimensionality. To solve this problem, new adaptive Kriging method for 
high dimensional reliability analysis is proposed by adopting the concept of multi-fidelity 
metamodeling method. 
The proposed method is composed of two adaptive Kriging methods. At the first step, adaptive 
Kriging method about first-order high dimensional model representation (HDMR) is conducted 
by adding univariate samples. With univariate samples selected by the first adaptive Kriging 
method, hybrid HDMR model is constructed. The proposed method is premised on the 
assumption that the hybrid HDMR can predict high dimensional limit-state function roughly. At 
the second step, hierarchical Kriging model that considers the hybrid HDMR as low-fidelity 
model is constructed, and adaptive Kriging method about hierarchical Kriging is conducted by 
adding multivariate samples. Multivariate samples are utilized not only as high-fidelity samples in 
hierarchical Kriging but also for estimating hybridity parameter of the hybrid HDMR, which 
makes full use of limited resources. The results of numerical examples show that the proposed 
method can evaluate accurate probability of failure more efficiently than other reliability analysis 
methods. 
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Uncertainties exist in complex engineering systems such as operation environment, material 
properties, and product dimension. Ignoring the uncertainties, the product may not satisfy the 
desired specification and have short life expectancy. Reliability based design optimization 
(RBDO) is researched to resolve these issues and applied to various mechanical systems. RBDO 
performs reliability analysis with a distribution of input random variables and optimizes the 
variables. Recently, sampling based reliability analysis methods based on Monte Carlo simulation 
(MCS) are widely used, and in particular, adaptive Kriging based methods have been researched. 
However, researches extended to optimization are insufficient, and there has not been the general 
system simulation cases. To resolve these issues, new system reliability based design 
optimization method using a new active learning function is proposed.
This research aims to solve general system reliability based design optimization (SRBDO)
problems, where responses of part of constraints can be obtained by running one simulation 
model. The proposed method selects new sample points near the limit state functions based on 
new active learning function according to three types of systems, series, parallel, and combined 
systems. The points whose signs are certain are not selected for each constraint. System failure 
probability is estimated by the MCS method, and the partial derivative with respect to input 
random variables  is also calculated to derive the SRBDO optimum. The validation results show 
that the proposed method effectively selects sample points near each constraint or simulation 
model.
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Owing to various sources of uncertainties existing ubiquitous in the structural parameters or 
external excitations, it is difficult to provide robust and reliable predictions of the behavior of 
engineering systems. In this regard, uncertainty quantification has been prosperously developed to 
properly incorporate those uncertainties in predicting system performances. This study focuses on 
one of the main sub-tasks of uncertainty quantification, global sensitivity analysis (GSA), for 
measuring how the uncertainties in model response are apportioned to model input variables, in 
this way to inform the relative contribution of input variables in prediction uncertainties. Among 
GSA techniques, variance-based sensitivity indices, which are also known as Sobol’s indices, 
have received the greatest attention and have been widely studied by researchers from many 
scientific fields including computational mechanics. In classic Sobol’s indices, all the input 
variables are assumed to follow precise probability distributions. However, due to the lack of 
information or limited data in many practical problems, both randomness and imprecision need to 
be considered in mathematic descriptions to represent aleatory and epistemic uncertainties 
simultaneously.  

This work aims to develop an effective approach to analyze the global sensitivity of 
imprecisely distributed variables. Specifically, to estimate Sobol’s indices of uncertain variables 
characterized by parametric probability-box (p-box) type. In recent years, similar problems have 
been investigated with a few representative research work [1][2], but they don’t consider active 
learning strategies as well as the prediction errors in surrogate model or stochastic simulation. We 
propose a novel adaptive probabilistic integration procedure to explore the augmented space of 
both the random variables and their corresponding distribution parameters. A Gaussian process 
regression (GPR) model is constructed in the augmented space, then sensitivity indices of input 
variables are statistically inferred based on Bayesian probabilistic integration, and the marginal 
effects of uncertain parameters are reserved within the posterior. Utilizing the exponential 
squared kernel function, the formulation of posterior mean and posterior variance for Sobol’s 
main and total indices can be analytically derived. Motivated by Ref.[3], two learning functions 
are designed and collaboratively work to determine the next best training point to be added into 
the training procedure. Once the stopping criteria are satisfied in learning both the optimization of 
distribution parameters and the integration of input variables, we are able to obtain accurate and 
robust estimations of the bounds of Sobol’s indices. The ranking of the imprecise indices is 
further investigated based on the definition in Ref.[4]. The effectiveness of the proposed method 
is demonstrated with a numerical example and a Timoshenko beam.  
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Let (Xt)t∈T be a family of random variables Xt : Ω → Rd parametrized by t with smooth densities ft .
Then the upper probability p̄ = maxt∈T p(t) of an event D is obtained by global optimization where
p(t) =

∫
χD(x) ft(x) dx is the probability function and χD the indicator function of D. In [1] we intro-

duced the estimator p̂ω,s(t) = 1
N ∑N

k=1 wst(Xs(ωk)) ·χD(Xs(ωk)) for p where wst(x) = ft(x)/ f I
s (x) are the

importance sampling weights for importance sampling density f I
s corresponding to fs. This follows from

the fact that p(t) =
∫

χD(x) ft(x) dx =
∫

χD(x) · ft(x)/ f I
s (x) · f I

s (x) dx. We note that in this approach all
sample points Xs(ωk), k = 1, . . . ,N, are based on the same fixed random numbers ω = {ω1, . . . ,ωN} on
Ω for all s ∈ T . The special case of s = t leads to the estimator p̂ω(t) := p̂ω,t(t) which means classical
importance sampling and using different samples for each t ∈ T . For fixed s ∈ T the smooth function
p̂ω,s is an approximation of p̂ω which we used in [1] to compute upper probabilities ¯̂pω,s , while here the
focus is on the global optimization itself and how p̂ω and p̂ω,s can be used in the algorithms to compute
efficiently estimates of upper probabilities.

One of the main problems for using global optimization algorithms which are not derivative-free is
to compute derivatives of p̂ω because p̂ω is a step function even if the involved densities are smooth.
The idea is here to use the following approximation of the partial derivatives needed for optimization:
∂p̂ω/∂ti(t)≈ ( p̂ω,t(t +h(i))− p̂ω,t(t))/h(i)i with components h(i)k = 10−8 δik of the vector h(i) of step sizes.
We note that both estimators in the formula are based on the same sample which means that we differ-
entiate a smooth function. A further problem is that the evaluation of χD may be very time consuming,
e.g. finite element computations. In [1] we have seen that p̂ω,s(t) may be a bad approximation of p̂ω(t)
for t far from s on which the sample is based and therefore not suitable to replace p̂ω by one single p̂ω,s.
Running an optimization algorithm leads to a sequence t(1), t(2), . . . , t(i), . . . , t( j), . . . of values. Assuming
that in step i the estimator is computed in the more exact way using p̂ω,t(i) (t

(i)) based on the sample cor-
responding to t(i) itself, then the idea is to use an approximation p̂ω,t(i) (t

( j)) at t( j) if ‖t( j)− t(i)‖< TOL.
This saves us N evaluations χD(Xt( j) (ωk)) because no new sample points are needed. We will apply these
two methods for the algorithms in the MATLAB global optimization toolbox including examples.
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Stochastic finite element method (SFEM) is a kind of widely used approach for analysis of 
engineering structure with random properties, which can compute structural responses. For the 
geometrically nonlinear analysis of uncertain laminated composite plate, the existing intrusive 
SFEMs, such as perturbation method and spectral SFEM, have the limitations of low 
computational accuracy and efficiency. The versatile non-intrusive SFEM based on Monte Carlo 
simulation needs a great computational effort to implement a lot of expensive finite element 
simulations. In this paper, a novel non-intrusive SFEM is developed to achieve stochastic 
responses and reliabilities of laminated composite plates with geometric nonlinearity efficiently 
and uniformly. Firstly, the direct probability integral method (DPIM) is developed to obtain the 
probability density function of stochastic response of linear or nonlinear structure by solving 
probability density integral equation (PDIE) [1]. Secondly, the non-intrusive SFEM based on 
DPIM decouples the deterministic finite element analysis and PDIE to calculate the stochastic 
responses and reliabilities of uncertain laminated composite plates. The third-order shear 
deformation theory is employed to model the displacement field of laminated composite plate, 
and the discretization and quantification of random fields are implemented through Karhunen-
Loève expansion. Finally, comparisons with the results from Monte Carlo simulation and 
literature show the high accuracy and efficiency of the proposed non-intrusive method. A few 
examples covering various features have been presented for uncertain laminated composite plates 
with different boundary conditions, correlation length, mean and variability of random field.  
 
Key Words: Laminated Composite Plates, Non-Intrusive Stochastic Finite Element Method, 
Direct Probability Integral Method, Random Field, Stochastic Responses and Reliabilities, 
Geometrically Nonlinear Bending Analysis  
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As one of the important equipment of intelligent manufacturing, the positioning accuracy of 
industrial robots has become a common concern. As a complex mechatronics product, industrial 
robots system have extensive aleatory uncertainties which affects its positioning accuracy 
reliability. In order to study the influence of epistemic uncertainty on positioning accuracy of 
industrial robots, this talk includes two aspects. On the one hand, an evidence-theory-based 
reliability analysis method through Kriging model is proposed. Kriging model is used to replace 
the performance function in positioning accuracy reliability analysis of industrial robots, which 
can achieve high efficiency and high accuracy for reliability analysis. The popular U function is 
used to establish the Kriging model for evidence-theory-based reliability analysis. On the other 
hand, a probability-evidence hybrid reliability analysis method is proposed to deal with the 
coexistence of aleatory uncertainty and epistemic uncertainty in industrial robots. Probability 
theory and evidence theory are used to describe the aleatory uncertain parameters and epistemic 
uncertain parameters, respectively. Random variables and evidence variables are introduced into 
the probability-evidence hybrid model to obtain the reliability interval of positioning accuracy of 
industrial robots. The reliability of positioning accuracy of industrial robots is no longer a 
determined value but a more objective interval. The two aspects work present a possible way to 
solve the problem of epistemic uncertainty of industrial robots, which can help engineers have a 
clear understanding of the accuracy reliability of industrial robots. 
 

REFERENCES 

[1] Zhang, D.Q., Peng, Z.Y., Ning, G. and Han, X. Positioning accuracy reliability of industrial 
robots through probability and evidence theories. ASME-Journal of Mechanical Design, 
(2021) 143(1): 011704. 

[2] Zhang, D.Q., Liang, Y.F., Cao, L.X., Liu, J. and Han, X. Evidence-theory-based reliability 
analysis through Kriging surrogate model. ASME-Journal of Mechanical Design, (2022) 
144(3): 031701. 

1313



Unified Framework of Computational Stochastic Mechanics: Direct Probability Integral Meth-
od
Dixiong Yang and Guohai Chen

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

 Unified framework of computational stochastic mechanics: direct 
probability integral method 

 
Dixiong Yang1* and Guohai Chen2 

1 Department of Engineering Mechanics, Dalian University of Technology, Dalian 116024, 
China, E-mail: yangdx@dlut.edu.cn 

2 Department of Engineering Mechanics, Dalian University of Technology, Dalian 116024, 
China, E-mail: chengh_414@dlut.edu.cn 

 
Abstract: Computational stochastic mechanics involves the topics of simulation of random 
field or stochastic process, stochastic structural analysis, random vibration, reliability 
estimation and reliability-based design optimization. However, the existing methods only 
focus on parts of these topics, resulting in the complicated calculation and the absence of 
versatility. Nevertheless, the limited scope of application of approximation methods, 
inaccuracy and inefficiency of numerical approaches and the expensive computational cost 
of stochastic sampling methods restrict the development of stochastic mechanics. In this 
study, the novel direct probability integral method (DPIM) as a unified framework is 
proposed to solve the uncertainty quantification and reliability-based design optimization 
problems of static and dynamic structures. This method decouples the computation of 
probability density integration equation (PDIE) and governing equation of structures, and 
can achieve the probability density functions of stochastic responses and reliabilities for 
linear or nonlinear structural systems [1−3]. Firstly, the PDIE governing the propagation of 
randomness from input to output is derived based on the principle of probability 
conservation. The two key techniques, i.e., the partition of probability space and smoothing 
of Dirac delta function, are introduced to solve the PDIE. Then, the first-passage dynamic 
reliability based on the equivalent extreme value mapping and its sensitivity as well as 
reliability-based design optimization are addressed. Finally, several examples of static and 
dynamic structures illustrate that the DPIM is an accurate, efficient and unified 
methodology for uncertainty quantification and design optimization, especially for large-
scale nonlinear structures under random excitation. 
 

Key Words: Computational stochastic mechanics, Uncertainty quantification, Static and dynamic 
structures, Direct probability integration method, Stochastic responses and reliabilities, 
Reliability-based design optimization 
 

REFERENCES 

[1] Chen, G.H. and Yang, D.X. Direct probability integral method for stochastic response analysis 
of static and dynamic structural systems. Comput. Meth. Appl. Mech. Eng. (2019) 357: 112612. 

[2] Chen, G.H. and Yang, D.X. A unified analysis framework of static and dynamic structural 
reliabilities based on direct probability integral method. Mech. Syst. Signal Process. (2021) 
158: 107783. 

[3] Chen, G.H., Yang, D.X., Liu Y.H. and Guo H.C. System reliability analyses of static and 
dynamic structures via Direct probability integral method. Comput. Meth. Appl. Mech. Eng. 
(2022) 388: 114262. 

1314



MS0803 - Quality of model prognosis - from lab data to structural per-
formance
Organized by Jörg F. Unger, Steffen Freitag, Daniel Straub, Bruno 
Sudret, Francisco Chinesta, Michael Beer and Phaedon-Stelios Kout-
sourelakis 

Inferential Uncertainty in Surrogate-based Inference - a Bayesian EstimateSascha Ranftl and Wolfgang von der Linden

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Inferential Uncertainty in Surrogate-based Inference - a Bayesian Estimate

Sascha Ranftl1∗ and Wolfgang von der Linden1

1 Graz University of Technology, Petersgasse 16, 8010 Graz, Austria, ranftl@tugraz.at

Key Words: uncertainty quantification, uncertainty propagation, surrogates, meta-models, emulators,
Bayesian probability theory, model adequacy, surrogate uncertainty, inferential uncertainty

Uncertainty quantification is a crucial aspect of model prognosis quality assessment and often only fea-
sible by an approximating surrogate model. One powerful aspect of Bayesian approaches [1, 2] is that it
allows to treat any kind of uncertainty, model error, numerical imprecision or randomness on the same
footing and with the same set of computing rules; namely as propositions [3]. Through this, we introduce
and quantify the uncertainty of the surrogate itself, or its trustworthiness, as a continuous variable. This
is related to what Song et al. [4] recognize as epistemic uncertainty of sensitivity index estimates. Here,
this aspect is investigated for a probabilistic, generalized linear surrogate model, which includes both
Polynomial Chaos Expansions and Kriging [5] as special cases, by acknowledging the uncertainty of
surrogate parameter estimates. As a result, we find expressions for the evidence for, as well as the uncer-
tainty of, the surrogate itself [6]. Then, the surrogate uncertainty is propagated to the actual Quantity of
Interest (QoI). As it turns out, the surrogate’s uncertainty causes an additional inferential uncertainty in
the QoI that can be solely attributed to the use of an approximative surrogate. As a consequence, model
predictions are easily over-confident if these inferential uncertainties are naively neglected. This fact is
demonstrated with a numerical example. From this finding, a novel quality measure for surrogate models
emerges naturally, without ad-hoc assumptions. This measure compares the average surrogate prediction
uncertainty to its inferential uncertainty and is based on both simulation and experimental data.
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By leveraging the power of modern high performance computing, significant advances have been made
in understanding/building computational strategies for capturing nonlinear and multiscale nature of com-
plex materials. Fewer efforts have been put into inverting the process-material-performance chain and to
integrating uncertainties which are an indispensable component of materials’ design. We propose a novel
probabilistic framework to formulate the problem of optimization/design of material processing with re-
spect to objectives pertaining to the performance of the systems in which material is used. A flexible,
fully probabilistic formulation of such optimization problems accounts for the parameter-material prop-
erty and material property-performance link and enables the identification of optimal, high-dimensional,
process parameters.

We advocate the use of probabilistic data-driven surrogates for the parameter-material property and ma-
terial property-performance link, that are capable of learning under Small Data, that incorporate physical
constraints and are able to quantify their predictive uncertainty. Efficient tools are developed to integrate
over this high-dimensional surrogates. These tools inform our novel active learning strategy, i.e. a self-
supervised collection of data, which significantly improves accuracy while requiring small amounts of
training data. We demonstrate the efficacy of the framework for different systems in which concrete is
used and report on its performance.
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Bayesian system identification determines the parameters of models from measurements 
of the system response. The underlying inverse problem is formulated in a probabilistic 
setting, and Bayes’ rule is applied to update a prior conjecture on the parameters with the 
data. We apply the Bayesian framework to identify the parameters of structural systems 
using frequency domain measurement data. The likelihood function expressing the 
measurement information is formulated in terms of the misfit of the data and the model 
frequency response function. Often, it is assumed that the model misfit between different 
observations is uncorrelated. It can be shown, however, that this assumption does not hold 
in general and that neglecting the correlation between observations leads to poor estimates 
of the posterior distributions [1]. In this study, we focus on the investigation of correlation 
models that describe the autocorrelation of the model error in the spatial and frequency 
domain. Previous approaches have used standard correlation models, such as the 
exponential model, to account for the correlation between different points [1,2]. In [2], we 
interpret the model error as a complex random variable. In this contribution, we propose a 
complex-valued correlation function to describe the model error correlation. Furthermore, 
we investigate models that include a sinusoidal pattern to take into account the periodicity 
in the system response. The proposed models are successfully applied to identify the 
stiffness and damping parameters of a finite element model of a plate structure. We evaluate 
the performance of the different correlation models by comparing their evidence. 
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Real-time structural health monitoring represents a valuable service for airlines and the aeronautical 
industry in general. Indeed, planned preventive maintenance based on accurate forecasting would 
increase the safety of operations and reduce their costs. Structural health monitoring consists in the 
automated implementation of a strategy to determine the health status of a structure at regular 
intervals. 
 
The present work investigates a methodology of real-time structural health monitoring of an aircraft 
engine fan blade equipped with a minimum set of sensors placed in an optimized way to detect and 
locate degradations. Recent technological advancements in sensors have led to a significant interest 
in data-driven modeling techniques for structural health monitoring [1]. Following this trend, an 
undamaged data-driven model that uses proper orthogonal decomposition to compress a database 
comprising static and dynamic displacements was developed. The proposed method relies on a 
sample of fluid structure simulations and provides good approximate solutions with a reduced 
calculation time by exploiting a pre-constructed reduced basis. 
 
This reduced basis can also be used to define an optimized sensors placement on the structure. 
Indeed, the obtained data must allow the accurate reconstruction of the displacement field. 
However, usual methodologies used for optimal sensors placement, such as discrete empirical 
interpolation and QR-pivoting, are limited because the number of sensors is correlated with the 
truncation of the reduced basis. The present work proposes a new methodology for sparse sampling 
that allows a full signal to be reconstructed from a small subset of measurements. This subset is 
constructed assuming that the number of sensors is greater than the size of the reduced basis. The 
sensors can detect every damage and are placed in a non-redundant way to avoid aggregation 
problems on the physical structure [2]. The methodology provides a robust and instantaneous full-
state reconstruction of the displacements and therefore allows a reliable detection and accurate 
localization of the onset of an anomaly on the structure. 
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Mechanized tunnelling is a flexible and efficient technology for the construction of underground 
infrastructure. As the main structure of a tunnel, tunnel linings are designed to permanently fulfil 
basic structural, serviceability and durability requirements throughout the lifetime of a tunnel.  
Therefore, it is important to correctly assess the response of the tunnel lining with respect to the 
loads from the ground and from the tunnelling process to which lining structures are subjected in 
order to ensure the structural reliability [1]. In general, tunnel lining deformations are monitored 
using only a limited number of sensors installed at specific locations around the tunnel.  
 
In this work, a simulation-based approach is presented, which allows predicting the complete 
tunnel lining deformation using the limited sensors information in combination with the Gappy 
Proper Orthogonal Decomposition method [2]. In this approach, a numerical simulation model is 
employed to simulate the complete tunnel lining behaviour under different possible loading 
scenarios. The real sensor measurements at limited locations are then utilized together with the 
simulation data in the context of a reconstruction problem to predict the behaviours at other 
locations around the tunnel. This allows to get a real-time response of the tunnel lining 
deformation field, which can be used to assess the current structural reliability. Additionally, the 
approach can also provide suggestions of locations around the tunnel where the sensors should be 
installed in order to maximize the prediction accuracy of the presented approach.   
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The nonparametric probabilistic method (NPM) presented in [1] for modeling and quantifying 
uncertainty is a multi-faceted, data-enhanced, computational modeling method. Because it is 
grounded in projection-based model order reduction, it is data-driven – even in the absence of 
experimental data – and computationally tractable. Essentially, NPM is a physics-based, machine 
learning method for extracting from data fundamental information and/or knowledge that are not 
captured by a deterministic, high-dimensional computational model (HDM) of dimension 𝑁𝑁, and 
infusing them into a counterpart stochastic, projection-based reduced-order model (PROM). 
Starting from a deterministic HDM, NPM constructs in three steps a counterpart stochastic, 
hyperreduced PROM (SHPROM). First, it builds a deterministic PROM of dimension 𝑛𝑛 ≪ 𝑁𝑁 and 
hyperreduces it. Next, it substitutes the deterministic Reduced-Order Basis (ROB) underlying the 
PROM with a stochastic counterpart (SROB) that it constructs on a subset of a compact Stiefel 
manifold, using a number of hyperparameters that grows as of 𝑂𝑂(𝑛𝑛2). Finally, it identifies the 
hyperparameters by formulating a statistical inverse problem such that the mean value and 
statistical fluctuations of some quantities of interest predicted using the resulting SHPROM match 
target values obtained from data; and solving the corresponding optimization problem. 
While the potential of NPM for quantifying model-form uncertainties has been successfully 
demonstrated for a number of applications [2], its practicality is contingent upon the 
computational tractability of the solution of the optimization problem underlying the 
identification of its hyperparameters. This problem is non-convex, stochastic, and therefore 
computationally intensive. So far, it has been solved using gradient-based methods where the 
sensitivities of the objective function with respect to the hyperparameters are computed by finite 
differencing, which has raised robustness and performance issues. For highly nonlinear HDMs 
where the SHPROM has typically a dimension 𝑛𝑛 ≥ 20, these issues are exacerbated by the larger 
size of the stochastic optimization problem. Here, they are addressed by a two-pronged approach. 
First, NPM’s inverse statistical problem – and therefore its number of hyperparameters – is 
reduced from 𝑂𝑂(𝑛𝑛2) to 𝑂𝑂(𝑛𝑛) by developing a network of autoencoders that provide a nonlinear 
approximation of the dependence of the randomized reduced-order basis on its hyperparameters. 
Second, the sensitivities of the objective function of the optimization problem with respect to the 
hyperparameters are computed analytically, by tracking the complex web of operations 
underlying the construction of the stochastic objective function. The net result is an 
implementation of NPM whose robustness and performance are dramatically improved. These 
improvements and the potential of the enhanced NPM for the physics-based, data-driven 
modeling of solid mechanics / structural dynamics problems and the reduction of their model-
form uncertainty is demonstrated on an application pertaining to a jet engine nozzle problem. 
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We report a study of impact problems on random fields. First, an impact model is formulated as a bound-
ary value problem for a stochastic partial differential equation, where the randomness is incorporated
into the differential operator with the help of two homogeneous and isotropic random fields, one of each
is scalar-valued and describes the mass density, and another one is rank 2 symmetric tensor-valued and
describes the stiffness. See [1] for detailed description of the above approach.

Our study is an extension of the previous studies [2, 3]. We suppose that the stiffness random field
governing the impact dynamics is represented as the sum of the deterministic mean value and a positive-
definite dyadic product of two vector-valued Gaussian random fields. For the latter fields, we suppose
that their spectral densities belong to a prescribed parametric class. Using the Monte Carlo simulation
approach, we study the mean response amplitude and the sensitivity of wave propagation for a wide
range of parameters that describe the fractal dimension and Hurst parameter of the governing fields.
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While uncertainty propagation through plasticity models has been studied quite extensively, either by
means of Monte Carlo simulations or by using polynomial chaos expansions, contributions focusing on
the proper modeling of stochastic input parameters in computational plasticity remain very scarce. In
this work, we address the construction of information theoretic stochastic models, and focus on the case
of anisotropic Hill plasticity. A formulation involving a low-dimensional parameterization is first laid
down. We subsequently apply the framework to model variations observed in physical experiments on
materials processed by additive manufacturing. Uncertainty propagation is finally conducted to gain
insight about the impact of material variability on the structural response of complex structures.
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In the context of hp-adaptivity, Darrigrand et al. [1] introduced a novel automatic mesh-refinement
strategy based on a multi-level hierarchical data structure proposed by Zander et al. [2]. Darrigrand et
al. [1] algorithm marks the basis functions with the lowest contributions to the energy of the solution.
It removes them to achieve an automatic hp-adaptive strategy built upon an unrefinement process that
optimizes the existing computational resources. However, the global energy of the problem may be
a quantity of limited relevance. Thus, many engineering applications require the approximation of a
specific Quantity of Interest (QoI). Mesh adaptive algorithms intended to approximate a specific QoI are
known as Goal-Oriented adaptive algorithms (see, e.g., [3-4]). They look for an accurate approximation
of the QoI using an error estimator to guide refinements based on the solution of the dual problem. In
this presentation, we extend the previous work [1] to goal-oriented symmetric positive definite (SPD) and
non-SPD problems, re-defining the contribution to the energy to take into account both the direct and the
adjoint problem. We test and analyze our algorithm on two-dimensional (2D) Poisson and Helmholtz
problems, and we describe the main features and limitations of the proposed method. In particular, our
algorithm is robust and straightforward to implement; therefore, it can be used for industrial applications.
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In a posteriori error analysis, the relationship between error and estimator is usually spoiled by so-called

oscillation terms, which cannot be bounded by the error. In order to remedy, [1] devised a new approach

for the standard linear finite element method where the oscillation has the following two properties. First,

it is dominated by the error, irrespective of mesh fineness and the regularity of data and the exact solution.

Second, it captures in terms of data the part of the residual that, in general, cannot be quantified with

finite information. The new twist in the approach is a locally stable projection onto discretized residuals.

In the case of the Poisson problem, the approach leads to an improved standard residual estimator and

allows tackling problems with sources in H
−1.

We shall present a generalization of this approach to higher order methods.

REFERENCES

[1] Kreuzer, Ch., Veeser, A. Oscillation in a posteriori error estimation. Numer. Math. (2021), 148:43–

78.

1324



Adaptive Concurrent Multiscale Modelling Using Hybridized Discretizations, Error Estimation 
and Machine Learning
Tim Wildey

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 
Adaptive Concurrent Multiscale Modelling Using Hybridized 

Discretizations, Error Estimation and Machine Learning 
 

Tim Wildey1 
1 Sandia National Labs, Albuquerque, NM, tmwilde@sandia.gov  

 
Key Words: Multiscale modelling, adaptive modelling, error estimation, hybridized 
discretizations, machine learning 
 
Multiphysics systems are often strongly coupled, highly nonlinear and characterized by multiple 
physical phenomena that span a large range of length- and time-scales. Performing direct 
numerical simulation of such systems that resolves all the relevant length- and time-scales is often 
prohibitive, even on the modern leadership-class computing platforms. Nevertheless, these fine-
scale variations often impact the behaviour of the system on a much larger scale in non-negligible 
ways. Thus, one often seeks to model or approximate the subgrid scale phenomena to accurately 
and efficiently capturing their impact on the coarse scale solution.  Multiscale formulations based 
on non-overlapping domain decomposition methods have the additional benefit of allowing 
different physical models and numerical discretizations in different regions.  However, 
determining the optimal subgrid model within a coarse scale region that effectively balances 
accuracy and computational expense can be challenging for transient nonlinear multiphysics 
applications. 
 
In this presentation, we describe our theoretical and computational frameworks that are based on 
a generalization of hybridized discretizations and are designed to exploit heterogeneous 
computational architectures to enable concurrent multiscale modelling on a range of transient 
nonlinear multiphysics applications.  We will also describe our utilization of dynamic adaptive 
subgrid modelling and how we are utilizing a posteriori error estimation procedures and 
supervised machine learning strategies to determine the appropriate subgrid model for an element 
in the coarse scale partition.  We will provide demonstrations on applications motivated by 
subsurface flow and mechanics in porous media and additive manufacturing. 
 
Sandia National Laboratories is a multimission laboratory managed and operated by National 
Technology and Engineering Solutions of Sandia, LLC., a wholly owned subsidiary of Honeywell 
International, Inc., for the U.S. Department of Energy's National Nuclear Security Administration 
under contract DE-NA-0003525. 
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In this talk, we will present recent results for the quantification of uncertainties that arise from
intra-day oscillations in the demand for natural gas transported through large-scale networks [2].
The short-term transient dynamics of the gas flow is modelled by a hierarchy of hyperbolic
systems of balance laws based on the isentropic Euler equations. We extend a novel adaptive
strategy for solving elliptic PDEs with random data, recently proposed and analyzed in [1] to 
uncertain gas transport problems. Sample-dependent adaptive meshes and a model refinement in 
the physical space are combined with adaptive anisotropic sparse Smolyak grids in the stochastic 
space. A single-level approach, which balances the discretization errors of the physical and 
stochastic approximations, and a multi-level approach, which additionally minimizes the 
computational costs, are considered. Two examples taken from a public gas library demonstrate 
the reliability of the error control of expectations calculated from random quantities of interest, 
and the further use of stochastic interpolants to, e.g., approximate probability density functions of 
minimum and maximum pressure values at the exits of the network.
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Anisotropic, adaptive finite elements have shown to be very efficient for solving pde’s with boundary
or internal layers. The application to fluid flow in aluminium electrolysis cells will be presented, where
two immiscible, incompressible and turbulent fluids are involved. Using the anisotropic error indicator
presented in [1] for Stokes’ problem, anisotropic adapted meshes will be used to produce accurate results
with far less vertices than uniform meshes.

The error indicator will be justified on the simplified nonlinear problem (some kind of p-Laplace prob-
lem):

−div ((µ+ |∇u|)∇u) = f ,

where µ corresponds to the laminar (constant) viscosity and |∇u| to a turbulent (Smagorinsky) viscosity.
Numerical experiments will show that the use of quasi-norms as in [2] is needed to obtain effectivity
indices close to one.
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In the context of computational engineering, physical systems are classically represented by a mathemat-
ical model which can be picked in a hierarchical list of possible models, with increasing complexity, and
which is then numerically processed to obtain a virtual twin. In such a framework, a critical error source
comes from imperfect modeling. Therefore, for safe decision-making, there is a need for certification of
the predicted outputs, with consistency between physical reality and numerical models; this is the matter
of model parameter updating, but also model enrichment in order to correct model bias from data-based
information (hybrid approach). On the other hand, there is a need for effectivity, in order to perform
fast data assimilation and control as required in Dynamic Data Driven Application Systems (DDDAS) in
which a continuous exchange between simulations and experimental measurements is implemented. The
goal is thus to compute right at the right cost, with smart management of computing resources depending
on the objective and complexity of the observed physical phenomena. This resorts to model adaptivity
and suitable selection of a reference mathematical model in view of experimental data.
The talk addresses these various topics by using the Constitutive Relation Error concept. In its modified
version [1, 2], it is a powerful, relevant, and robust tool to perform suitable modeling and simulation
with respect to experimental information. During the presentation, the philosophy and performance of
this tool will be shown on several recent mechanical engineering applications related to (sequential)
model parameter updating with noisy data (e.g. [3]), but also data-based model selection and correction
with regards to rich data coming from full-field measurements or distributed optic fiber sensing.

This project has received funding from the European Research Council (ERC) under the European
Union’s Horizon 2020 research and innovation programme (grant agreement No. 101002857)
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Multilevel Monte Carlo methods (MLMC) can dramatically reduce the computational cost of Monte
Carlo simulations where each sample is computed using a discretization based numerical method, for
example, when computing the expected value of a quantity of interest (QoI) depending on the solution
to a partial differential equation with stochastic data.

Goal-oriented adaptive finite element refines the mesh based on the error contribution to the QoI. The
method is effective, for instance, when the geometry presents a singularity, such as a non-convex domain.

The purpose of this work is to combine MLMC and adaptive finite element solvers, to efficiently solve
a boundary-value problem of an elliptic partial differential equation with random coefficients on a non-
convex domain. The QoI is a linear functional of the PDE solution, and the coefficient field is efficiently
sampled from a regular coefficient random field. The adaptive refinement algorithm is based on [1]. This
work can also be seen as an extension of [2].
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The talk will deal with the development and analysis of optimal approaches for mesh adaptation for the
discretization of classical boundary-value problems. One can mathematically show that some greedy
adaptive methods provide optimal rates of convergence with respect to the energy norm or some quantity
of interest for simple problems such as those given in terms of symmetric positive-definite boundary-
value problems [1, 2, 3]. Performance of the methods for general problems is far less clear. The objective
of the talk will be to reformulate mesh adaptivity in terms of minimization problems with constraints,
based either on classical optimization theories [4, 5] or on concepts from optimal transport [6]. The
performance of the different formulations will be compared on classical model problems.
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The problem of determining the mechanical response of heterogeneous fluid-saturated porous 
rock using computational homogenization is considered. One standard approach is the so-called 
“finite element squared” (FE2) procedure, where a new boundary value problem for the coupled 
porous media problem is defined on a Representative Volume Element (RVE) in each 
macroscopic quadrature point. In the case of non-linear or transient effects, the effective response 
must be computed on the fly, making the strategy computationally intractable in practice for 
detailed RVE-structures. It is therefore of interest to reduce the cost of solving the individual 
RVE problems by introducing a reduced basis, here denoted Numerical Model Reduction (NMR). 
 
Computational homogenization using NMR was presented by Jänicke et al. [1], considering 
Proper Orthogonal Decomposition (POD), and extended by Ekre et al. [2] where an a posteriori 
error estimator was presented. In addition to POD, Spectral Decomposition (SD) was also used 
for basis generation in the latter work. It was shown that the POD basis outperforms the SD basis 
in terms of accuracy, but the SD basis behaves better in that it did not overestimate the error as 
much.  
 
In this contribution, we complete the computational strategy by presenting a novel procedure for 
adaptively enriching the NMR-basis with either POD- or SD-basis functions using a refinement 
indicator derived from the error estimator. Previous work is also extended by considering non-
linear modelling in terms of deformation-dependant permeability. The generation of POD-basis is 
unaffected by the non-linearity and the generation of spectral modes can still be carried out based 
on a linearization. However, the accuracy of the reduced approximation typically reduces with the 
amplitude of the non-linearity. The previously developed error estimator is linearized in a manner 
that it presents guaranteed bounds on the error in the limit of infinitesimal loading.  
 
We study a few numerical examples of 3D RVE-structures, where we seek the effective response 
during prescribed loading of varying amplitude. The robustness and accuracy of the linearized 
error estimate and the efficiency of the adaptive basis enrichment procedure are investigated. 
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In the recent work [1], we prove new optimality results for adaptive mesh refinement algorithms for non-
symmetric, indefinite, and time-dependent problems by proposing a generalization of quasi-orthogonality
which follows directly from the inf-sup stability of the underlying problem. This completely removes a
central technical difficulty in modern proofs of optimal convergence of adaptive mesh refinement algo-
rithms and leads to simple optimality proofs for the Taylor-Hood discretization of the stationary Stokes
problem, a finite-element/boundary-element discretization of an unbounded transmission problem, and
an adaptive time-stepping scheme for parabolic equations. The main technical tool are new stability
bounds for the LU-factorization of matrices together with a recently established connection between
quasi-orthogonality and matrix factorization.
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A posteriori error estimates by flux equilibration are nowadays well established for many model prob-
lems. This is, however, not the case for the curl–curl problem, as a simplification of Maxwell’s equations.
In this contribution, we describe two novel estimates for its Nédélec finite element discretization.

In the first case, we avoid the use of the Prager–Synge equality. We devise a “broken patchwise equi-
libration”, relying on small patches of tetrahedra around the edges of the mesh. Mathematically, this is
related to the localization of the residual with test functions in H0(curl). The resulting estimators are
reliable, locally efficient, and polynomial-degree-robust, but contain some (computable) constants.

In the second case, we design a full equilibration in that we construct a H(curl)-conforming Nédélec
piecewise polynomial with a prescribed curl. Our procedure relies on larger patches of tetrahedra around
vertices and is mathematically related to the localization of the residual with test functions in H(curl)
and to a divergence-free decomposition of a given divergence-free H(div)-conforming Raviart–Thomas
piecewise polynomial. The resulting estimators are here reliable, locally efficient, polynomial-degree-
robust, and constant-free, since obtained via the Prager–Synge equality.

Stable extensions of piecewise polynomial data prescribed in a patch of tetrahedra sharing an edge/vertex
are a central theoretical tool. Numerical results illustrate the theoretical developments. This is a joint
work with Alexandre Ern (first case, [1]) and with Théophile Chaumont-Frelet (both cases, [1, 2]).
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In 2-level topology optimization (TO), an initial TO iteration run on a coarse mesh (the macro-
level) is followed by a TO iteration run on a fine mesh (meso-level) at each of the cells defined by 
the elements of the macro-level. In structural applications, the boundary tractions applied on each 
cell of the meso-level are evaluated from the FE stress field of the macro-level. Geometrical 
continuity between adjacent cells is required in structural applications for a proper load transference 
between cells. This geometrical continuity cannot be obtained if different traction distributions are 
applied on the shared faces of adjacent cells. Hence, this geometrical continuity cannot be achieved 
considering the FE stress field, obtained at the macro-level, since tractions acting on conforming 
element faces that equilibrate with an internal stress field do not usually maintain the element in 
equilibrium, and neither are they codiffusive with adjacent elements. Thus, for 2-level TO, we need 
to postprocess the FE stress field of the macro level to obtain a stress field that provides both, the 
traction continuity between adjacent cells and the equilibrated tractions at each cell. Hence, we 
would need a statically admissible stress field. 
 
In this work, and in the framework of the Cartesian grid FEM (cgFEM) [1], we revisit the use of 
two techniques aiming at evaluating statically admissible stress fields, previously developed in the 
traditional context of discretization error bounding/estimation. On the one hand, we will consider 
the process based on the use of graphs showing the interactions between neighbour elements and 
Maxwell force diagrams [2] used by Ladevèze in the Constitutive Relation Error method. On the 
other hand, from the context of the Recovery-based error estimators developed by Zienkiewicz, we 
consider an extension of the Superconvergent Patch Recovery (SPR) technique, the SPR-C 
technique [1], that uses constrain equations to ensure the satisfaction of the internal and boundary 
equilibrium equations at patch level. This work analyses the behaviour of these two techniques in 
2-level TO. 
 
 
Acknowledgements: We would like to thank the financial support granted by Ministerio de 
Universidades e Investigación (FPU20/04828) and Generalitat Valenciana (Prometeo/2021/046). 
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Mesh generation is a bottleneck for the current industrial use of CFD, due to its dependence on expert
user knowledge and its unpredictable cost, since iterative modification of the meshes may be needed
to correctly resolve flow features. Adaptive mesh refinement is a natural solution to these problems.
However, mesh adaptation is only acceptable in an industrial context if it can be performed automatically,
with little or no user intervention, and if it is robust enough to produce reliable solutions for a large range
of test cases.

This paper studies the use of adaptive refinement for the industrial simulation of free-surface water
flows. We ensure the reliability of the simulation results by two means. First, the computational setup
is automated; physics-based arguments are used to derive guidelines to automatically set the simulation
parameters correctly for each simulation, independent of the flow conditions and the geometry [2]. With
these parameters, adaptive meshing produces grids that are suitable for capturing each flow.

Furthermore, the metric-based refinement criteria that we use make it easy to produce series of coarse to
fine meshes, which can be combined with classical numerical uncertainty estimation procedures [1]. It is
shown that the grid convergence obtained is remarkably smooth for unstructured meshes, which implies
that the estimated uncertainty bounds are sharp and accurate.

The procedure is demonstrated for the resistance evaluation of ships. A first test case is used to fine-
tune the simulation guidelines, which are then applied unchanged to three other ships, ranging from a
destroyer to a supertanker. In all cases, the simulation results are good, which proves the generality of the
approach. Thus, the mesh adaptation and uncertainty estimation procedure appears powerful and reliable
enough for routine use in industry.
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Though the method-of-moments implementation of the electric-field integral equation plays an important
role in computational electromagnetics, it provides many code-verification challenges due to the different
sources of numerical error. In this talk, we provide an approach through which we can apply the method
of manufactured solutions to isolate and verify the solution-discretization error. We accomplish this
by manufacturing both the surface current and the Green’s function. Because the arising equations are
poorly conditioned, we reformulate them as a set of constraints for an optimization problem that selects
the solution closest to the manufactured solution. We demonstrate the effectiveness of this approach for
cases with and without coding errors.
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Joint angles during human gait are commonly computed from data measured via optical marker based
motion capture [1]. For this, markers are placed on the human body and their position is tracked with
cameras. Based on the measured positions paired with the correlation of the placement of markers rela-
tive to the person’s physiology, the joint angles and segment positions can be calculated and evaluated.
This process has multiple sources for uncertainty. The measurement of the marker positions as well as
their position on the body is affected by uncertainty. Furthermore, due to the relative motion between
bones and skin, soft tissue artefacts (STAs) further increase the uncertainty.

In this work, we examine the different causes for uncertainty in the measurement and calculations and
propagate it forward, using an epistemic (fuzzy) uncertainty model and α-level optimisation [2, 3]. For
each marker, we assume that it’s true position is within a sphere around the measured position, whose
radius is modelled by a convex fuzzy number. This means the radius can vary within an interval and
each value within this interval is assigned a membership value, based on the membership function. The
resulting envelopes of the joint angles are then calculated with α-level optimisation, allowing for efficient
propagation of the uncertain marker position and to calculate the uncertain joint angles. This enables the
analysis of joint angle values with respect to the uncertain input parameter. Different joint angles during
gait are examined. The results are discussed with respect to uncertainty modelling and its propagation
through the joint angle calculation.
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The macroscopic behavior of composite materials (e.g. steel or carbon reinforced concrete) is strongly
dependent on the mesoscopic heterogeneities. Based on numerical homogenization methods, which are
premised on the concept of scale separation, the mechanical behavior of the mesoscale is considered within
the structural analysis of the homogeneous macroscopic replacement continuum. The heterogeneous
mesoscopic material behavior is characterized by a representative volume element (RVE) with uncertain
properties. The realistic modelling of structures requires the consideration of aleatoric and epistemic
uncertainty. Generalized polymorphic uncertainty models (p-box, fuzzy probability based randomness
with bunch parameter description) are utilized in order to take variability, imprecision, inaccuracy and
incompleteness of material data into account. The concept of data-driven computational mechanics [1]
enables material model free finite element analyses of solids directly based on stress-strain data sets.
The key idea is to assign a state which fulfills equilibrium and compatibility constraints and leads to a
minimum of the penalized objective function to every integration point. Thus, the data-driven computation
scheme incorporates methods for solving nearest neighbor searches (e.g. k-d tree, ball tree).

A data base characterizing the macroscopic material behavior is derived by solving the boundary value
problem of the displacement-driven RVE for varying deterministic boundary conditions and quantifying
the polymorphic uncertainty of the corresponding stresses resulting from the uncertain mesoscopic material
parameters. A computationally efficient approach for the consideration of data sets containing uncertain
stress-strain states within data-driven computation based on information reduction measurements and
efficient nearest neighbor search algorithms will be developed. Due to the generalization, the approach
is applicable to various aleatoric, epistemic and polymorphic uncertainty models. In addition, different
phase space sampling strategies are adapted to the data-driven solver and compared. The workflow and
characteristics of the developed methods are demonstrated by structural examples with polymorphic
uncertain mesoscopic material properties quantified by p-boxes.
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For a period of time now, additive manufacturing has been a widespread method in a huge variety of
engineering applications. Thereby its nearly limitless design freedom has enabled the practice of trial
and error approaches in many fields like bio-engineering or civil-engineering, see for instance [1]. How-
ever one aspect that has only recently been investigated is the error introduced in the designs due to
the manufacturing process. In this context small-scale variations of the material properties (e.g., density
fluctuations) and mesoscopic geometric deviations can often be considered as main sources of uncer-
tainty. Indeed the variability in certain mechanical properties of additively manufactured slender elastic
rods is significant, see for instance [2]. Quantifying the effect of such deviations on different mechanical
properties of slender elastic rods numerical techniques based on finite element methods for 3D solids
combined with Monte-Carlo methods are very well known. Unfortunately such methods usually exhibit
extremely high computational cost and often turn out to be impractical in the ordinary usage. This is a
special limiting factor as besides uncertainties of aleatoric type (following a well-characterized probabil-
ity distribution) some errors introduced in the printing process are more difficult to quantify and thus fall
in the epistemic category where for example only bounds on probabilities can be established (e.g., due to
difficulties in imaging the printed objects using computer tomography). In order to quantify the impact
of random deviations in a more efficient way simplified and at the same time accurate surrogate mod-
els were derived in the present work using dimension reduction and recently developed mathematical
methods in quantitative homogenization leading to a marked reduction in computational effort.
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In structural reliability analysis the Monte Carlo method (MC) is often used to compute the Probability of
Failure (PoF) since analytical solutions are not available. More often than not, the model to be evaluated
has a demanding computational cost which makes MC infeasible, due to the high number of samples
needed to describe the rare event. With regard to polymorphic uncertainties, the demand increases even
further since the PoF’s upper and lower bound are computed in a double loop at additional cost [1].

The moving particles method offers significant improvements over plain MC and the number of eval-
uations is reduced drastically. Here, a small number of samples (particles) is created by MC and then
moved into the failure domain by applying Markov Chain Monte Carlo. This leads to a Poisson process
whose parameter is linked to the PoF. [2]
To further increase the efficiency, a multilevel version has been introduced recently which combines
multiple models of different fidelity via additive information fusion [3].

In a first step to efficent sampling methods for polymorphic untertainties, a new approach is proposed
which focuses on aleatoric uncertainties only and uses multiplicative information fusion. Therefore,
Expectation Maximization is applied to estimate the Poisson parameter of the high fidelity model. This
is achieved in two ways: On the one hand the parameters of a multivariate Poisson distribution [4] are
estimated using all models at once, adapted for decreasing samples per fidelity level. On the other hand
the models are combined pairwise leading to a step by step solution with a bivariate Poisson distribution
estimation in each step. Both versions are tested on an example and afterwards compared with regard to
relative error and computational time.
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Copulas are commonly applied to characterize and incorporate dependency structures of multivariate
random variables in stochastic uncertainty quantification. For the modeling of copulas, e.g. based on
measurement data of the multivariate random variable, copula-parameter estimation methods are required.

In the context of polymorphic uncertainty, on the one hand, aleatoric uncertainty characteristics, commonly
based on stochastic uncertainty models and, on the other hand, epistemic uncertainty characteristics, e.g.
based on fuzzy or interval uncertainty models, are distinguished and both uncertainty characteristics
are considered in combined uncertainty models. Multivariate fuzzy probability-based random variables
are investigated as polymorphic uncertainty model, combining the uncertainty characteristics by fuzzy-
parametrization of probability functions and, according to [2], fuzzy-parametrized dependency structures.

Two novel approaches are presented to model polymorphic uncertainties in dependency structures based
on copulas. The approaches are extending present methods of copula-parameter estimation and both are
resulting in fuzzy-parametrized copula models, accordingly denoted as fuzzy probability-based copulas.

In the first approach, dependency structures in multivariate random variables are investigated. In [1],
methods for interval-valued copula-parameter estimation are proposed, which are characterized by
confidence interval estimators. Based on this, an estimator for fuzzy-parameterized copulas is developed.
In the second approach, fuzzy-parametrized marginal probability functions are investigated. An additional
fuzzy analysis is introduced to estimate the fuzzy copula-parameters. The developed method enables the
estimation of copulas as dependency structure of the polymorphic uncertain multivariate variable.

Novel data based estimator methods are developed for both approaches. Therefore, the applicability of
the approaches is shown by numerical examples, where uncertainty quantification is performed for a
structural problem of a timber construction, based on measurement data of sensitive system parameters.
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To ensure the safety of engineering structures under the influence of polymorphic uncertainties, optimal
designs can be obtained from reliability-based design optimizations (RBDO). Therein, the computation
of the mathematically sharpest (upper) bound on the probability of failure (PoF) is a crucial task, since
the computed bound on the PoF is compared to a specified threshold to evaluate the safety of a design
candidate. In this context, no uncertified assumptions in terms of probability density functions on the un-
certain input quantities should be made to avoid faulty results from the optimization. Under this premise,
the extended Optimal Uncertainty Quantification (OUQ) is a suitable framework for the uncertainty
quantification, cf. [3] for the original approach and [2] for its extension to polymorphic uncertainties.
The key feature is the ability to incorporate information on moments of epistemic quantities without an
assumption on the type of an underlying probability density function while still enabling the inclusion
of probability densities for description of aleatory uncertainties. Thereby, uncertified assumptions on the
data are avoided and the safety of the design is maintained. In this contribution, the integration of the
extended OUQ framework in an RBDO-context is presented. For that matter, the production process
and crash behavior of a car front bumper under the influence of polymorphic uncertainties including
uncertain sheet metal properties resulting from microstructure variation [1] are numerically evaluated.
Therein, the arrangement of locally laser-hardened zones in the sheet metal is optimized in order to maxi-
mize the dissipated energy of the front bumper in a simple crash scenario. Since individual computations
of each design candidate in terms of finite elements are costly, a surrogate model is constructed, which
is then used in the RBDO itself for efficiency reasons.
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In the design of reinforced concrete (RC) structures and the development of construction methods, 
the current mainstream is the use of experiments. However, this method requires a lot of 
preparation and expense, and it is difficult to prepare a full-scale specimen. On the other hand, 
numerical analysis for RC structures can reduce the number of experiments currently required and 
enable efficient design of structures and development of construction methods. 
 
In this paper, an attempt is made to apply the American Society of Mechanical Engineers 
(ASME) standard ASME V&V 10 as a method for verification and validation (V&V) of 
computational models for RC structures, following the ASME procedures for computational 
verification of computational models and quantification of uncertainty of computational results. 
The reality of interest is an experiment conducted by Kurumatani et al. in which three RC beam 
specimens of the same specifications were subjected to flexural failure in five different 
organizations. The computational model used is a finite element method model with a smeared 
cracking model developed by Morikawa et al. The computational model is validated by 
probabilistic analysis considering the uncertainty of the computational model and input 
parameters.  Finally, the prospects of V&V for actual structures are discussed. 
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Random fields are widely used to characterize spatial variablity. However, the common simula-
tion methods are not suitable for manifold due to its complex correlation structure. This study
introduces a two-stage method to simulate random fields over manifold. At the first stage, the
manifold is transformed into a Euclidean domain by dimension reduction algorithm, then over
the Euclidean domain the random field is generated by common existing methods at the second
stage. The final random field over manifold is obtained by mapping the random field over Eu-
clidean domain back to the manifold. The key of the two-stage method is the transformation at
the first stage, where the correlation structure, which is evaluated by geodesic distance, needs
to be preserved. Therefore, any dimension reduction algorithm preserving geodesic distance
and common random field simulation method can be coupled into the two-stage method. In
this study, we adopt the Isometric mapping (Isomap) with accurate geodesic distance as the
dimension reduction algorithm and stochastic harmonic function representation as the common
random field simulation. Several examples with random fields over manifold are demonstrated
the applicability of the two-stage method.
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An example of the verification and validation, based on ASME VV-10, for analysing reinforced 
concrete beams is introduced. The finite element method with non-linear material constitutive 
laws of concrete and steel is used for the computational model. A damage model based on 
fracture mechanics of concrete [1] is applied to the analysis of crack generation and propagation 
in concrete. The quantification of uncertainty about material properties of concrete is also 
performed in the validation of the computational model.  
 
We first show our computational model [1], used in the verification and validation, for the non-
linear analysis of reinforced concrete. The model is based on the finite element method with non-
linear material constitutive laws. The modified von-Mises damage model is applied to concrete, 
and the standard von-Mises plasticity model is applied to steel. Finite element meshes of 
reinforced concrete beam reflecting the geometry of deformed bars are prepared in 3D.  
 
An example of the verification is second presented. A model based on Euler- Bernoulli beam 
theory with material non-linearity is used for the verification, and the results are compared to the 
numerical results obtained from the 3D finite element analysis. From these results we confirm 
that the load-displacement responses conform to the reference solution of beam theory without 
the dependence of mesh-size.  
 
We finally show a validation example along with the uncertainty quantification. The variation of 
material properties in concrete is regarded as the uncertainty in both the simulation and 
experiment in this study. A series of numerical result obtained from Monte Carlo simulation is 
compared to a series of experimental results obtained for quantifying the uncertainty of reinforced 
concrete beams. Good agreements are found between the numerical and experimental results, 
implying that the computational model is validated for the intended use.  
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 In this talk, I will summarize the recent activities focused on the application of the intrusive 
Spectral Stochastic Finite Element Method (intrusive SSFEM) [1] to probabilistic elasto-plastic 
solid mechanics. Compared to Monte Carlo simulations, which require thousands or tens of 
thousands of calculations with varying parameter values, the intrusive SSFEM is very 
attractive because, depending on how it is used, all the necessary probability moments can be 
obtained in one calculation. The objective of this research is to develop the intrusive SSFEM 
that can be applied to solve probabilistic elasto-plastic solid mechanics problems. In general, 
however, the following two problems are obstacles to this goal. (1) the problem of the stress 
return mapping algorithm in a probability space, and (2) the problem of the very complex 
process of constructing stochastic matrix equations by applying polynomial chaos expansion 
(PC exp.) to the tangential stiffness and internal force stochastic matrices. The problem (1) 
implies that it is difficult to find the exact probability distribution of the yield function that is 
updated by the return mapping. And finding a stochastic stress field that accurately reflects 
that probability distribution is the bottleneck. The next 2) is the problem that existing non-
linear FEM programs cannot be used as-is because all random variables such as displacements, 
strains, stresses, and stiffness matrices need to be decomposed using perturbation method or 
spectral expansions method when constructing the tool. In order to solve the problems (1) and 
(2), I developed a method called NISP-SSFEM, which is a combination of the non-intrusive 
spectral projection method (NISP method) and the intrusive SSFEM. NISP-SSFEM is a 
hybrid method to overcome the problems (1) and (2), where the NISP method is used to 
update the stress in a probability space and calculate the stochastic stiffness matrix and 
stochastic internal force matrix of the element, and the intrusive SSFEM is used to solve the 
global stiffness stochastic matrix. Then, a powerful method developed by Wan and 
Karniadakis[2], multi-element PC exp., is incorporated into NISP-SSFEM to solve the problem 
of instability caused by the setting of the number of numerical integration points in stochastic 
projection. In this presentation, I will introduce the multi-element NISP-SSFEM and conduct 
numerical experiments to evaluate this method by comparing the results with those of Monte 
Carlo simulations. 
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Carbon fiber-reinforced plastic (CFRP) laminates are materials manufactured by stacking prepregs 
(laminae) made of resins reinforced with carbon fibers. They have excellent characteristics such as 
light weight, high specific rigidity and strength, and they are used as structural members in a wide 
range of industrial fields such as aerospace, automotive, and energy industries. For CFRP laminates, 
it is known that damages in the micro-scale can lead to macro-scale failure. Therefore, it is very 
important to analyze the damage initiation and damage propagation behavior in CFRP structural 
members. 
 
An effective method for structural analysis of CFRP laminates is the two-scale analysis method 
based on a homogenization theory [1, 2]. This method is able to simultaneously analyze the micro-
behavior inside the material and the macro-behavior of the entire structure. The method therefore 
can precisely analyze the damage/strength of CFRP structural members. However, computational 
costs of the method generally become quite high. 
 
In this study, we develop a decoupled multiscale damage/strength analysis method for CFRP 
laminates that provides high efficiency by analyzing micro and macro damage behaviors separately. 
For this, the Hoffman criterion is introduced into unit cell analysis, and macroscopic behavior and 
strength of a unidirectional CFRP (lamina) are obtained through coupled multiscale analysis based 
on the homogenization theory. Then, macroscopic constitutive equations that reproduce the 
obtained macroscopic behavior and strength are developed and incorporated into commercial finite 
element analysis software. Using the developed method, damage/strength analysis of CFRP 
laminates is performed, showing that the method can efficiently analyze damage/strength behaivor 
of CFRP laminates. 
 
Acknowledgment: This work was partially supported by the JSPS Grants-in-Aid for Scientific 
Research (B) (20H02034). 
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In the field of bone biomechanics, micro-CT image-based analyses have been widely used 
including the direct modelling of porous trabecular bone. Recently, a new imaging apparatus, 
second harmonic generation (SHG) technique, has been developed that provides us with 
nanoscopic information of collagen. When it is applied to the bone, the osteon is visible, and 
many histological studies have been reported so far. However, as far as the authors know, no 
report is found on the SHG image-based finite element analysis except our previous report[1]. A 
novel biomechanics simulation of osteon that is consisted of collagen lamella surrounding blood 
vessel is expected to give new insight into the study on osseointegration. 
 
The purpose of this study is to analyse the strain in collagen fibres in osteon near the oral implant 
under the loading condition applied to the implant. The oral implant can be modelled by the 
micro-CT images for a cadaver. To connect the macroscopic implant and nanoscopic osteon, a 
traditional zooming finite element modelling was used. The resolution of micro-CT images in this 
study is 90 m, and that of SHG images is 0.83 m, which is accurate enough to model 300 m 
square region covering an osteon. The voxel finite elements were used with the same size with the 
resolution. To bridge the macroscopic and nanoscopic finite element models, a mesoscopic model 
with 9 m mesh size was used. The zooming analyses were basically done by customized 
commercial software VOXELCON (Quint Corp., Tokyo, Japan) and controlled by in-house 
python code. 
 
In the linear elastic finite element analysis, to consider arbitrary loading condition for two oral 
implants, the displacements under unit loading conditions were analysed first and stored in the 
database. In this report, we compared the strain distributions obtained under different loading 
conditions. 
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The number of degenerative spine disease patients and the portion of lumbar kyphosis are 
growing. However, biomechanical researches on kyphosis and its treatment are scarce. In this 
study, the characteristic effects on kyphosis and the influence of material properties of treatment 
device were investigated in the view of biomechanical behaviours. The finite element method 
and statistical analysis were adopted for the study. Fourteen patient-specific finite element 
models were constructed from patients. To investigate the biomechanical influence of material 
properties of pedicle screw fixation system rod and bone graft cage, different material properties 
of rod and cage were incorporated in the finite element models. Three materials were adopted 
for connecting rods to analyse the influence of material properties. For loading conditions in 
finite element analysis, the vertical load of 400N and moments of 7.5Nm were applied for 
muscle force and 4 representative spine motions. From the biomechanical point of view, five 
parameters, intradiscal pressure(IDP), range of motion(ROM), anterior disc height(ADH), and 
posterior disc height(PDH), von-Mises stress of bone graft were analysed statistically to clarify 
the characteristic effects on kyphosis and influences of material property of connecting rod. The 
parameters were compared between the normal and patient subjects and different material 
properties of connecting rod. The ADH of kyphosis patients shown significant decrease 
compared to those of normal subjects. The PDH of L3-L4 in patients shown significant decrease. 
Statistically, the ROM and IDP of patients were decreased significantly. The von-Mises stress 
of bone graft was the maximum in patients treated with connecting rod using PEEK. The IDP 
of the adjacent segment was minimum when PEEK was used for connecting rod. The ROM of 
subjects was maximum when PEEK was used for connecting rod. The discussed results in this 
study will be important for the research and treatment of lumbar kyphosis. 
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Monte Carlo simulation is often adopted for the structural reliability analysis of civil structures that 
considers the parameter uncertainties, such as uncertainties of structural properties and input loads 
in the structural analysis. However, as the uncertain parameters become higher dimensional, the 
number of samples required for probability convergence increases, which increases the 
computational cost. To reduce the computational cost, the use of surrogate model was shown to be 
effective in many previous studies. However, most of these models are trained only for the target 
task. The surrogate model trained for the specific task cannot contribute to the reduction of the 
number of training data in constructing the surrogate models for other tasks. 
In this study, we present a Transfer learned Gaussian Process Regression Surrogate Model (TF-
GPRSM) for structural reliability analysis. Transfer learning has recently attracted much attention 
in the field of machine learning, where the knowledge gained from a model built for one task can 
be used to build a model for another task. There are a few previous studies that use the transfer 
learning for the surrogate modelling. For instance, Tian et al [1] used the transfer learning in the 
deep neural network in the idea of Variable Fidelity Surrogate Model (VFSM). It was shown that 
the constructed surrogate model could reduce the computational cost of analysing a fine-mesh FE 
model. In this study, we aim to reduce the computational cost by using the transfer learning to build 
the surrogate model for the structural analysis in the reliability analysis. Here, the ARD (Automatic 
Relevance Determination) kernel is used for the Gaussian process regression. By using the ARD, 
the contribution of each uncertain parameter to the output response can be determined, and those 
contributions can be used to evaluate the similarity between the original task and the purpose task 
in the transfer learning. The TF-GPRSM was evaluated for two verification cases. One is the case 
for the seismic performance evaluation of a bridge pier structure considering the variation of 
earthquake load. Here, the TF-GPRSM was applied to the surrogate modelling of the nonlinear 
time-history analysis of a lumped-mass model of the seismic isolated bridge pier. The inputs of the 
surrogate model were structural property uncertainties and the outputs were the maximum 
displacements of the seismic isolation bearing and the pier for the evaluation. A pre-built model 
with one earthquake load was transfer trained to a surrogate model with another earthquake load. 
The other case was the live load capacity analysis of a steel plate-girder bridge considering the 
uncertainties of damage conditions using the FE model. In this surrogate model, the inputs were 
structural properties including the parameters to represent corrosion damages, and the output was 
the maximum Mises stress at the steel girders. A surrogate model was built beforehand in the 
undamaged state, and the information from that model was used to build a surrogate model using 
transfer learning for the model after damage. In both cases, the models with and without the transfer 
learning were compared by verifying the accuracy and the cumulative distributions of the outputs 
for the structural reliability analysis. As a result, it was shown that the TF-GPRSM could predict 
the outputs with higher accuracies, and the number of training data required to obtain the same 
regression accuracies could be significantly reduced. 
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Transpiration cooling is a promising cooling technique aiming to enable safe operation in applications
as e.g. rocket combustion chambers, where the material will not withhold the temperatures by itself.
Incorporating parameteric uncertainties into the model leads to stochastic outputs of the system, e.g. the
temperature is a random variable. In the area of quantile estimation, reliable methods are explored that
efficiently evaluate high quantiles for the purpose of risk assessment, reliability and decision analysis
[1].

In this talk, a novel approach is introduced that identifies the unknown quantile of the hot gas temperature
using an empirical distribution system [2] which statistical properties are extracted by generalized Polynomial
Chaos (gPC) expansions. The method is tested on a transpiration cooling model which consists of
an one-dimensional model for the flow through the porous medium and a two-dimensional Reynolds-
averaged Navier-Stokes model for the hot gas flow in a rocket combustion chamber, where the two
domains exchange boundary conditions at the interface [3].

An error analysis of the suggested method is proposed which allows assessing the necessary accuracy of
the gPC meta-model. Another advantage lies in the closed form expression of the quantile which makes
directly integrating the risk assessment into an optimization context suitable. Additionally, an analysis
of the numerical results shows the decreased computational expense due to meta-model techniques and
various contributions of the method to risk assessment for transpiration cooling in the bigger picture of
rocket combustion chambers.
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Recently, fuel cell vehicles (FCVs) have been attracting attention due to their low enviromental 
impact. FCVs need high-pressure hydrogen storage vessels (hydrogen tanks), and carbon fiber-
reinforced plastics (CFRP) are applied to the tanks because of their lightweight and high strength. 
 
The filament winding (FW) method is generally used to manufacture CFRP hydrogen tanks. 
In this method, fiber bundles are wound in the hoop direction and helical direction to cover 
the curved surfaces of hydrogen tanks, and the stiffness and strength are controlled by the 
way of winding. Therefore, it is important to analyze the effects of fiber bundle orientation 
angles and winding misalignment on the mechanical behavior of CFRP manufactured by the 
FW method (FW-CFRP). 
 
The mathematical homogenization method, which can analyze macroscopic and microscopic 
properties of heterogeneous materials, is one of the most effective methods for such analysis. In 
fact, the homogenization method has been developed into a form applicable to time-dependent 
deformation problems [1], and elastic-viscoplastic analysis of textile composites with 
consideration of laminate misalignment has been performed [2]. However, the homogenization 
analysis method for FW-CFRP has not been established yet.  
 
In this study, elastic-viscoplastic behavior of FW-CFRP for hydrogen tanks is analyzed based on 
the homogenization method. For this purpose, three-scale elastic-viscoplastic homogenization 
method for FW-CFRP is proposed to consider macro/meso/micro behaviors of FW-CFRP 
simultaneously. Then, a unit cell modeling method for FW-CFRP with various fiber bundle 
orientation angles and winding misalignment is established. 
 
This presentation is based on results obtained from a project (JPNP20003) commissioned by the 
New Energy and Industrial Technology Development Organization of Japan (NEDO). 
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The oral implant is now often used in dental treatment, but accidental cases still happen due to the 
lack of skill and experience of surgen, -by giving damage to nerve system in mandibular canal or 
to blood vessel after perforating lingual cortical bone during drilling jaw bone in the implant 
surgery. With this background, in order to contribute to the dental education, the authors have 
developed a drilling force sensing device [1] together with a stochastic finite element modelling 
method to calculate the drilling force considering inter-individual differences [2]. The stochasic 
computational method employed the first-order perturbation based stochastic homogenization 
method and uncertainty modelling method in micro-CT image processing, and a correction factor 
was calibrated by many experimentally obtained data for spine in others’ published papers [3]. 
 
In the above-mentioned privious studies, it was assumed that the accidental case happens if the 
drilling direction was originally wrong. On the other hand, this study studied on the untintentional 
misorientation during drilling, even if the original directdion was correct, due to the nature of the 
microsocpic morphology in the trabecular bone region. By analyzing a 4 mm cubic representative 
volume element at the tip of the drill by the asymptotic homogenization method, sudden change 
in the orthotropic characteristics due to the micro-architecture has been found. Assuming this can 
cause the unintentional shift of the drilling direction, we compared the drilling forces between 
two cases with and without misorientation. They were also implemented in the force sensing 
device. In the virtual experience of two cases, the difference in force was clearly detected. 
 
In this study, the bone volume fraction was compared with the predicted drilling force, which 
could explain partially the drilling force. However, the morphology analysis by the 
homogenization method could predict the possibility of misorientation. 
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In the orthopaedic treatment using implant for acetabular cup [1] or spine [2], the stability of the 
screw must be assured during the surgery. A torque meter has been used, but a new non-contact 
type device using laser resonance frequency analysis has advantages similarly to Osstell [3] that is 
available for smaller sized dental implant than orthopaedic implant. Supported by AMED (Contract 
number: 20hm0102077h001, 2020-2023), a prototype apparatus has been developed and applied to 
polyurethane forms simulating human trabecular bone. The measured insertion torque and pull-out 
force had a strong correlation. However, when the peak frequency was compared with them, it was 
hard to identify insertion torque and pull-out force from the peak frequency. This was because the 
peak frequency showed variability for a certain insertion torque as well as a certain pull-out force. 
Therefore, in the clinical use for living patients, larger variability will be included in the measured 
data. This motivated us to study on the uncertainty factors and perform probabilistic simulation. 
 
The transient response was analysed for a cubic model consisting of cortical bone surface layer and 
trabecular bone region under laser pulse excitation considering three main uncertainty factors. The 
first one is the thickness of the cortical bone layer. The second is the size and the mechanical 
properties of the bone-screw interface. The third factor may lie in the laser pulse applied by surgeon. 
Concerning the thickness of the cortical bone layer and the radius of bone-screw interface, 3 
geometrical random parameters were defined. To define the physical random parameters, the 
trabecular bone in the bone-screw interface region was subdivided into 4 sections, and totally 5 
parameters were defined including the cortical bone. For the modelling of laser pulse excitation, 
two angles and two positions were considered as the uncertainty parameters. 
 
To reduce the computational cost for the transient response analysis by finite element method, the 
eigenvalue analyses were carried out for 256 cases to evaluate the influence of geometrical and 
physical random parameters on the eigenvalues. The combination of random parameters was 
narrowed down to 10. Next, the transient response analyses were performed by adding 6 loading 
conditions, and obtained the probable variability in the peak frequency. Note that 10-node 
tetrahedral quadratic element and COMSOL Multiphysics ver.5.6 were used for this study. 
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The metal additive manufacturing (AM) or 3D printing is becoming a matter of interest as a new 
manufacturing technique for light-weight or topology optimized components as well as patient-
dependent medical devices. One of the problems in AM is the higher possibility of defects, 
geometrical imperfection and the variability in material properties. Another difficulty lies in the 
determination of the building direction and support structure. The support structure is consisted of 
porous micro-architecture, which includes some design parameters. The process simulation by 
finite element method (FEM) will be of great help to the design of support structure from 
macroscopic standpoint. However, the porous micro-architecture is not considered at this moment. 
For instance, the CAD data of the porous micro-architecture tells us that the mechanical 
properties such as the Young’s modulus and the coefficient of heat conduction are orthotropic, 
but the current existing commercial process simulation tools assume the isotropic material model 
for the support structure, as far as the authors know. 
 
A preliminary experimental study of ours told us the occurrence of cracks in the support structure 
during the manufacturing process was strongly dependent on the geometrical design parameter 
for the micro-architecture. This fact motivated us to investigate the microstructures by micro-CT, 
partially based on our previous study on the additive manufacturing of lattice components [1]. 
 
Many defects and the variability in strut widths were observed. 6 geometrical parameters to 
express the discontinuities of struts were defined and statistically measured using micro-CT 
images. Also, the distribution of strut widths was measured statistically. Next, 21 probabilistic 
microstructure models were generated for the homogenization analysis by FEM to calculate the 
expected values of the macroscopic mechanical properties and the coefficient of heat conduction 
as the equivalent orthotropic model. A commercial software VOXELCON (Quint Corp., Tokyo, 
Japan) was used for the homogenization analyses. The outcome of this study including both 
statistically measured data and the numerically predicted homogenized properties will contribute 
to more accurate process simulation for additive manufacturing. 
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The additive manufacturing (AM) or 3D printing technology has been attracting attention in both 
industrial and medical fields. One of the disadvantages over conventional manufacturing methods 
such as milling and casting is the higher possibility of microscopic defects and macroscopic 
distortion of the products. The authors have studied on the geometrical accuracy or imperfection 
[1] and proposed a probabilistic finite element analysis based on the statistically measured database 
of geometrical parameters [2].  
 
Another difficulty in AM lies in the determination of building direction and support structure. To 
achieve good geometrical accuracy, for instance when the product includes circular hole or cylinder 
part, the choice of building direction is very limited [3]. The authors have found the correlation 
between the distortion of a circular hole in a flat plate and the building direction in the case of 
selective laser melting (SLM) of polyamid-12, PA2200 [4]. This study revealed that the proposed 
methodology to describe the correlation between specific geometrical parameters for distorted 
circular hole and the building direction holds also for aluminum alloy (Al-Si10-Mg). The 
constructed database enabled us to predict the mechanical behavior by finite element analyses of a 
product with a circular hole in a probabilistic way before manufacturing. Also the influence of the 
geometrical imperfection on the mechanical behavior of the product and that of the variability in 
material properties are quantitatively compared. 
 
Finally, this paper proposed a design scheme to achieve a perfect circular hole by SLM of aluminum 
alloy for arbitrary building direction. To this end, the building direction can be determined without 
any limitation due to the circular hole. 
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The discrete element method [1] is well recognised as a powerful numerical tool of granular flow 
simulations. In DEM simulations, however, monodisperse granular models have been widely 
employed to reduce computation costs while the particle size distribution is one of the important 
factors controlling the flow characteristics. As a result, the effects of the particle size distribution 
on granular flow simulations have not been sufficiently studied.  

 
The objectives of this study are to quantify the contribution of the particle size distribution on 
granular flows and to discuss the mechanism of its effect. A series of DEM granular flow simulation 
with different particle size distributions were conducted and analysed to investigate a relation 
between the particle size distribution and flow behaviour. A commercial software, which can solve 
contact problems of polyhedral objects with the help of the concept of the common plane [2], is 
employed for efficient numerical simulations. The obtained results clearly indicate that the run-out 
distance strongly depends on the number of particle sizes and is underestimated in the conditions 
employed by the monodisperse granular model. The longest run-out distance was recorded by the 
bidisperse granular model, whereas a constant value was achieved when the polydisperse granular 
models were employed.  
 

Because particle size segregation was observed during the flow, a series of vibration simulations 
was also performed to estimate the degree of size segregation. It was shown that each granular 
model has its own inherent degree of size segregation. From the results of the presented granular 
flow simulations and vibration simulations, it is reasonable to conclude that the run-out distance 
has a strong correlation with the degree of size segregation.   
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Some simulation models have been proposed to predict the time evolution in the deformation of 
ceramics during the sintering process. Most of them link the thermal history and the sintering 
shrinkage by so-called “sintering stress” [1], but we would like to obtain the thermal deformation 
directly from the thermal history. In addition, since the temperature gradients occur inside the 
structure during heating, it is better to employ a unified model independently on the temperature 
histories to represent the thermal deformations. 
 
We propose a simple strategy for the sintering simulation with Master Sintering Curve (MSC) [2], 
which considers microscopic thermodynamics from a macroscopic perspective [3]. In this 
simulation models, the deformation gradient is multiplicatively decomposed into thermal and 
mechanical component, and they are further divided into reversible and irreversible component. 
Assuming that the mechanical and thermal deformations are independent, each deformation 
component is determined by referring the experimental results of the time evolution in the 
deformation with/without uniaxial compression loads. The thermal and mechanical reversible 
deformations are represented by the commonly accepted models, namely thermal expansion and 
Hencky model [4]. MSC is employed for the thermal irreversible deformation (sintering 
deformation). It shows a density evolution from any temperature histories and it is easily obtained 
by sintering experiments. For the mechanical irreversible deformation, the viscoplasticity model 
[4] is used to represent the creep deformation during the sintering process. 
 
The sintering simulation is performed by installing the model with User Programmable Feature 
(UPF) into ANSYS thermal–structural analysis. The simulations are validated by comparing with 
experiments on the time evolution in the deformation. Using this simulation, we would clarify the 
effects on the total deformations and the stresses of the temperature distribution during the 
sintering process and the internal heterogeneity. 
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Carbon fiber-reinforced plastic (CFRP) laminates are important materials especcialy in aerospace 
and automotive industries because they have high specific strength and stiffness. Failure of 
structural members made of CFRP laminates is caused by damages in the micro-scale such as 
matrix cracking and fiber breakage. It is therefore necessary to analyze macroscopic and 
microscopic damage behaviors of CFRP laminates simultaneously. 
 
For such multiscale analysis, the two-scale analysis method [1] based on a homogenization theory 
is one of the most useful methods. Using the two-scale analysis method, the macroscopic and 
microscopic behaviors of CFRP laminates can be accurately analyzed at the same time. Therefore, 
this research group has developed a two-scale analysis method applicable to damage propagation 
and strength analysis of CFRP laminates [2]. In this analysis, however, all fibers were considered 
to have the same tensile strength, and it was not possible to take into account the effects of fiber 
strength variability obserbed in actual CFRP laminates. 
 
In this study, a two-scale damage propagation analysis method is used to analyze the damage 
propagation/strength of CFRP laminates considering variability of fiber strength. The Weibull 
failure criterion is applied to carbon fibers, while the Hoffman rule is used for resins as a damage 
criterion. Damage propagation and strength of CFRP laminates under uniaxial tension are 
analyzed with and without considering the fiber strength variability. By comparing both results, 
effects of the fiber strength variability on the damage propagation/strength of CFRP laminates are 
investigated. It is confirmed that the fiber fracture occurs almost simultaneously when the 
variability of fiber strength is not taken into account, whereas it occurs gradually when the 
variability of fiber strength is considered. 
 
Acknowledgment: This work was partially supported by the JSPS Grants-in-Aid for Scientific 
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Failure simulations of reinforced concrete members using Rigid-Body-Spring Model (RBSM) 
[1][2][3] are carried out as a case study for validation including uncertainty quantification of 
simulation based on ASME V&V guidelines. The experiment of interest is a flexural shear loading 
test of a reinforced concrete beam, in which 15 specimens were tested under same conditions. The 
validity of the simulation model is confirmed by comparing the mean and variation of the response 
values. The results of the study show that the method considering uncertainty quantification is more 
costly but more explicit in assessing the accuracy of the model compared to traditional validation 
methods. 
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Molecular-dynamics (MD) simulation is a standard tool in the toolkit of a modern computational 
mechanician and is used to compute all kinds of properties of science and engineering interest. 
Despite the ubiquitous use of MD simulations, a task as nominally simple as computing an error 
bar to place on a measurement can be laden with subtleties. As MD simulation continues to grow 
in popularity, as advances in hardware and software enable unprecedentedly large and long MD 
simulations, and as data-driven techniques increasingly demand large datasets produced using this 
technique, it is critical that the molecular simulation community prioritizes rigorous statistical 
quantification of uncertainties associated with MD simulations.  

In this talk, we present results on a simple yet illustrative vignette that demonstrates the power of 
a rigorous statistical approach, namely, computing the (self-) diffusion coefficient in a variety of 
fluid and soft-matter systems, ranging from the ideal to the (fairly) realistic. In each case, we 
show that commonplace techniques for estimating standard errors in diffusivity measurements 
(used essentially universally throughout the literature), frequently generate overconfident 
estimates of this transport quantity. In each case, we identify the core statistical assumptions that 
plague the standard approach, leading to this overconfidence. We conclude by presenting a simple 
scheme, inspired by a time-series analysis technique initially developed by econometricians, that 
enables accurate quantification of uncertainty in diffusion for fluids and soft-matter systems. 
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Modular bridges can be constructed in a short time by combining standardized rectangular panels 
according to the site conditions. They are mainly used as temporary or emergency bridges owing 
to reduction of the construction time by their pin joints. A Bailey Bridge is a typical modular bridge 
developed by D. Bailey in 1943 during World War II. Its standard panel consists of a rectangular 
framed panel (width 3048mm and height 1448mm) with a truss structure. The panel have four pin 
joints at its corners: two male and female types of the pin joints at the left side and right corners on 
the panel. The joints are completed by inserting steel pins (diameter 48mm) into the interlocking 
parts. Most of the studies on the modular bridges focused on the strength and layout of the panels 
[1, 2], and there was a limited knowledge on the pin joints. Hence this study focused on the pin 
joint of the Bailey Bridge and clarified the influence of its shape to the joint strength by numerical 
FE analysis. 
 
Parametric analysis was conducted in order to investigate the effect of pin joint specifications on 
the strength under uniaxial tension loads. A partial model based on the pint joint of the Bailey 
Bridge was considered, and eight numerical cases were set up by difference design parameters, that 
is, the pin diameter, joint shape, and the diameter gap between pin and pin hole at the pin joint. For 
the pin diameter (3 patterns), the size of the pin in each case was determined by the ratio of the 
diameter to the distance from the centre of the pin hole to the edge of the pin joint. For the joint 
geometry (3 patterns), the number of teeth and thickness of the joint in the meshing area were varied. 
For the diameter gap (1 pattern), the size of the gap was determined according to the limitation of 
the specifications for highway bridges in Japan. 
 
The pin joint strength under uniaxial tension was affected by yielding preceding either the pin, the 
area near the pin hole, or the other member. The pin joint of the Bailey Bridge yielded from the pin. 
As far as in this study, increase of pin joint strength of 18% was observed when the pin diameter 
was increased by 9mm compared to the Bailey Bridge model. It was also found that the joint 
performance was degraded by the gap between the pin and the pin hole of the pin joint. 
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Abstract. In the application of the vehicle scanning method for bridges, the two factors of vehicle 
frequency and pavement roughness cannot be ignored. To tackle these at once, this study proposes 
the novel idea of designing and using a frequency-free test vehicle in parked state to retrieve the 
dynamic characteristics of the bridge. A single-axle test vehicle is considered frequency-free if its 
frequency is designed far larger than those of the bridges of interest. The test vehicle will also be 
free of pavement roughness if it is used in the parked (non-moving) state. Firstly, based on the 
bridge-vehicle transmissibility, it was theoretically shown to be feasible that a test vehicle can be 
designed to have a frequency far beyond those of the bridges of concern, while the spectral bridge 
frequency peaks will also be enhanced. Secondly, lab tests were conducted for the axle-wheel 
assemblies with inflatable or PU tires under ambient vibration. Of interest is that the axle with PU 
tires shows a favorable random, small and even spectral distribution with no self frequency up to 
20 Hz. The PU tires was then assembled as a part of the test vehicle that is self balanced in entity. 
Finally, the self-made test vehicle was calibrated on a benchmarked bridge and applied to the 
Xiamen Bus Rapid Transit system. Taking a three-span girder bridge of the system as an example, 
it was demonstrated that the modal parameters (frequencies, mode shapes and damping ratios) of 
the first four modes of the bridge (flexural or torsional) can be well detected by the developed 
frequency-free test vehicle. Compared with the direct measurement, the proposed technique is 
equally accurate, but more competitive in efficiency and mobility. 
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Abstract: A self-designed single-axle vehicle is used to detect the bridge frequencies from its 
rocking motion, caused by wheels moving over uneven surface. For a single-axle vehicle, in 
addition to vertical motion which is often investigated in previous studies, it also has rocking 
motion along the axle of the single-axle vehicle. The single-axle vehicle is modeled as a two-
degree-of-freedom (DOF) system, unlike its previous single-DOF version, to include both 
rocking and vertical motions. For the model adopted, the technique for calculating the 
responses of the wheels’ contact points (CPs) with the bridge are newly derived to eliminate 
the vertical frequency, and especially rocking frequency of the single-axle vehicle. In the flat 
road test, the vertical frequency of the test vehicle is identified from the average of the two 
wheel sensors responses, and rocking frequency from the angular response calculated. From 
the field test conducted on a two-span girder bridge, it is concluded that: (1) the newly derived 
procedure for the left and right CP responses of the single-axle vehicle is reliable for scanning 
the first few bridge frequencies, while removing vehicle’s frequencies; (2) the CP responses 
perform better than the responses of the single-axle test vehicle itself, in that bridge 
frequencies become more outstanding in the CP responses; (3) rocking motion of the vehicle 
enables us to better interpret the scanned frequencies; and (4)a temporary parking is beneficial 
for identification of bridge higher modes in the measurement.  
 
Key Words: Bridge, contact point, frequency, rocking, single-axle vehicle, vehicle scanning 
method, wheel 
 

REFERENCES 
[1] Yang, Y.B., Xu, H., Zhang, B., Xiong, F. and Wang, Z.L. Measuring bridge frequencies by a test 

vehicle in non-moving and moving states. Eng. Struct. (2020) 203: 109859. 
[2] Yang, Y.B., Xu, H., Mo, X.Q., Wang, Z.L. and Wu, Y.T. An effective procedure for extracting 

first few bridge frequencies from a test vehicle. Acta Mech. (2021) 232: 1227–1251. 
[3] Xu, H., Huang, C.C., Wang, Z.L., Shi, K., Wu, Y.T. and Yang, Y.B. Damped test vehicle for 

scanning bridge frequencies: Theory, simulation and experiment. J Sound Vib. (2021) 506: 
116155. 

[4] Yang, Y.B., Xu, H., Wang, Z.L., K. Shi, K. and Wu, Y.T. Refined detection technique for bridge 
frequencies using rocking motion1 of single-axle moving vehicle. Mech. Syst. Signal Process. 
(2022) 162:107992. 

1364



Detection of bridge frequencies using passing vehiclesShota Urushadze, Jong-Dar Yau and Jan Bayer

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 

 Detection of bridge frequencies using passing vehicles 

Shota Urushadze 1*, Jong-Dar Yau 2 and Jan Bayer 1 
1 Institute of Theoretical and Applied Mechanics, CAS CR, v.v.i,  

Prague, Prosecka 76, 190 00, Czech Republic 
2 Department of Architecture, Tamkang University,  

New Taipei City, Taiwan 25137 

Key Words: Bridge health monitoring; indirect method; moving load; vehicle-bridge 
interaction 

Indirect bridge monitoring methods proposed by Yang et al. [1-3] can be used to obtain modal 
parameters by means of vehicles passing over bridges. The advantage of this type of 
measurement is that the sensors are not mounted directly onto the bridge, but instead on the 
moving vehicle. Numerous publications have been devoted to this issue in recent years. The 
long term monitoring and identification of dynamic characteristics of bridges is important for 
assessing the condition of civil engineering structures as in the case of early detection of 
damage. A single-axle vehicle was designed and built for the experimental verification of modal 
parameters both in laboratory conditions as well as on real suspended footbridges. This paper 
focuses on an experimental study of the feasibility of detecting the fundamental bridge 
frequency from the dynamic response of a vehicle passing over the bridge. It was found from 
both the analytical and experimental studies that the bridge frequency is included in and can be 
extracted from the vehicle acceleration spectrum. The dynamic response of the vehicle, which 
in turn serves as a receiver or scanner of the dynamic properties of the bridge based on 
simplified measurements is efficient. 
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Locating damage of bridge structures is an important issue for bridge maintenance. One of the most 
general methods is using the acceleration of the bridge with double integration to generate the 
bridge deflection time history. Then the generated deflection would be compared to the deflection 
of a healthy bridge to detect and locate potential damage. However, it might be hard to get the 
precise deflection because the noise in structural monitoring and non-zero velocity can result in 
drifting of deflection through the integration process. Besides, the ideal health condition of a bridge, 
especially for some old bridges, usually requires bridge-by-bridge model updating which can be 
rather time-consuming for engineering applications.  
 
This study proposed a direct method to locate potential bridge damage with the acceleration of 
several moving vehicles based on characteristics of the vehicle-bridge interaction system. Low-
pass filtered vehicle acceleration was utilized for damage location with several slow-moving 
vehicles. The function of vehicle acceleration was derived from equations of the vehicle-bridge 
interaction system and the elementary beam theory. The function was proved to be a sum of a 
quartic function, which is related to the macroscopic elastic deformation of the bridge, and the 
unknown road roughness. Therefore multiple vehicles, whose mass was different, were utilized to 
eliminate the interfere from road roughness. Then the damage location can be determined by 
comparing the monitored vehicle vibration acceleration and the theoretical quartic function. Finite 
element simulation and experiments were proposed for validation with simply supported beams.  
 
Superiorities of the proposed method over the integration are 1) the direct processing of vehicle 
acceleration can avoid potential interference from noise with integration, and 2) the model updating 
procedure can be omitted. The theoretical function would be used to check the damage location 
where the property of the cross-section should be abnormal and perform a clear difference from the 
theoretical functional curve. This method was supposed to be time-efficient and could be widely 
used in engineering applications.  
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A theory is presented for retrieving the track/bridge frequencies and track modulus from an 
instrumented vehicle moving over a dual-beam model to simulate the track-bridge system. The 
dual beams are connected by uniform spring-dashpot units to simulate the effects of sleepers and 
ballast, etc. Based on the dual-beam model, the response of the vehicle is firstly derived in closed 
form, along with that for the vehicle-track contact point. The dual frequencies solved relate to the 
track and bridge frequencies. Compared with the vehicle spectrum, the contact-point (CP) 
spectrum is superior in that it is free of the vehicle and driving frequencies. Using the first “plus” 
frequency of the dual-beam system, the track modulus can be computed by a simple formula. The 
proposed technique is numerically validated against the key parameters involved. It is concluded 
that: (1) the first “plus” frequency can be retrieved from the contact-point spectrum as an 
outstanding peak; (2) track irregularity has an adverse, but tolerable, effect on retrieval of track 
modulus; (3) as a trade-off between efficiency and accuracy, the vehicle is suggested to move at a 
moderate speed; and (4) the proposed technique may be affected by track damping, but remains 
good for tracks with infinite length. 
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In the analysis of a vehicle-bridge interaction system, the bridge is often treated as the 
uniform beam for simplicity. As such, the present study proposes a non-uniform vehicle-
bridge interaction system by incorporating a three-mass vehicle model in a non-uniform 
bridge. It is assumed that non-uniform beam elements are of constant width and varying depth. 
For clarity, both mass and stiffness matrices are re-formulated to comply with the finite 
element sign convention. In this study, the vehicle scanning method is first adopted to obtain 
the non-uniform bridge frequencies as the reference. Then, the parametric study is conducted
to investigate the influences of associated parameters on the identification of bridge 
frequencies, including vehicle damping, bridge damping, and pavement irregularity. With the  
three-mass vehicle model, the desired accuracy subject to pavement irregularity can be 
reached.
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Anisotropic rods with irregular shapes, arbitrary distribution of material properties and orientation, 
and kinks and creases, are common in engineering applications including deployable grid shells,
collapsible origami and kirigami rings, morphable robots, and stretchable electronics. In this 
contribution we present a computational framework that can be used for the modeling of anisotropic 
rods with arbitrary and discontinuous mechanical and geometrical properties undergoing large 
deformations. These elements are subjected to states of self-stress produced by inelastic strain. 
Arbitrary and discontinuous mechanical and geometrical properties of the rod are described by a 
unique continuous and differentiable function defined over its entire length. This function is 
obtained by combining a series of Heaviside functions that are successively asymptotically 
approximated by continuous and arbitrarily differentiable functions. The mathematical description 
of the anisotropic rods consists of a set of differential equations that describe the elastic behaviour 
of the rod and a set of boundary conditions imposed at its two ends. We solve the resulting two-
point boundary value problem by conducting numerical continuation with AUTO 07P to detect and 
track various bifurcations and folds [1].
We employ the presented framework to study the folding and multi-stable behaviours of elastic 
slender rods and polygonal frames having discontinuous orientation of the longitudinal axis (i.e. 
kinks and creases), arbitrary distribution of inelastic curvature, material parameters, and cross 
section orientation and size. The presented numerical results demonstrate the efficiency and 
convenience of this novel framework in unveiling the very rich bifurcations and stable branches
that characterize the behaviours of these anisotropic rod elements. Comparisons with experimental 
results obtained from tabletop models are used to validate our numerical predictions. 
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Among different Additive Manufacturing (AM) processes, Wire-and-Arc Additive Manufacturing 
(WAAM) results particularly suitable for applications in structural engineering. The WAAM 
process, which consists of off-the-shelf welding equipment mounted on top of a numerically 
controlled robotic arm, allows realizing large-scale structural elements up to few meters, with 
limited constraints in terms of forms and shapes. The WAAM technique employing “dot-by-dot” 
printed stainless steel rods is herein considered, see in particular investigations in [1].  
Gridshells take their strength from their double curvature, being constructed from members that 
mainly undergo axial forces [2]. A numerical approach based on funicular analysis, see e.g. [3], is 
proposed to cope with the design of spatial truss networks fabricated by “dot-by-dot” WAAM. The 
equilibrium of funicular networks can be conveniently handled through the force density method, 
i.e. writing the problem in terms of the ratio of force to length in each branch of the network. As 
investigated in the literature for the case of vertical loads, independent sets of branches can be 
detected for networks with fixed plan geometry [4]. 
In this contribution, following [5], the minimization of the horizontal thrusts in networks with fixed 
plan geometry is stated both in terms of any independent subset of the force densities and in terms 
of the height of the restrained nodes. Local enforcements are formulated to prescribe lower and 
upper bounds for the vertical coordinates of the nodes, and to control the force densities in the 
branches. This allows also for a straightforward control of the length and maximum force 
magnitude in each branch. Constraints are such that sequential convex programming can be 
conveniently exploited to handle grids with general topology and boundary conditions. 
Preliminary numerical simulations are shown concerning the optimal design of grid shells with 
minimum thrusts, under the combined effect of different sets of the above prescriptions. The 
ongoing research is mainly devoted towards endowing the design formulation with buckling 
constraints. 
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Finite Element Method is a numerical tool for solving partial differential equations in 
Engineering and Science. In solid mechanics, structural models such as shells, bars and others 
are developed to simplify the complexity of 3D-simulations. Shells are one of the most important 
models in solid mechanics since many structures in engineering may be associated with it. It may 
be adaptable to finite element usage, but some particularities must be watched. For instance, if 
not treated properly, it is known that very thin structures may have inconsistent results regarding 
rigidity (see [3]) (locking phenomena) and consequently results may be untrustworthy. In view 
of this, the study of this type of simulations (shells models in FEA) is fundamental in present 
times. 

The current project aims to study and develop a new simple shell finite element based on hybrid 
shear rigid/flexible model (Kirchhoff-Love / Mindlin–Reissner) for reliable and efficient 
simulation of thin nonlinear structures. This new shell triangular element has been tested with 6 
nodes and does not use Lagrange multipliers or penalty methods to guarantee displacement C¹ 
continuity between adjacent elements (as required by Kirchhoff-Love models) or for canceling 
the drilling rotation (as required in some Mindlin–Reissner models. See [2]). The DOF’s are the 
displacements 𝑢𝑢 at the six nodes and the incremental rotation parameter φΔ at mid-side nodes 
(parameter φΔ is properly explained in [5]). The incremental rotation parameters αΔ (incremental 
Rodrigues’s parameters) and consequently incremental rotation tensor Q at the mid-side nodes 
are internal degrees of freedom that are computed at element level by solving a simple set of 
equations. The displacements 𝑢𝑢 are interpolated by quadratic polynomials from the nodal values 
as usual. 

The present work may be interpreted as a continuation of previous studies developed by the 
group of study from Professor P. M. Pimenta and more references may be found in [1], [2], [4] 
and [6]. The current model is still under development and results are going to be presented in 
forthcoming work. 
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Arch structure is a widely used and important structure type all over the World. Due to its beautiful 
form and large spanning capacity, arch structure is widely used in bridges, tunnels and other 
buildings. Especially in recent decades, the large span space arch structure has a stage of 
development. The defects of arch structure, such as connection, material, fatigue, stress 
concentration and welding, will directly affect the safety of long-span structure. The study of the 
evolution of the damage in structures is a topic of interest since the antiquity. A well-done structural 
design should always account for the evolution of the damage in time, in particular if it can bring 
to a change in the static behaviour of the structure itself under different loading conditions [1-3].  

In this paper a model for the calculation of localized damaged in arch structures is presented. 
In particular, using an analytical solution for the computation of the displacements filed and the 
consequent internal actions of very general arch shapes with variable curvature and tapered cross-
section, the damage is modelled by localized depletion of the cross-sectional properties (inertia) in 
the different points along the arch axis. In particular, the depleted parameters are the cross-section 
and the bending stiffness of the arch. Finally, the model is applied to the study different 
configurations of the damage (localization of plastic hinges or different pattern of defects) and to 
consider the evolution of the damage in time. 
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Graphic statics is a compelling geometry-based approach to the conceptual design of structures in 
static equilibrium. It is based on two interrelated constructs, the form and the force diagrams, the 
first representing the geometry of a pin-jointed framework in static equilibrium and the second 
indicating the equilibrium of forces within the structure [1]. The relationship between these two 
diagrams allows simultaneous control of both the form and the forces within a given structure. In 
this way, it is possible to transform one of the diagrams and evaluate the resulting modification of 
the other. In recent years, generalized methods for the construction and transformation of vector-
based 3D force diagrams of 3D self-stressed [2] and externally loaded pin-jointed frameworks in 
static equilibrium [3] have been introduced.  
 
In the particular case that the form diagram of a self-stressed pin-jointed framework has an 
underlying planar graph, its corresponding force diagram is reciprocal and can be regarded itself 
as a self-stressed pin-jointed framework whose force diagram is the initial form diagram [2][3]. In 
this contribution, we present a new procedure for generating novel self-stressed, topologically 
symmetric 3D pin-jointed frameworks by manipulating the underlying graph of a given form 
diagram. The procedure consists of the following steps. For a generic self-stressed 3D pin-jointed 
framework (single-primal), its underlying graph is first transformed into a topologically 
symmetric planar graph by duplicating all edges and vertices. Then, the dual graph of this newly 
generated planar graph is constructed. Considering the nodal equilibrium of the single-primal and 
conforming to the topology of the dual graph, a 3D force diagram is assembled in which all 
elements are duplicated (double-dual). This 3D force diagram is itself a self-stressed, 
topologically symmetric pin-jointed framework. Its corresponding reciprocal diagram is again a 
self-stressed, topologically symmetric pin-jointed framework (double-primal) in which all the 
elements are also duplicated. Different transformations of the underlying graph of the single-
primal lead to the construction of varying double-primal and double-primal configurations and 
thus distinct self-stress pin-jointed frameworks. The proposed procedure is exemplified with 
several case studies, starting from various classical tensegrity structures as single-primal 
configurations.  
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In this work, we investigate the nonlinear response of mechanical metamaterials assembled from tensegrity-
like repeating units. Tensegrity-like structures are frame structures whose geometry and connectivity
reproduce those of tensegrity structures, thus conferring to them also a similar mechanical response. Dif-
ferently from tensegrities, tensegrity-like structures do not have cable members or nodal pin connections,
and they are not prestressed, therefore they can be easily fabricated in one piece by additive manufac-
turing methods. Tensegrity-like units for mechanical metamaterials were proposed in [1], as multistable
lattices, and in [2], as failure-resistant lattices, which in both cases were realized by multiphoton lithog-
raphy techniques. In [3], tensegrity-like units were fabricated by fused deposition modelling and tested
in compression, highlighting a nonlinear snapping response. By observing that changes in the geometry
of a unit can result in different nonlinear behaviours, such as stiffening, softening, snap-through and
bistable responses, here we consider different tensegrity-like units and their assemblies to evaluate the
mechanical response of possible nonlinear metamaterial designs.
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Nowadays, the need to deal with limited resources together with the new discovered awareness of the
human over-exploitation of the environment, has made the optimization a cutting edge topic both in
scientific research and in the different professional fields [1, 2, 3, 4].
In this paper, a particular evolutionary optimization algorithm is presented: The Evolution of Distribution
Algorithm (EDA). This type of algorithm has been developed to be used in search-based constrained
optimization problems which are difficult and time-consuming to be solved by other general algorithms.
Being an evolutionary algorithm, the main idea is to generate a population of solutions and evaluate
the objective function to each one of them. Then, using the information obtained from the previous
generations, the algorithm step-by-step will generate new populations that will tend to the best value of
the objective function. In EDA, the population of solutions defines a probability density function (PDF)
and, by integration, a cumulative density function (CDF), which is used for the generation of the next
generation [1, 2, 3, 4].
In structural design optimization problem, it is very common that the best solution is very close to the
constraint function. The main advantage of applying the EDA for constrained optimization problem is
that each generation of solutions is obtained starting from a PDF that is defined on the whole domain.
This means that, for each generation, the solutions have a probability to be on the unfeasible domain
space, maintaining the information about the objective function in the evolution process. In the present
research, an original EDA and related self-made code are presented together with a specific application
to structural optimization problem, in order to show the effectiveness of the obtained results and to make
a comparison with other evolutionary optimization algorithms.
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Over the last years, several optimization strategies were conducted to find the optimal 
shape minimazing internal stress or total weight (volume) of shallow grid shells and vaults 
[1]. In recent times, this structure typology gained a great importance among researchers 
and the scientific community for the renowed interest in the form-findind optimization of 
column-free space solution for large span roofing construnctions [1]. In the present paper, 
a form-finding of a shollow grid shells was introduced basing on the multy-body rope 
approach (MRA) for the definitions of vaults with optimized shape and different hole 
percentage. In order to obtain an experimental validation, a physical model was reproduced 
at the laboratory scale performing ad hoc measurements to compare the observed respect 
to the simulated behavior. A 3D printing procedure based on the Fuse Deposition Modeling 
(FDM) technique in polylactide (PLA) material was used to realize formworks of the 
cement based blocks of the scaled prototype [2-3]. Several statical and dynamic load 
configurations are investigated, collecting into a sensitivity analysis the parameters which 
mainly affect the structural behavior [4,5]. To simulate earthquake ground motion an 
assigned frequency range as dynamic input to the structure was provided by a shaking table 
[4]. Statycal and dynamic monitoring of the vault prototype was performed using 2 USB ( 
2 Mpx – 165 Hz) and 4 GO-PRO full HD (8 Megapixel) frame rate 100 fps. DIC 
measurements were used in order to validate the vibration modes of the vault obtained by 
the dynamic simulations. Finally, some preliminary considerations of the dynamic 
response of the model were provided testing the robustness of the form-finding approach 
when horizontal load are taken into account. 
 
REFERENCES 

[1] Wallin, M., Ristinmaa, M. (2015). Topology optimization utilizing inverse motion based 
form finding. Comp. Method. in Appl. Mech. and Eng., 289: 316–331. 

[2] Manuello, A., Riberi, F., (2021). Form-finding of pierced vaults and digital fabrication of 
scaled prototype. Curv. and Layered Struct. 8 (1): 210-224. 

[3] Manuello, A., (2020) Multi-body rope approach for grid shells: Form-finding and 
imperfection sensitivity. Eng. Struct. 221, 111029. 

[4] Cimellaro,G.P., Domaneschi M. (2018), Development of a dynamic laboratory platform 
for earthquake engineering courses, J. of Prof. Iss. in Eng. Educ. and Prac., ASCE, 144(4). 
05018015. 

[5] Tomassello G., Adriaenssens, S., Gabriele, S., (2019) Dynamic behavior of form-found 
shell structures according to Modal and Dynamic Funicularity. Eng. Struc., 198: 109521. 

1376



Finite Element Analysis of Load Capacity of Panel Bridge with Multi-Scissors StructureKumi Ohno and Yuki Chikahiro

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Finite Element Analysis of Load Capacity of Panel Bridge  
with Multi-Scissors Structure 

 
Kumi Ohno1*, Yuki Chikahiro2 

1 Shinshu University, 380-8553, 18t3008c@shinshu-u.ac.jp 
2 Shinshu University, 380-8553, chikahiro@shinshu-u.ac.jp 

 
Key Words: Panel Bridge, Scissors-type Bridge, Multi-Scissors structure 
 
 
Panel bridges, such as the Bailey Bridge, are well used as temporary bridges that can be joined 
and assembled on site from standardized components. However, they made of steel and lack 
portability. In order to improve a workerbility on-sites of these temporary bridge, a scissors-type 
bridge is proposed [1]. The scissors-type bridge, which is an application of a deployable 
mechanism, has the merit that the entire bridge can be expanded and stored by the partial control. 
Furthermore, the use of lightweight aluminum alloys enables erection by a small number of 
worker and provides excellent portability. However, the rigidity of the aluminum alloys is low in 
comparison with the steels. In this study, the multi-scissors panel is applied to the scissors-type 
bridge (Herein multi-scissors-type bridge) to increase the performance of the bridge keeping the 
lightweight. Here we clarify the load capacity of the multi-scissors-type bridge with the different 
panel layouts. 
 
Although the mass of the panels of panel bridge has been reduced in anticipation of manually 
work, each panel still exceeds more than 200 kg [2]. A panel of the multi-scissors-type through 
bridge made of aluminum alloys was assumed with a height of 1.0m and width of 2.0m. 
Numerical FE analysis was performed under the both-end supports conditions with a concentrated 
load of maximally 100kN increasing linearly in 1 second at the middle of the bridge. The number 
of layers of the panel was varied from one to five. This numerical analysis was performed with 
the single panel model and four panel model. 
 
The stiffness of the panels for both the single and four was increased lineally by the number of 
panel layer of the multi-scissors-type bridge. The stiffness of four panels was 2.2% of that of the 
single panel. Maximum Von Mises stresses under the loading were found at the pivot near the 
supports for the single panel and at the pivot near the loading position for the four panel, and both 
models yielded in these positions. Therefore, the effect of bending moment was increased by the 
increment of the bridge’s span. The bending stress was approximately 80-90% higher than the 
axial stress at the yield positions for each model. Furthermore, the bending stress decreased with 
increasing number of layers of the bridge and was inversely related to its mass in the case of the 
single panel. These results indicated that the bending moment which is dominant sectional force 
of this bridge can be reduced by multiplexing of the scissors structure. 
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When completed in 1961, the roof of St. Charles Church became the largest unbalanced 
hyperbolic paraboloid structure in the world and the only shell structure in Spokane, WA [1]. 
Situated on an 8-acre site on the north side of the city, St. Charles is a modernist structure 
designed through partnership of Funk, Molander & Johnson and architect William C. James. This 
asymmetric structure spans over 27.5m (90ft) and utilizes folded edge beams that taper from 
1067mm (42in) at the base to a 76.2mm (3in) thickness at the topmost edge using regular strength 
reinforcing steel and concrete. The novelty of the shell structure serves both architectural and 
structural design criteria by delivering a large, uninterrupted interior sanctuary space in materially 
and economically efficient manner.  
 
Having previously completed an initial analysis of the structure [2], now, 60 years later, a 
complete structural forensic evaluation of the shell has been conducted using full point cloud 
laser scanning to generate a complete in-situ model. The geometry is analyzed and deflections are 
compared to original design and construction documents to facilitate repair and maintenance of 
this architecturally and historically significant structure. A full structural evaluation of the roof 
and connecting structure has been completed. The forensic survey shows minor shear cracks 
throughout the shell field and deterioration of the underside of the shell. However, deflection at 
each tip of the hyperbolic parabola is neglibible compared to the design – highlighting the robust 
geometric stiffness and apparent resiliency of the prestressing. Results of the current in-situ 
geometry are compared to the design geometry of original construction documents. 
 
Ongoing work includes detailed CFD modeling to determine accurate wind loads as well as 
comparison of historical and current design standards. 
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Over the past decades, different approaches, physical and geometrical, were implemented to 
identify the optimal shape, reducing the internal stresses, of grid shells and vaults. As far as their 
original organic shape is concerned, the design of grid shell structures inspired architects and 
structural engineers in more than one way [1-5]. Along the history time, the solution of the 
structural form-finding buried its roots on the activity of scientists and designers. In the present 
paper, the original approach for the form-finding is proposed by the dynamic numerical simulation 
of hanging net, subjected to gravity load, over the time domain [4]. In particular, the adopted 
process for the definition of the structural shape is based on a multi-body rope approach (MRA) 
with masses connected by inextensible ropes characterized by a certain slack coefficient (sc) and 
by the degree of the constraint conditions [4]. The method, originally presented in [4], is here re-
developed and extended employing a self-made code based on the dynamic equilibrium, ensured 
by the d'Alembert principle, of masses interconnected by rope elements in space-time domain. The 
equilibrium corresponding the optimized shape to be defined, is obtained through an iterative 
process in the falling masses connected by a net for the definition of the "catenary surface" 
coinciding with the best shape of the shell (form minimizing the bending moment). The 
implementation of the method is realized in Python in an interpreted high-level general-purpose 
programming language. The adopted design philosophy emphasizes the code readability by other 
languages with respect to the traditional model realized in Visual Nastran 4D. By the use of this 
code as well as its object-oriented architecture the MRA Python code will be linked to the 
Grasshopper environment for the direct visualization of the shapes and their fast-parametrization 
phase. 
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Data-driven learning in the context of design under uncertainty is associated with the challenge of cre-
ating optimal high-dimensional maps of input parameters to vector-valued output quantities. This work
focuses on an approach of compressing multi-output vector data and modelling it within a Bayesian
framework. Three models are compared, a brute force learning of all output vectors, learning of reduced
dimensioned (compressed) approximation of the vector-valued output, and a compressed model with log
standardisation applied. Gaussian process regression with an isotropic squared exponential kernel func-
tion is used to learn the maps [2]. Compression is applied using principle component analysis (PCA).
Log transformation of the data is applied to reduce bias in the PCA. Both the compression and standardi-
sation introduce uncertainty which is quantified and propagated through the models along with the mixed
uncertainty of the vector-valued output.

The data-driven learning is performed with a practical high-dimensional industrial problem aimed at a
specifically parametrized aircraft wing configuration. In short, the input is made up of ten parameters
over 201 uniformly distributed design of experiment points. The target data are the responses at points
along the wing span when it experiences prescribed loading conditions producing a 8556 dimensioned
vector-valued output.

It is found that the compressed model is able to reduce computational expense by up to 98% while incur-
ring an increase of 5% in the relative error compared to the brute force and standardised model, where
the relative error is of the order ×10−4. The use of an isotropic kernel enables the creation of response
surfaces for input parameters of interest while retaining information on the predictive uncertainty at every
sampled point in the surface, this is important as this framework lays the foundation for further work into
design optimisation under uncertainty [1]. The methods used here are not dependent on demonstration
application, and can be applied to any high dimensional machine learning task.
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The catastrophic failure of structures has the potential to cause loss of life and incur significant 
economic loss. To overcome this scenario, the vibrational characteristics of the structure can be 
used to understand the current and future performance. The use of such vibrational characteristics 
such as natural frequency to detect damage further overcomes the difficulties of inspection in 
inaccessible areas of the structure [1, 2]. 
  
To model the effect of damage on the natural frequencies of an Euler-Bernoulli beam the exact 
dynamic stiffness matrix [3] has been formulated for a beam fixed at both ends in which a crack is 
modelled by a rotational spring. The formulated matrix yields a transcendental eigenvalue problem 
for which the Newton-Raphson method has been applied to yield the natural frequencies and mode 
shapes for uncracked and cracked cases. The obtained reductions in natural frequencies of the 
proposed system, due to presence of the crack, closely match with newly derived analytical 
solutions for the various locations of the damage. 
 
The use of the Newton-Raphson method enables a high level of computational efficiency to be 
achieved in solving this forward problem (i.e. the change in natural frequencies due to a crack with 
a particular location and severity). The accuracy achieved in the forward problem provides a strong 
basis for solving the inverse problem to determine the location and severity of cracks based on 
measured changes in the natural frequencies of real structures. 
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In the fields of morphing aircraft, flow control and energy harvesting, dynamic characteristics of the
multi-stable structure provide an idea for realizing change of the structure shape. Nonlinearity and local
stability of multi-stable structures provide potential benefits for morphing structures as no energy is
required to hold each stable configuration. This paper presents the dynamic characteristics of bi-stable
laminate, including the effects of geometric dimensions and boundary conditions. Numerical
simulation is used to study the nonlinear dynamic characteristics of each configuration and dynamic
response under different excitation levels. A resonance actuation strategy leading to snap-through of
bistable structure is investigated, and the realization conditions of single well vibration and cross well
vibration are determined.
Keywords – morphing structure, bi-stable composite laminate, nonlinear dynamics, resonant actuation
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As one of the primary structural configurations in aircraft, stiffened panels are ubiquitous and 
play an important role in aerospace due to their high stiffness-to-weight and strength-to-weight 
ratios. However, their load-carrying capability is strongly influenced by buckling. Many efforts 
have been made by using optimization techniques to maximize the critical buckling load or 
minimize the mass with linear buckling constraints. However, it is well known that stiffened 
panels can carry loads several times higher than the critical buckling load. Therefore, stiffened 
panels might be able to be designed to work in the postbuckling field beyond the critical buckling 
load, offering significant potential for further structural weight reductions. 
 
Topology optimization is one of the structural optimization methods with the greatest degree of 
design freedom. It can help to determine the best possible shapes and material distributions for 
the prescribed objective by redistributing material. The authors have recently demonstrated the 
feasibility of applying the level-set-based topology optimization method to simultaneously 
optimize the size, layout and topology of stiffened panels for linear buckling [1-3]. In this work, 
this method is extended to consider postbuckling. To the best of the authors’ knowledge, this is 
the first investigation of the postbuckling optimization of stiffened panels via topological design. 
Specifically, the stiffened panel is discretized into plate elements. The thicknesses of the skin and 
stiffeners can be optimized. A control mesh is developed to manipulate stiffener layout, and 
correspondingly the free-form mesh deformation method is utilized to adjust the finite element 
mesh. The level set method is used to optimize the internal topologies of the stiffeners as well as 
the number of stiffeners. The iterative Newton-Raphson scheme with load or displacement 
control is used for finite element analysis, where a small imperfection in the form of the first 
linear buckling mode is imposed on the finite element model. Different indices, i.e., total reaction 
force under given displacements, in-plane displacement under given loads and out-of-plane 
displacement, are considered to assess the postbuckling performance of the stiffened panel. They 
are respectively optimized with a mass constraint. A semi-analytical sensitivity analysis is 
performed, and a gradient-based optimizer is used to solve the optimization problem. Numerical 
examples are used to demonstrate the application of the proposed method. Compared with the 
initial design, the postbuckling performance of the optimized stiffened panels is improved. 
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In recent years, there has been an increasing demand for structures with lightweight and high-
strength properties in order to reduce the consumption of raw materials and energy. One such 
structure is the sandwich panel. Sandwich panels are a type of composite structure consisting of a 
low-density, lightweight core with a thin faceplate bonded to the surface.  
 
An example of a core used in sandwich panels is the lattice structure. It is a structure in which 
long and thin beams are arranged in a three-dimensional and periodic manner. In recent years, 
advances in additive manufacturing technology have made it relatively easy to fabricate lattice 
structures with fine beams of several hundred micrometers in diameter. Furthermore, the lattice 
structure has the advantage that the mechanical properties can be adjusted according to the 
purpose of use by changing the diameter of the beams and the shape of the core, and it is 
attracting attention as an advanced structure that plays a role in reducing the weight and 
increasing the strength of structures. 
 
An open-section beam was adopted as the shape of the sandwich panel in this study. Open cross-
section beams, such as U-shaped beams, are widely used in automobile bodies and buildings. 
Chen et al.[1] investigated the bending behavior of open beams in a continuum, including the 
prediction of the maximum bending moment and the effect of the direction of bending, using 
numerical simulation analysis with FEM. M.M. Pastor et al. [2] [3] investigated the effect of beam 
cross-section size on the bending behavior and the maximum bending moment of U-shaped 
beams in a continuum using experimental and numerical simulation analysis with FEM. However, 
there is no research report on the bending of open-section beams in sandwich panels. 
 
In this study, the bending collapse behavior of U-shaped sandwich panel filled with lattice has 
been investigated by using FEM. In particular, the effects of geometric properties of lattice core 
and faceplate on the maximum bending moment and the critical angle were discussed. The 
existence of a lattice core could prevent the elastic buckling of the surrounding U-shaped plates, 
and enhance the maximum bending moment to the fully plastic moment of these plates. Based on 
numerical investigation, the mode map with relative thickness of the plate and the relative density 
of the lattice core as parameters was obtained. 
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Thin-walled composite laminated plates are commonly used as primary components in aeronautic and
aerospace structures to bear the in-plane compression loads, benefiting from their high strength-to-weight
and stiffness-to-weight ratios. When composite laminated plates under compression are allowed to con-
tinuously loaded into the moderately deep postbuckling regime, further weight savings can be achieved.
The standard nonlinear finite element(FE) analysis combined with the Newton-Raphson technique and
its variants, is the most common method for calculating the postbuckling response; however, the repeated
solutions for large-scale FE models in each incremental-iterative step are extremely computationally ex-
pensive. Therefore, the standard finite element method is not suitable for the postbuckling optimization
process, which requires the evaluation of the equilibrium path for each change in the design variables(e.g.
lamination parameters), because a single run is too time consuming with current CPUs.

For this purpose, this work presents an efficient optimization scheme for the design of postbuckling
behaviour of composite laminates. The reduced-order modeling method based on the Koiter pertur-
bation theory, is developed to calculate the postbuckling behaviors of the composite laminated plate.
The initial postbuckling response is represented by the nonlinear predictor solved by the reduced order
model(ROM), while the deformations in the moderately deep postbuckling regime are obtained by ap-
plying the corrections under the design load. Five different indices, including the critical buckling load,
the initial postbuckling stiffness, the stiffness residual, and the in-plane and out-of-plane deformations
under the design load, are depicted to valuate the various postbuckling performances of the compressed
plate. These postbuckling indices can be flexibly selected to be either the objective or the nonlinear con-
straints in the lamination optimization. The optimal algorithms are subsequently adopted to determine
the lamination configuration for the most favorable postbuckling performance. The various composite
laminated plates with the straight/curved fibers are studied under uniaxial and biaxial compression for
different boundary conditions.
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This study presents a general higher-order shell theory to analyze the large deformation of single or
multi-layered shell structures made of isotropic or anisotropic incompressible hyperelastic materials. The
salient feature of this shell is threefold: (i) this shell theory formulation has been done using an orthonor-
mal moving frame (OMF) instead of the classical natural covariant frame, which makes the mathematical
formulation relatively simpler even for very complex hyperelastic constitutive relation owing to the or-
thonormal nature of basis vectors; (ii) General-higher order nature of approximation through-thickness
of the shell make it equipped to model the deformation of a thick shell as well as multi-layered shell, and
at the same time it also removes thickness stretch associated numerical locking, and (iii) the constitu-
tive relations of incompressible isotropic and anisotropic hyperelastic material, both stretch and invariant
based, are considered eying application in the vascular mechanics. The displacement field of the line
normal to the shell reference surface is approximated by general Legendre polynomials single layer shell
and by Lagrange polynomial for multi-layered shell structure. Subsequently, the kinematics of the shell
for orthonormal basis has been derived using the tools of exterior calculus. It has been shown by Arbind,
Reddy, and Srinivasa in [1] that such a coordinate system makes it possible to represent kinematic quan-
tities, e.g., determinant of the deformation gradient, far more efficiently than the in the classical tensorial
representation with covariant basis. This study can be regarded as an extension of [1] for incompressible
and anisotropic softshell for more general interpolated shell geometry. Here, for a general shell surface
geometry, the finite element formulation of the shell theory is presented, and further, the theory has been
applied to large deformation analysis of human arteries, which can be considered as thick layered tubular
shell, under internal pressure. The incompressibility constraint has been applied via the penalty method
as well as the Lagrange multiplier method. For the post-buckling analysis, nonlinear finite element for-
mulation has also been presented considering the arc-length method. Various numerical examples are
presented to verify and validate the formulation presented in this study.
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Liquid crystal elastomers (LCEs) are soft materials, which are capable of large deformations induced

by temperature changes and ultraviolet irradiation [1]. Therefore, since many years, these materials are

under investigation in experimental researches as actuator materials. LCEs arise from a nematic polymer

melt, consisting of long and flexible polymer chains as well as oriented and rigid rod-like molecules,

the so-called mesogens, by crosslinking. After this process, the flow ability and the orientation of the

mesogens is retained. To date, the alignment of LCEs is primarily achieved in thin films. When the

orientational order in the film is lost due to temperature changes or ultraviolet irradiation, the LCE film

is capable of length changes of 400 percent.

In order to numerically simulate LCE materials as actuators in multibody system models by using the

finite element method, a continuum formulation is necessary, which include in a thermo-viscoelastic ma-

terial formulation of the polymer chains the orientation effects of the mesogens. This can be performed

by introducing a normalized direction vector nt as an independent field, and deriving from additional (ori-

entational) balance laws independent differential equations [2]. These differential equations describe the

independent rotation of the rigid mesogens connected with the flexible polymer chains. The orientation-

dependent stress law of LCEs arises from an anisotropic free energy, comparable with fibre-reinforced

materials [3]. But, in contrast to [3], the direction vector of an LCE model has to be independent.

In contrast to [2], we apply a variational principle for deriving a new mixed finite element (FE) formu-

lation, which is based on drilling degrees of freedom for describing the mesogens rotation [4]. This

principle leads to an extended set of balance laws which is preserved by an energy-momentum scheme.
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Shells are one of the most important models in solid mechanics since many structures in 
engineering may be associated with it: metal sheets-based products, slabs, thin-walled pressure 
vessels, and other objects with one of its dimensions considerably smaller than others. Shell 
models may be adaptable to finite element usage, but some particularities must be watched it, 
such as locking behaviours.  
 
This work aims to study and develop a nonlinear formulation for shells models using a special 
simple triangular shell element, which is a new displacement-based triangular shell element with 
6 nodes. Moreover, the shear locking and membrane locking behaviour are not observed at the 
performance of this new element.  
 
In formulation of shell models, we consider finite strains, large displacements, and rotations. 
Rotation field is re-parameterized in terms of the Rodrigues rotation vector, resulting in a simpler 
update of rotational variables. The Reissner-Mindlin kinematical assumption and an initial plane 
reference configuration for the shell is considered here. 
 
A computational implementation is done with several numerical examples using the new element 
developed here. Furthermore, a comparison with numerical examples using the well-known 
element T6-3i [1], a six parameter (3 displacements and 3 rotations) element, is done with the aim 
to also illustrate the robustness of our formulation. 
 

REFERENCES 

[1] Campello, E. M. B, Pimenta, P.M. and Wriggers, P. A triangular finite shell element based 
on a fully nonlinear shell formulation. Comput Mechanics., Vol. 31, pp. 505-518, 2003. 

[2] Campello, E. M. B, Pimenta, P.M. and Wriggers, P. An exact conserving for nonlinear 
dynamics with rotational DOFs and general hyperelasticity – Part 1: rods Comput 
Mechanics., Vol. 42, pp. 715-732, 2008. 

[3] Campello, E. M. B, Pimenta, P.M. and Wriggers, P. An exact conserving for nonlinear 
dynamics with rotational DOFs and general hyperelasticity – Part 2: shells Comput 
Mechanics., Vol. 48, pp. 195-211, 2011. 

[4] Korelc, J. and Wriggers,P. Automation of Finite Element Methods. Springer International 
Publishing, Switzerland, 2016. 

[5] Zienkiewicz O.C. and Taylor, R.C. The finite element method, 6th Edition, Elsevier, 2005. 
 

1389



An objective and path independent geometrically non-linear Reissner-Mindlin shell formula-
tion
Alexander Müller and Manfred Bischoff

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

An objective and path independent geometrically non-linear
ReissnerMindlin shell formulation

Alexander Müller1∗, Manfred Bischoff2

1 University of Stuttgart, Keplerstraße 7, 70174 Stuttgart, mueller@ibb.uni-stuttgart.de
2 University of Stuttgart, Keplerstraße 7, 70174 Stuttgart, bischoff@ibb.uni-stuttgart.de

Key Words: shell analysis, large rotations, objectivity, path independence, manifolds, isogeometric
analysis, geometric finite elements

Development of geometrically exact, non-linear shell formulations for large rotations has been subject
to intensive research for several decades. A lot of progress has been made and many issues are well
understood today, but there are also still some open questions. Many existing formulations suffer from
singularities due to the non-linear space of the unit sphere. Additionally, some of the existing mod-
els proved to be non-objective and exhibit artificial path-dependency. For one-dimensional spatial rod
finite elements these problems have been solved by Crisfield and Jelenić [1]. For shell models with
Reissner-Mindlin kinematics, however, they seem to persist. We present an efficient, robust, objective,
singularity-free and path independent geometrically non-linear Reissner-Mindlin shell formulation for
arbitrary ansatz spaces. In particular, this formulation utilizes the ideas on geometric finite elements
presented by [2] and [3] for the interpolation on non-linear manifolds. Additionally, we compare three
different interpolation schemes that can be found in literature, where two of them are applied for the first
time to Reissner-Mindlin shells. Path independency and objectivity of the formulation are verified via a
set of numerical examples.
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Cables are long and thin structures that are used not only for electrical but also for structural 
purposes. With the increasing demand for electro-mobility and with the advances made for 
industry 4.0, the use of cables in cars, robots, and various other areas has increased in recent 
times. For such applications, they should be able to sustain the loads applied on them for a certain 
period of time. This leads to complex cable constructions with various layers of different 
materials across the cross section. The layers consist of metallic wires, dielectric layers, 
conducting sheaths, polymer insulations, among other types of materials. 
 
The complex structure and construction lead to anisotropic material behaviour, where the tensile 
stiffness is much higher than the torsional and bending stiffness. The inner structure of the cable 
contributes to the coupling of the stiffnesses in all three directions of tensile, torsional, and 
bending loads. With the application of the bending or torsional loads, the metallic wires can move 
against each other, which leads to the production of tensile forces. Thus, to determine the 
behaviour of the cable the coupling of the stiffnesses should be considered during experimental 
characterisation. 
 
To this end, an experimental setup has been constructed to test the cables under tensile, pure 
bending and pure torsional tests. To compensate for the tensile forces occurring during the 
bending and torsion experiments, the two ends of the cable are moved during the load application 
with the help of linear motors along its axis. The three types of tests were used for characterising 
a single core and a coaxial cable. Furthermore, coupled loading was also applied to see the effect 
of pre-torsion on the bending of cables. The experimental results of bending different cable 
samples were not always reproducible, because of the random orientation of the metallic wires. 
Moreover, as the cables are cut from different areas of a spool, the already existing curvature also 
varies from sample to sample. Therefore, an initial loading was applied to condition the samples, 
which led to an increase in reproducibility. An anisotropic elasto-plastic material model was 
implemented using the finite element method to simulate the behaviour of cables [1]. The 
discretisation of the long and thin structure was achieved with high order 3D hexahedral 
elements. Parameters for the model were identified with the help of tensile and torsion tests and 
were validated with the bending experiments. Thus, a complete experimental characterisation of 
cables and its simulation is presented.  
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Hierarchic shear deformable Reissner-Mindlin shell formulations possess the advantage of being 
intrinsically free from transverse shear locking through reparametrization of the kinematic 
variables, see for instance [1], [2], among others. This reparametrization yields beam, plate and 
shell formulations with distinct transverse shear degrees of freedom. 

The efficiency of explicit dynamic analyses of thin-walled structures is limited by the critical time 
step size, which depends on the highest frequency of the discretized system. In case of discretizing 
a thin structure with Reissner-Mindlin type shell elements, the highest transverse shear frequencies 
limit the critical time step, while being of minor importance for the structural response. Selective 
mass scaling aims at scaling down the highest frequencies, while ideally keeping the low 
frequencies unaffected. In most concepts, this comes at the cost of non-diagonal mass matrices. 
Selective mass scaling was initially invented for thin solid and solid-shell elements, but the 
extension to the rotational part of standard shell elements is not straightforward. Thus, mostly 
conventional mass scaling of the rotational inertia is used in commercial explicit codes, as can be 
seen for instance in [3] in the context of isogeometric shell analysis in LS-DYNA.  

In this contribution, we present recent investigations on selective mass scaling with hierarchic 
isogeometric structural element formulations. Since hierarchic formulations possess distinct 
transverse shear degrees of freedom, they offer the intrinsic ability for selective mass scaling of the 
shear frequencies, while keeping the bending dominated frequencies mostly unaffected and 
retaining the diagonal structure of a lumped mass matrix. We discuss the effects of transverse shear 
parametrization, locking and mass lumping on the accuracy of results and a feasible time step. 
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Aquatic canopies formed by flexible submerged plants are an essential element in river hydraulics through
the flow resistance they provide, their resilience against bed erosion, etc. Knowledge about these pro-
cesses is usually drawn from experiments. Only recently simulations with deforming blades have been
conducted, still with relatively rigid blades [1]. In the present contribution a numerical method is pre-
sented which extends the one of [2], [3] towards long, highly flexible blades as they reconfigure, collide,
and interact with the surrounding flow. It is composed of the following elements: a Navier-Stokes solver
for incompressible flows with Large Eddy subgrid-scale modelling, an Immersed-Boundary-Method
(IBM) for coupling, and a Finite-Difference solver according to [4] for geometrically exact Cosserat rods.
The IBM is particular in that it incorporates the fluid-structure coupling by a semi-implicit approach, thus
yielding very good stability, even with vanishing thickness as well as small or even vanishing mass of
the blades. Another challenge arises from the structure-structure coupling via contact and collision. It is
treated with a constraint-based method and turned out to provide difficulties of appropriately discretizing
these constraints. To cope with these, a number of enhancements over [3] had to be developed. The
capabilities of the resulting method are illustrated with first results from a large-scale simulation of 528
flexible blades in a turbulent channel.
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Large capital investments are being made on cable systems especially in the automotive field. Due 
to the strong growth in the digitalisation of vehicles, a considerable increase in the number of 
cables can be seen in them. Cable bundles and harnesses are used for better cable management 
in these vehicles. Each cable bundle is made up of various cables and each of 
these cables are complex components consisting of a multi-layer structure made up of various 
materials. In order to characterise these cable bundles, the prediction of the effective mechanical 
properties of the system as a whole is focussed on. 
 
Due to their construction, the interaction between the different components in a cable bundle leads 
to deviation from classical material behaviour [1]. The bending movement induces friction between 
the cables resulting in non-linearity effects as well as coupling between the bending and torsion 
load cases [2]. These non-linearity effects are analysed on the basis of the data obtained from the 
experiments. 
 
For this purpose, a new test rig has been designed and built, allowing the implementation of the 
decoupled load cases: bending, torsion and uniaxial tension, as well as their superposition on the 
slender flexible structures. In particular, it is possible to investigate the highly complex effects 
resulting from the different structure of the various cable systems, which are directly reflected in 
the different behaviour of the individual systems. Three types of tests are performed, nonlinear pure 
bending, nonlinear torsion, and bending coupled with torsion. A large number of experiments on 
different cable systems with a sufficiently high number of samples were performed and the elasto-
plastic behaviour of higher bending moments was compared to pure bending. A neural network for 
modelling cable systems was developed, which is trained with the data from experiments. 
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An axisymmetric fluid-structure interaction (FSI) model, for simulating the circular glass plates 
viscoelastic co-sagging process with air suction, is developed in the commercial software 
COMSOL. The two glass plates are modelled as viscoelastic structures which are sagging under 
gravity at elevated temperatures with their viscosity dependent on the temperature. Generalized 
Maxwell model of stress relaxation is implemented for simulating the viscoelastic behaviours. 
The air suction is implemented with a thin film flow based on the Reynolds equation of the 
lubrication theory. Numerical case studies are performed to understand the fundamentals of the 
two glass plates interaction with the air film layer and impact of process parameters.  
 
It is discovered that the air suction pressure increases when the viscosity difference between the 
top and bottom glass plates becomes larger. When the viscosities are the same, the pressure is 
close to zero. The pressure increases with the top-bottom glass viscosity ratio and reaches a peak 
value when the viscosity ratio is above 1000. The peak value is equal to the weight of the bottom 
glass.  
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Multi-scale mechanical models allow to infer microscopic information from the macroscopic response.
Two-scale models of fibre network materials are relevant in many fields of engineering, but also in com-
putational mechanobiology problems, where tissue-scale loads are transfered to the cell scale through
a collagenous network to provide the cues for various cellular processes [1]. Discrete network models
(DNMs) are a common strategy for two-scale problems. DNMs reveal micro-scale information far be-
yond real experiments and challenge the macro-micro transitions used by the majority of the common
continuum mechanical concepts, but also provide the basis to develop novel approaches.

One piece of information is the distribution of fibre stretch within the network [1, 2, 3]. Based on studying
various DNM representative volume elements (RVEs) of generally non-linear elastic fibres, we propose
a constitutive relation between this micro-kinematic distribution and the macroscopic deformation im-
posed via the boundary conditions. Our analysis revealed a strong resemblance of the obtained stretch
histograms with the log-normal distribution L . Describing L in terms of the macroscopic deformation,
this novel approach yields excellent agreement with the homogenised stress and energetic response of
the DNM RVE, and at the same time preserves the micro-kinematic information on the distribution of
stretch, making it a promising tool for efficient computational analysis of fibre network materials.

Finally, we discuss methods to overcome the costly generation of a numerical DNM ground truth needed
to parametrise the model, and sketch strategies to obtain the relevant information for model calibration
from real experiments.
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Inflatable wing is a multi-cavity inflatable structure made of high-strength composite flexible 
material and filled with high-pressure gas to maintain airfoil. Due to advantages in light weight, 
convenient collection, rapid expansion and low cost, inflatable wings provide a more flexible 
technical solution for aircrafts with limited space to launch, such as small and medium-sized 
UVAs, cruise missiles and gun-launched missiles. The structural dynamic characteristics of 
inflatable wings are complicated because of the high flexibility and light weight, and traditional 
methods for rigid wings are no longer applicable. In modal tests for inflatable structures, 
especially for complex structures with high flexibility like inflatable wings, traditional modal 
testing technique using hammer or shaker is questionable to excite the global modes of the 
structure without local overexcitation. The variety of sizes, low mass, and fast time response of 
the Macro Fiber Composite (MFC) make it an excellent candidate for use in the dynamics and 
control of inflatable structures. In this paper, a distributed excitation system is proposed based on 
MFC actuators for modal tests of a flexible lightweight inflatable wing, and the dynamic 
characteristics of the inflatable wing are analyzed. Firstly, a finite element modelling and modal 
analysis of an inflatable wing is carried out. Since the inflatable membrane with high flexibility is 
barely able to endure out-of-plane load, which converts the load into in-plane tension in the form 
of membrane prestress. And the contribution of added air-mass to the vibration system cannot be 
ignored. Wet mode considering membrane vibration theory and added air-mass is applied to 
obtain modal parameters and provide reference for modal tests. Then, a distributed excitation 
system based on MFC is set up, and an example of simple supported beam is given to verify the 
feasibility of system. Finally, dynamic characteristics of inflatable wings is analyzed based on 
MFC excitation system, and the type, number and distribution of MFC are designed to improve 
the experiment performance. The results show that the distributed excitation system based on 
MFC is capable to excite global mode of inflatable wings. Besides the spanwise bending and 
torsional mode, inflatable wings also present chordwise bending mode, which is markedly 
distinguished from the traditional rigid wings. 
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We present a novel approach for the analysis of axially moving continua, i.e., structures that are charac-
terized by a translational motion in one of their preferred directions. Axially moving continua occur in
many important industrial processes as, e.g., rolling mills, in which material is (more or less) continu-
ously transported through the plant. Challenges in modeling and simulation of axially moving continua
are manifold: First and foremost, the underlying translational motion is adverse to a Lagrangian formu-
lation of continuum mechanics, in which physical fields are related to material points of the structure.
Diverse variants of Arbitrary Lagrangian-Eulerian (ALE) and mixed Eulerian-Lagrangian formulations
have been proposed to account for the fact that material points located in the domain of interest vary due
to the translational motion. Secondly, we typically deal with thin-walled structures that are subjected
to large deformations. For this reason, structural theories for beams and shells are often adopted in the
computational analysis. On top of that, the material behavior is inelastic in many industrial processes.
Non-Lagrangian formulations therefore require transport schemes for internal variables that govern the
stress response and constitutive relations need to be translated to structural theories.

We address the challenges of axially moving continua by combining an effective mixed finite-element
formulation for three-dimensional continua with a generalization of the sliding-beam formulation [1],
i.e., a non-material description for sliding structures and axially moving continua. In particular, we
use the tangential-displacement normal-normal-stress (TDNNS) method by Pechstein and Schöberl [2].
The TDNNS method is based on the idea of relaxed continuity in displacement and stress fields across
element faces. TDNNS elements have proven superior performance in problems of thin-walled structures
as compared to conventional irreducible formulations, since they do not suffer from shear locking. We
apply the coordinate transformation of the sliding beam formulation to the three-dimensional relations
of continuum mechanics, on which the TDNNS formulation is based. The proposed approach allows
us to effectively analyze complex problems of axially moving continua without resorting to structural
theories.

REFERENCES

[1] Humer, A. , Steinbrecher, I. and Vu-Quoc, L. General sliding-beam formulation: A non-material
description for analysis of sliding structures and axially moving beams. J. Sound Vib. (2020) 480:
115341.
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Continuum robot architectures find wide application in medicine since they can be designed to achieve a
high ratio of length to width, making them well suited to minimally invasive interventions. These designs
are distinguished by using deformable elongate elements whose shape, theoretically, requires an infinite
number of degrees of freedom to model. Concentric Tube Robots (CTRs), a collection of nested mil-
limeters tubes, belong to this category. A general architecture comprises three tubes: a fixed, relatively
rigid, straight tube that serves as a guide and two flexible concentric tubes with a pre-designed 3D curved
shape. CTRs can be controlled through its proximal end, outside of the patient. The physician regulates
the relative sliding and rolling of the tubes, whose elastic interaction determines the overall shape of the
system and the iteration force at the end-effector for surgical intervention. The accurate control of the
CTR navigation and tissue interaction requires the development of sophisticated mathematical models.
Although significant results have been achieved, only quasi-static motion of the tubes’ sliding has been
considered so far [1].
Here we present a complete dynamic model of the three tubes architecture described above, including the
sliding phenomena. To do so, a Cosserat model of the rods’ deformation is employed, parametrized us-
ing a novel, geometrically-exact, Ritz-like reduction of the beam’s strains [2]. In the context of CTRs, it
allows selecting the active strains of a general Simo-Reissner beam that satisfy the distributed constraints
imposed by the rods’ concentricity, eliminating from the equations the complex inter-tubes constraints
force. Due to the tubes’ sliding, the domain of the overlapping sections comprising the CTRs ”grows”
or ”shrinks” as a function of the insertion parameters. Once this additional motion is included in the
geometrically-exact kinematics of the Cosserat rod, the d’Alembert’s principle can be applied to obtain
the equations of motion in the usual Lagrangian form, suitable for control. In the static setting, this
procedure allowed calculating the insertion forces required for the equilibrium for the first time [3].
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We present a mixed Eulerian-Lagrangean approach used for simulating the strip run in rolling mills. The
simulation tool is intended to be finally used for optimizing parameters of attached software controllers
before they are implemented at the real plant, an intention which imposes two more or less contrary
requirements concerning the final product: On the one hand it should be highly accurate to allow find-
ing near optimal and reliable controller settings for real life application. On the other hand – since a
large number of single simulations will have to be run in order to find optima in a multidimensional
parameter space – it should be particularly fast. A standard type approach (such as using standard 3D
Finite Elements undergoing 3D contact analysis at the roll gap) would miss to exploit specific problem
characteristics and thereby be lacking performance.

A more modular approach is presented, which is particularly adapted to the underlying problem and has
evolved throughout the last decade of co-operation between Primetals Technologies Germany, Johannes
Kepler University Linz, and Linz Center of Mechatronics GmbH on this topic.
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Roll forming is a manufacturing process which is classified among the cold forming processes [1]. Here,
an initially flat metal sheet is continuously fed through several forming passes. Each forming pass con-
sists of a pair of contoured rolls which contribute incrementally to the total bending deformation. The
final cross section shape is obtained by irreversible plastic bending deformation, membrane strains re-
main small. Furthermore, no significant deformations in thickness direction occur during this process.

Lagrangian finite element formulations are traditional in structural mechanics. This becomes, however,
inefficient for axially moving continua, as material particles keep entering and leaving the control do-
main, as it is the case in roll forming. Numerically induced oscillations are inevitable because of the
spatially localized contact forces acting at moving finite elements. Moreover, no mesh refinement near
the contact locations is possible. Using the mixed Eulerian-Lagrangian description, we restrict the atten-
tion to the active domain of interest. The issues regarding the numerical oscillations and mesh refinement
are no longer relevant, as material particles flow across the mesh. For this sake the nonlinear structural
equations need to be transformed to a different set of coordinates, namely an Eulerian one in the direction
of the movement and Lagrangian coordinates for the transverse and out-of-plane directions [2, 3].

For an alternative attempt to treat the roll forming process using ALE kinematic formulation with the
help of the non-material 3D continuum elements we refer to [1]. In the present contribution, we make
use of the shell model of the metal sheet, which shall be computationally more efficient. Moreover, the
plastic deformations are treated both, on the level of continuum mechanics featuring an integration over
the through-the-thickness element of the shell as well as on the structural mechanics level, which is based
upon a novel problem-oriented plasticity model for a shell [4].
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Axially moving deformable structures play a central role in various technical solutions like belt drives,
rolling mills, winding of coils, etc. Inertia and elasticity of the moving structure, geometric and material
nonlinearities as well as contact phenomena altogether result into non-trivial and sometimes counter-
intuitive response of such structures to geometric imperfections or external actions. Nowadays, growing
attention is paid to dynamical systems, in which the time evolution of the deformed state of an axially
moving structure is possible even quasi-statically at slow motion because of nonlinear contact interac-
tions. Examples are the elastic-plastic bending of a metal strip in a roll forming machine [1], motion
of sheet metal between the roll stands of a hot rolling mill [2] or the elastic deformation of a steel belt
owing to the dry friction in the moving contact pairs of a steel belt drive [3].

The last example of a frictional transport problem motivates the study of the motion of an elastic strip
travelling on a horizontally moving rough plane. The lateral misalignment of the guideways at the entry
to the control domain and at the exit from it enforces the deformation of the strip and makes sliding
inevitable, at least in the part of the domain. An analytical quasi-stationary solution featuring infinitely
many self-similar segments of sliding followed by a zone of sticking contact was obtained under the
assumption of Bernoulli-Euler beam model of the strip in [4]. In the present contribution we release
some of assumptions of the analytical study and consider refined models of the moving strip: the Timo-
shenko beam model and the two-dimensional plane stress formulation. The mixed Eulerian-Lagrangian
kinematic description implemented in form of non-material finite element formulations allows both the
transient and the quasi-stationary analysis of the axially moving elastic structure with friction.
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Surveys conducted after severe seismic sequences all around the world and fragility curves
produced with techniques at territorial level, plus experimental tests show that the most diffused
collapses occurring for existing masonry buildings are partial out-of-plane failures of large rigid
portions with variable shape, roto-translating and forming a pre-defined kinematic chain, whose
shape depends on several concurring factors, such as masonry texture, membrane loads and the
interlocking between perpendicular walls.

Compared with the in-plane studies, the experimental research on out-of-plane loaded masonry is
less abundant. Limit analysis seems the most suited tool to deal with the determination of the
behavior at failure of out-of-plane loaded masonry panels.

A novel Lower Bound Limit Analysis Finite Element model for the study at failure of masonry
walls in two-way bending is presented. In the model, a masonry plate is discretized into infinitely
resistant hexahedrons and quadrilateral interfaces where all plastic dissipation occurs. Three
internal static variables act on interfaces, namely bending moment, out-of-plane Kirchhoff shear
and torque. Equilibrium is imposed on hexahedrons, whereas admissibility is enforced
exclusively on interfaces between adjoining elements. The admissibility of the internal actions on
masonry interfaces is imposed with a strength domain obtained by means of an already existing
LB homogenization technique where joints are reduced to interfaces. The resultant Linear
Programming (LP) problem - which allows to estimate collapse loads and distribution of internal
actions at collapse - is characterized by a number of variables and constraints relatively limited,
which requires a very limited computational burden to be solved through standard interior point
LP software. Failure mechanisms are obtained solving the dual LP problem.

The procedure proposed is validated against two existing experimental data sets, namely three
series of walls with slender perpendicular walls connected on vertical edges and tested at the
University of Adelaide (Australia) [1] and four series of solid (one) and perforated (three) panels
tested at the University of Plymouth (UK) [2][3]. A high accuracy of the model proposed in the
prediction of the load carrying capacity, failure mechanism and distribution of internal actions at
collapse has been found.
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The assessment of the seismic vulnerability of built heritage is still an open issue. Regarding this 
topic, in recent years many researchers have worked in the development of refined numerical 
models to simulate the behaviour of different building typologies subjected to seismic action. To 
be reliable, these models require in-depth knowledge of the building object of study.  
 
In many countries, such as Italy, where the widespread historical heritage is widely present, there 
is the need to define quick, but reliable, evaluation procedures, which allow, in advance, to assess 
the vulnerability of the historical heritage of an entire area using databases already present 
without necessarily proceeding with detailed investigations on each building. This procedure has 
already been adopted in some case studies to compute a vulnerability index [1] or a safety factor 
for the structures examined [2]. 
 
Based on procedures in the literature, the authors have developed a forecasting methodology 
focused on the construction of fragility curves, safety factor vs PGA and vulnerability index, 
which allows to formulate hypotheses on the probable behavior of a specific type of building, to 
any similar actions and the probable expected damage.  In the view of proceeding to the safety of 
a small historic village in an area with a high seismic propensity, this procedure could be useful 
for prioritizing interventions in probabilistic terms. 
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The dynamics of historical masonry buildings is one of the most difficult tasks to be investigated 
in structural engineering, since these kinds of structures are commonly heterogeneous, with 
complex geometry, and with unknown quality of the connections between different structural 
parts, in particular walls and floors, that often play a crucial role. However, understanding the 
dynamical behaviour is crucial for a reliable seismic vulnerability assessment, which became 
more and more important due to recent catastrophic earthquakes (Umbria-Marche 1997–1998, 
Abruzzo 2009, Emilia-Romagna 2012, Marche-Lazio-Umbria-Abruzzo 2016). 
In this work, the nonlinear dynamics of a medieval tower located in Accumoli, a village in central 
Italy, recently damaged by earthquakes is investigated. Generally, the mechanical response of 
masonry towers is commonly investigated by finite element methods [1], often including very 
sophisticated constitutive laws considering post-elastic behaviours and damage. These methods, 
while being very appealing, do not focus on the possible non-smooth nature of the dynamic 
response, which can come sliding and impacting between different blocks, and situation that is 
common just before and during the collapse. For this reason, in the present paper, the dynamics of 
the tower, schematized as a set of rigid blocks, is investigated by means of a distinct element code 
that implements the Non-Smooth Contact Dynamics method (NSCD) [2]. 
The main goal is to determine the weakness zones of the structure during seismic events, and the 
possible collapse mechanisms. 
Harmonic oscillations applied to the basement of the tower are considered first, and a systematic 
parametric study is done, aimed at correlating the tower vulnerability to the amplitude and 
frequency of the excitation. In addition, numerical analyses are performed to see the effects of the 
friction coefficient and of the block’s geometry on the dynamics, and on the collapse modes. 
Then, the study of the tower stability against recorded seismic excitations is addressed. Attention 
is paid to the occurrence of out-of-plane torsional overturning mechanisms, and some 
comparisons of the damage obtained with the present approach and with other numerical models, 
like continuous finite element approach, are reported. 
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In the last four decades, some commercial base isolators have been introduced to protect buildings 
from vibration and earthquakes. Typically, they are constituted by several alternating layers of 
rubber pads and steel interposed by two continuous pads, having the role of limiting vertical 
deformability. At the same time, they exhibit good deformation capacity in the horizontal direction 
when subjected to a seismic load. A very effective seismic isolator shall satisfy the following 
functions: good performance under all service loads, vertical and horizontal; provide enough 
horizontal flexibility to reach the target natural period for the isolated structure; recentering 
capability after the ground motion, so that no residual horizontal displacement can downgrade the 
serviceability of the structure; provide an adequate level of energy dissipation (damping) to control 
the displacement that could damage other structural members. Steel-reinforced elastomeric 
isolators (SREIs) is the most used method of seismic isolation.  Since these devices are generally 
too expensive due to the need to introduce thick steel plates for their supports and the high energy 
consumed for the manufacturing process, they are not suitable for ordinary residential buildings, 
especially in developing countries. Compared with SREIs, fiber-reinforced elastomeric isolators 
(FREIs) have considerably lower weight and can be manufactured through cold vulcanization 
[1][2]. They could be installed between the structure in elevation and the foundation without any 
bonding or fastening in the so called unbonded application (UFREI), reducing costs hugely 
[3][4][5][6]. Furthermore, without steel supports, the shear load is transferred through the friction 
generated between the isolator and the structure surfaces, improving the dissipation energy of the 
devices. The main feature of such a UFREIs is the large deformability thanks to the roll-over 
deformation and the favorably lower lateral stiffness compared to the bonded isolator [7]. In this 
paper, a series of experimental tests and numerical analyses have been performed to investigate the 
seismic behavior of UFREIs made of high damping rubbers (HDR) combined with glass fiber 
reinforcement. In particular, two HDR have been considered. The first one consists of a Natural 
Rubber and Bromobutyl (NR-BIIR) blend. Instead, the second one is constituted of a NR and 
Ethylene Propylene Diene Monomer (NR-EPDM) blend. Results obtained from FE cyclic shear 
tests analysis and nonlinear time history analyses of structural application have shown that the 
devices are suitable to isolate low-rise masonry buildings properly. 
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In previous researches it has been shown that 33 % to 44 % of the mass in residential and office 
buildings and up to 50 % in high-rise buildings is attributable to floor slabs [1, 2]. Floor slabs 
typically take loading through bending. Such a load-transfer mechanism is not efficient, since the 
material in the proximity of the neutral plane is practically unloaded thus resulting in a poor 
utilization rate. Since bending stiffness is significantly lower than axial stiffness in a slab, typically 
deflection limits under out-of-plane loading govern the design of floor slabs. This causes significant 
oversizing. In addition, structures are typically oversized since they are designed to take extreme 
loading events, which in practice occur only for a small part of the service time. The on-going 
climate crisis, the expected world population growth and associated resource scarcity, call for new 
methods and solutions to build material-efficient structures with low embedded greenhouse gas 
emissions [3]. Employing adaptive structures could provide solutions. By integrating structures 
with components such as sensors, actuators and control units – stress and deformation caused by 
changing loads can be reduced actively, which enables significant material savings [4, 5]. Previous 
work carried out at the University of Stuttgart within the Collaborative Research Center 1244 has 
demonstrated that it is possible to compensate deflections by integrating fluidic actuators in beam 
structures subjected to bending [6].  However, it is not obvious how to transfer actuation strategies 
employed in beams to floor slabs due to multi-axial behaviour. In this work fluidic actuators are 
strategically integrated into floor slabs to employ multi-axial force transfer to counteract the effect 
of out-of-plane loading. The research also addresses the choice of an optimal distribution and layout 
of the actuators. Numerical simulations of different actuation strategies, such as uniaxial and biaxial 
actuation have been carried to derive influence fields. The relationship between principal moments 
and the influence of actuation is quantified numerically. Examples are provided to show how 
influence fields can be employed to select suitable actuation strategies. Results show that 
displacements can be efficiently compensated through a combination of uniaxial and biaxial 
actuation.  
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The growing world population and the increasing urbanization worldwide leads to continuous
growth in the global construction activity. The building sector is responsible for about 35%
of global green house gas emissions and more than 50% of resource consumption. Therefore,
integrating innovative technologies into buildings is an important step towards achieving the
climate and environmental policy goals, such as the Paris climate protection agreement.

The concept of adaptivity offers a way of reducing the material consumption by half. However,
the mass reduction leads to multiple challenges such as increased susceptibility to static loads,
e.g. snow, and oscillations resulting from dynamic disturbances as wind and earthquakes [1].
Adaptive buildings comprise sensors, control units and actuators and are able to actively coun-
teract external disturbances. Furthermore, the active control strategy needs to take into account
component failure in order to maintain the high safety standards of the construction sector.

The world’s first adaptive high-rise building is built at the University of Stuttgart, Germany.
The state of the building is measured by strain gauges and an optical measurement system,
identifying the nodal displacement. Hydraulic cylinders, integrated into the structural elements,
are able to actuate the structure in order to counteract static and dynamic disturbances.

A control law for compensation of static loads under consideration of the limited actuator forces
is presented in [2] and validated using simulations and a scale model of the adaptive high-rise
structure. Furthermore, our research group developed multiple control strategies for vibration
damping, including linear quadratic controllers [3, 4, 5] and a model predictive controller. Ex-
perimental validation of the proposed control approaches is important but yet to be done. In this
work, we will present some early validation results.
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A high demand for living and working space as well as the corresponding infrastructure, caused by 
a growing population and increasing prosperity worldwide, leads to an increased consumption of 
mineral resources. This is accompanied by a high usage of grey energy and a high output of 
greenhouse gas emissions. For example, the cement production is responsible for up to 10 % of 
global anthropogenic CO2 emissions [1]. In addition, the design of conventional building structures 
must be based on relatively high loads or load combinations that rarely or even never occur. Thus, 
today's conventional structures are oversized for most of their lifetime.
Adaptive structures represent a promising approach for mass and resource savings. Through the
interaction of actuators, sensors and control units, the structure can adapt to the external loads to 
reduce stresses and deformations. As a result, material input can be reduced. [2]
In order to respond to all possible load cases, the structural element has to be manipulated locally.
For structural elements subjected to bending loads, it is advantageous to integrate actuators into 
their cross-section to optimize the load transfer and thus achieve material savings. Fluidic actuators 
are a suitable solution due to their high energy density. However, they must be designed for this 
application. This is part of the subproject ‘C02’ of the Collaborative Research Centre 1244. The 
functional capability has been demonstrated for beams made of concrete in various simulations and
on functional samples [3]. Therefore, actuators were integrated into the compressive zone of the 
beam. By applying forces in the longitudinal direction of the beam, a moment is generated that 
counteracts the bending moment caused by the external load. The effective range of the generated 
moment is limited, since the force is directly short-circuited via the concrete surrounding the 
actuator. For actuators in slabs, new challenges arise due to the multi-axial load transfer. In 
particular, the aim is to achieve the largest possible effective range of the applied moment in order 
to reduce the number of integrated actuators required. One approach is to optimize the geometry of
the force-introducing surfaces inside the structural element.
This contribution presents a study about the correlations of the geometric parameters. Here, 
numerical simulations are used to determine these correlations. Based on the results, an analytical 
approach is formulated that describes the impact and area of influence of the intra-structural force 
application. Thus, the geometric and mechanical interface between the structural element and the 
integrated actuator can be pre-dimensioned. A first step towards the design of an adaptive element 
with integrated actuators subjected to bending is hereby possible.
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Adaptive buildings can dynamically adapt to changing external loads using integrated actuators, and
thereby significantly reduce the resource consumption and the emissions in the course of the building’s
construction [1]. Given the large number of sensors and actuators in such an adaptive building, in com-
bination with its long lifetime, failure of one or more of those components is likely. This is generally
referred to as a fault, and comprises different types of failures ranging from a bias in a sensor’s measure-
ments or the force provided by an actuator, to the total unresponsiveness of the component. As adaptive
buildings are operated in a closed control loop, such faults directly affect the control inputs, i.e. the
forces applied to the building by the actuators, and can thereby compromise the building’s functionality
and safety. A reliable fault diagnosis system that detects and classifies faults promptly and reliably is a
prerequisite for initiating suitable countermeasures in case of a fault, and is therefore essential for any
adaptive building.

For both purely model-based and hybrid model-/data-based approaches, simulation studies considering
an adaptive high-rise building revealed a detection and classification of such faults with high accuracy
[2], [3]. Lacking a suitable experimental platform, however, these methods could not be validated on a
real-world adaptive structure until now.
Using a recently constructed demonstrator building, an adaptive high-rise truss structure of 36 meters in
height located on the campus of the University of Stuttgart, we now provide such an experimental vali-
dation. In order to successfully transfer the methods for fault diagnosis from simulation to a real-world
setting, model errors are a major challenge and can cause a significant drop in performance. Previous
simulation studies did not consider model errors exceeding simple parametric errors in a linear state
space model, which are not representative for the model errors encountered in real-world conditions. In
that context, we investigate the suitability of different methods for fault diagnosis by evaluating their
performance in a real-world setting.
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The construction sector contributes considerably to material resource depletion and it is 
responsible for a large share of global emissions. Given the growing world population and related 
demand for new built environments, new approaches are needed to significantly reduce the 
environmental impact of the construction sector. One proposed solution are adaptive load-bearing 
structures [1,2]. Actuators, sensors and control units are strategically integrated to manipulate 
deflections and stress under loading, which results in significant material and emission savings. 
Current research is looking into actuation strategies, optimal actuator placements as well as 
structural topologies that result in material- and emission-efficient adaptive structures. A useful 
method for analysing the capabilities of adaptation of spatial trusses and frames are actuation 
influence matrices [3]. These matrices contain quantitative information on how nodal 
deformations, normal and shear forces or bending moments can be influenced through actuation 
for a given structural topology – independently from a specific control objective (inherent 
adaptivity). A row gives the influence of actuation of each element on the selected structural 
response e.g., the corresponding displacement or element force. A column gives the influence of 
actuation of the corresponding element on the structural state e.g. the state of normal forces or 
nodal deformations. The rank of an actuation influence matrix is thus equal to the number of 
linearly independent states that can be induced through actuation. Forces, moments and 
displacements resulting from actuation can be computed by multiplying the individual columns 
with an actuation input load.  
Combining multiple columns of an actuation influence matrix allows for the formulation of so 
called actuation units [4]. These actuation units can be employed to model physical actuators 
spanning over multiple elements or to predefine a specific relation in which multiple elements are 
to be actuated (constraint equation). For example, to guarantee stress-free control of deformations 
in statically indeterminate structures. A method is derived to formulate actuation units for stress-
free deformation control showing that its general applicability can be assessed from the rank of 
the actuation influence matrices. 
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Morphing wings are currently of high research interest in the field of adaptive structures. They 
promise to increase the efficiency and mission adaptability of future aircraft. By replacing dis-
crete high-lift and control surfaces, the aerodynamic efficiency can be improved. Furthermore, by 
adapting the wing to its optimal shape for each flight condition, fuel consumption over the whole 
flight mission can be reduced. Despite the promising benefits of morphing wings, significant in-
creases of the wing mass have to be expected. Moreover, the energy required for active shape 
deformation reduces the net reduction of fuel needed. Therefore, lightweight design of morphing 
aircraft wings becomes even more important than for conventional wings. On the other hand, 
morphing wings themselves offer potential for weight reduction if they are used for load allevia-
tion. In consequence, design loads can potentially be decreased, resulting in reduced structural 
masses. This motivates the necessity of enhancing active morphing wings with load alleviation 
potentials. 
 
In order to obtain preliminary design suggestions for morphing wings, the multidisciplinary char-
acteristics, arising from the combination of structural, aerodynamic, kinematic and actuation as-
pects, have to be taken into account. For this purpose, the authors recently presented an optimiza-
tion framework for optimizing active morphing wing sections with the aim of reduced drag over a 
certain flight mission and low structural mass [1]. The internal layout of the morphing wing sec-
tions is defined by a truss structure [1]. Based on the resulting design proposals for active morph-
ing wing sections, the present work investigates the potential of combining the active morphing 
wing sections with a passive deformation behaviour in order to reduce loads arising from in-
creased angles of attack, as it is typical during gust. Therefore, target-oriented stiffness reductions 
of individual components of the active truss structure are optimized using Evolutionary Algo-
rithms and a loosely coupled fluid-structure interaction approach. Target is the reduction of the 
lift increment by passive deformation of the aerofoil section for increased angles of attack. 
 
The optimization approach presented allows to conduct first preliminary feasibility studies that 
can build the basis for future morphing wing concepts combining drag reduction and load allevia-
tion. It is shown that the investigated concept enables feasible deformations of the aerofoil con-
tour in order to reduce undesired lift increments. 
 
This research was funded by the German Federal Ministry for Economic Affairs and Energy un-
der grant number 20E1509B. The responsibility for the content is with its authors. The financial 
support is gratefully acknowledged. 
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The construction sector causes a significant part of the global resource consumption (material, embodied
energy, waste, emissions). A rising living standard and a growing world population aggravate this prob-
lem. In order to reduce the resource consumption in the construction sector, ultra-lightweight structures
are helpful. Ultra-lightweight structures can be realized through the concept of adaptive structures [1].
Adaptive structures refers to structures equipped with sensors, actuators and control units. Although
ultra-lightweight structures may be more susceptible to static deformation and vibration caused by loads
or disturbances such as wind, snow or earth quakes. In contrast to conventional (passive) structures,
adaptive structures can handle them by actively counteracting them.

For an adaptive structure to actively and effectively counteract disturbances, a control concept is required,
the design of which is one of the challenges in developing adaptive structures. The main components of
the control concept are a controller, a state estimator and a fault diagnosis block. The state estimator uses
the sensor measurements and a dynamic model of the structure to compute the structure’s state, which
consists of all nodal displacements and velocities. The state is then used by the controller to compute a
control signal for the actuators and by the fault diagnosis block to detect and isolate faults of sensors or
actuators. Usually, the static deformation and vibration of a structure is initially caused by immeasur-
able, external disturbances. However, if these disturbances are unknown to the state estimator, they can
lead to a significant estimation error. That motivates to develop disturbance estimation concepts, too.
Within our research group, sensor placement and model-based state estimation methods have been suc-
cessfully applied to and adaptive high-rise building in simulations [2, 3, 4]. In that context, we investigate
simulatively methods for state and also disturbance estimation for example adaptive structures.
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External post-tensioning is an effective solution to improve the structural performance of beam 
bridges [1]. The tension force from the external cables is applied eccentrically to the neutral axis 
by means of deviators. The resulting system of forces induces a bending moment that counteracts 
the effect of the external load. However, typical external post-tensioning systems are effective 
under one scenario which is usually the permanent load. This work investigates the application of 
an external adaptive tensioning (EAT) system to the design and control of high-speed railway 
(HSR) bridges. The design of HSR bridges is challenging because strict criteria for safety and 
comfort must be met, which typically results in oversizing. Train loading can often cause a 
significant dynamic response. The sudden entry of a high-speed train is similar to an impact load 
and the excitation frequency caused by the regular spacing of the train wheels can induce resonance. 
The EAT system comprises under-deck cables deviated by variable-length compressive struts that 
act as intermediate supports. The structural system behaves as an underdeck cable-stayed bridge 
[2] where each cable end is fixed to the corresponding end of the beam nearby the support. 
However, linear actuators are employed to adjust the length of the struts, which changes the tension 
in the cables allowing to manipulate the bending moment as the load changes.  Previous work has 
shown that similar external adaptive tensioning systems are effective to reduce the response of 
beams under quasi-static [3, 4] as well as dynamic loading [5]. A sensitivity analysis is carried out 
on simply supported steel-composite beam bridges to identify limitations from design best practice. 
Typical dimensions are considered by varying the span from 15 m to 45 m while keeping the depth 
to 2.4 m. Full time-history analysis shows that vertical acceleration limits cannot be met for most 
medium- and long-span configurations. A comparison is carried out with identical bridges equipped 
with an EAT system comprising a single actuator. The vertical response is reduced through the 
actuator length adjustments that are computed by a state-feedback controller based on the Linear 
Quadratic Regulator. Results show that vibration control through the EAT system enables vertical 
acceleration limits for medium-span HSR bridges to be met. The cyclic stress intensity range is 
significantly reduced demonstrating the potential for fatigue-life extension. 
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Identification and monitoring of damage have a growing importance in the maintenance of structures.
A robust active sensing framework that integrates model-based inference and optimal sensor placement
is proposed. The approach addresses the monitoring problem with a holistic view in which inference
from data and data acquisition scenarios are tightly connected. Structural health can be continuously
and accurately assessed by solving an alternating sequence of damage estimation and optimal sensor
placement problems.

A partial differential equation-constrained formulation for damage estimation is first developed using a
conventional model-updating approach with a binary penalization damage parameter. Then, this formu-
lation is linearized around an appropriate nominal damage state to produce an Optimal Experimental
Design (OED) problem for desirable sensor locations. The sequential sensing framework is postulated
using a variance-minimization approach as follows: given a current candidate damage state associated
with the most up-to-date sensor information, find the next sensor location that minimizes the variance in
the inferred damage state and update the damage estimator.

The sequential sensing framework is also enhanced by introducing a Modified Error in Constitutive
Equations (MECE) functional in the damage estimator. Adding MECE will quasi-convexify the damage
estimation problem, making the framework more robust by limiting the damage estimator from being
trapped in local minima. This ensures that the sequence of damage estimation problems will converge to
the true damage state given arbitrary initial guesses and sufficient sensor information.

Finally, the sequential sensing framework with MECE is demonstrated using numerical and experimental
models analogous to digital twins of reactor vessel internals in nuclear power plants. Practical algorith-
mic heuristics including sensor placement constraints and convergence criteria are explored.

†Sandia National Laboratories is a multimission laboratory managed and operated by National Technology and Engineering Solutions of Sandia, LLC., a wholly owned subsidiary of
Honeywell International, Inc., for the U.S. Department of Energy’s National Nuclear Security Administration under contract DE-NA-0003525. This paper describes objective technical results
and analysis. Any subjective views or opinions that might be expressed in the paper do not necessarily represent the views of the U.S. Department of Energy or the United States Government.
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As the commercialization of electric vehicles (EVs) progresses, high reliability of the systems in 
EVs like battery systems are required. For high reliability of the battery system, information about 
the health state of the battery system during degradation is essential. When the battery is used 
repeatedly, the chemical state inside the battery changes. The chemical state changes cause the 
degradation of battery health sates such as state of health (SOH), mechanical properties (stack 
pressure and swelling). Such a change in the health state is a cause of failures inside and outside 
the battery systems. For preventing these failures, the various studies are attempting to model and 
accurately predict the changes of the battery systems. There are two challenges in the predicting 
health state using the mathematical models. (1) Batteries of various specifications are used for each 
EV models, and different batteries have different parameters in the models, and (2) even within the 
same battery, aleatory uncertainty occurs due to chemical uncertainty. Therefore, in order to 
accurately predict the health state of the battery system, statistical state information in consideration 
of the above factors is required. 
 
Model calibration plays an important role in the engineering field as a way to improve the results 
of Model & Simulation. Various model calibration methods perform the calibration process in 
consideration of the bias and uncertainty existing in the model or real world. The well-known KOH 
framework defines the model discrepancy term for the bias between the simulation model and the 
real data, and updates the bias through this framework. [1] And the recently studied SeCav 
framework is sequentially performing model calibration and validation using uncertainty 
quantification and reduction. [2] And the BC-TS technique performs model correction of 
parameters lacking prior knowledge by using the Takagi-Sugeno fuzzy models rather than the GP 
in the existing calibration framework. [3] This paper studies the framework of existing model 
calibration frameworks (1) to check whether the GP, RBF, and fuzzy models adequate for the 
battery bias model updating generated by different parameters for each battery, and (2) compares 
whether each framework statistically predicts the aleatory uncertainty of the battery system. The 
comparison study finds the best modelling techniques and calibration framework for the model 
prediction of batter systems by using the existing battery model and given data. 
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Drill string is a slender structure that rotates to drill rocks in search of oil and gas. Its torsional non-linear
dynamics is of particular interest because high oscillations might occur and should be avoided. The self
excited mechanism happens due to the non-linear bit-rock interaction. There are different ways to model
this interaction which lead to different bifurcation maps. We would like to stablish a methodology to
choose the model that most corresponds to the available experimental data [1].

The Bayesian strategy for parameter estimation is convenient for this type of application [2]. The stochas-
tic inverse problem begins with prior information about the probability density model of the parameters
that should be identified. Then, experimental data is used to update the probabilistic model with the aid
of Bayes formula, if the likelihood function is known. Statistics of the parameters and of the predictive
models are obtained.

In this context, the present work proposed to apply the approximate Bayesian computation (ABC) [3],
which is likelihood free, for parameter estimation, uncertain quantification and bit-rock interaction model
selection. The (i) exponential, (ii) hyperbolic tangent, (iii) combined models are able to represent the
non-linear interaction, but the ABC procedure indicates that the combined model yields a higher proba-
bility, considering the configuration analysed and the available experimental data.
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With more and more data and computational capacity becoming available, data-driven modelling 
of real-life systems is an increasingly popular approach both in the scientific community and 
industry. At the same time, there is a growing interest towards ‘Digital Twins’; accurate, online 
and adaptable digital counterparts of physical structures which could be used e.g. as a design aid 
or to help with maintenance decisions at structures already in operation.   
 
Universal differential equations (UDEs) [1] are a promising approach to include measurement 
data with machine-learnt structures inside differential equations alongside algebraic terms 
representing mechanistic models. By having a physics-based core, UDE models can incorporate 
the insight and expertise one has on the behaviour of the modelled structure. However, every 
physics-based model involves some degree of error compared to measurement data due to the 
dynamics neglected by the model. The purpose of using machine-learnable structures with the 
mechanistic model is to compensate the error between the observed and predicted behaviours 
resulting in not just a qualitatively but also quantitatively accurate model of the physical structure. 
While pure machine-learnt models could also be used for this task, the UDE model can be 
expected to require a smaller training dataset, more lightweight machine-learnt structures and, as 
a result, smaller computational effort as the physics-based part already stores information about 
the behaviour of the observed system. 
 
Most of the studies on UDEs however focus on identifying a well-fitting model with a constant 
set of system parameters while it is often also interesting to investigate the system's response to 
varying parameters, e.g., to allow for parameter-uncertainty, or to incorporate the change of 
external conditions. Our study focuses on nonlinear dynamical systems and learning measured 
bifurcation diagrams using the UDE models leading to inherently varying-parameter problems. 
 
Using the examples of aeroelastic flutter and a forced nonlinear oscillator [2] we assess the 
efficiency of the UDE modelling approach using neural networks [1] and Gaussian processes [3] 
as the machine-learnt part of the model. We demonstrate that the modelling approach has a great 
potential in delivering accurate models of nonlinear dynamical systems whereas we also report on 
the challenges encountered during the training procedure, such as overfitting and finding local 
minima of the objective function and discuss the potential ways of avoiding these issues.  
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Within the context of wind turbine component design, there is an interest to develop novel, 
advanced virtual test approaches using Digital Twins of both components and test bench setups. 
More specifically, virtual testing of novel pitch ball bearing designs is of interest, as these 
typically require large scale test setups.  
 
In this work, the use of a Smart Virtual Sensing (SVS) Digital Twin [1] is proposed to estimate 
pitch ball bearing parameters, as well the overall system states and inputs. A multibody model of 
a pitch bearing test setup, including a parametrized analytical ball bearing model representing the 
pitch ball bearing, is combined with a Kalman Filter. A multibody formulation typically yields a 
set of Differential Algebraic Equations (DAEs) due to the presence of kinematic equality 
constraints. Recently, several approaches have been proposed in literature to combine these DAEs 
with a Kalman Filter ([1], [2] and references therein) for combined state and input estimation by 
relaxing the constraint definition leading to a set of non-linear Ordinary Differential Equations 
(ODEs). Rodriguez et al. [3] have recently presented an approach for multibody model parameter 
estimation. While these approaches cover equality constraints in different approximated ways, 
they do not in general consider inequality constraints. It is shown in this work that these 
approaches can lead to unstable behaviour of the Kalman Filter for bearing parameter estimation, 
as these parameters represent physical quantities, which in general have to be bounded (e.g. non-
negative values) via inequality constraints. Without these constraints, the estimated parameter 
values can be out of bound and lead to unstable behaviour. 
 
This work therefore further proposes an active set approach to enforce inequality constraints, 
stabilizing the Kalman Filter and allowing for robust bearing parameter estimation. The proposed 
approach is validated numerically and the necessity of including the inequality constraints to 
stabilize the Kalman Filter is highlighted.   
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This paper proposes an extension of a recent developed methodology for model selection and param-
eter identification [1] which combines (i) reinforcement learning (RL) for model selection through a
Thompson-like sampling with (ii) approximate Bayesian computation (ABC) for parameter identifica-
tion and uncertainty quantification. Motivated by the digital twin framework where a system (physical
twin) evolves over time, we consider three new features. (1) The worst model is not discarded because
it might be useful in the future, as the system evolves. (2) The algorithm detects a change in the system
by monitoring the models’ acceptance; a significant drop in acceptance indicates a change. (3) If the
system changes the algorithm is reset: new parameter ranges are computed and the Beta distribution of
the Thompson sampling is restarted, as well as the rewards. Data are obtained from an experimental test
rig which is a non-linear oscillator composed of a clamped beam with a tip mass, magnets and a coil. The
amplitude of the dynamical system is obtained sweeping the amplitude of excitation; the control-based
continuation strategy is used for this purpose [2]. The evolution of the system with time is emulated vary-
ing the distance between the tip mass and the coil. Three Duffing-like models are used: (a) cubic, (b)
fifth-order and (c) seventh-order. Different cases are considered to test the new algorithm which seems
promising for the analysed application and can be extended to others, for instance related to digital twin
where a physical system is changing over time. The proposed RL-ABC strategy should be further tested
in different systems to verify its extent.
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Digital Twins (DT) allow to accelerate the development of new products and enable new insights 
throughout the different product lifecycle stages. Smart virtual sensors based on DTs are capable 
of estimating quantities that cannot be easily measured, such as the full system states (and related 
quantities like strain and stress fields) and unknown inputs. Using a Kalman Filter approach [1], 
such a Digital Twin can be created by combining data coming from physical sensors with the 
asset’s numerical model. 
For complex mechanical systems composed of interconnected bodies and experiencing large 
motions and small deformations, a multibody formulation is commonly employed. The resulting 
equations of motion allow to efficiently express the kinematic constraints (i.e. connections) 
between the different components (i.e. bodies) using algebraic equations in combination with 
Lagrange multipliers. This yields a system of Differential Algebraic Equations (DAEs). Different 
approaches have been presented in literature to combine these DAEs (i.e. the multibody model) 
with a Kalman Filter ([2]-[4] and references therein). These approaches mainly differ in their 
handling of the algebraic constraint equations. They typically require using a specific multibody 
formulation and/or allow constraint violation (i.e. soft constraint enforcement). This tends to limit 
their use to either special cases or requires problem-specific tuning that can be detrimental for the 
application as a Digital Twin. 
This work therefore presents a robust, general Kalman Filter-based state-input approach that 
allows to directly enforce the kinematic constraints exactly. More specifically, the estimated state 
is enforced to lie on the manifold described by the constraint equations and therefore meet the 
equality constraints exactly. This allows to generate a robust and smart virtual sensor using the 
Digital Twin of complex mechanical systems. The proposed methodology is numerically 
validated using closed and open kinematic chain multibody models. 
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The mechanical joints (e.g., lap joint, weld, bolt, pin, etc.) are vulnerable to fatigue because of 
stress concentration and various internal flaws. Various digital twin strategies were used to 
support engineering decisions for system operation to prevent catastrophic system failure by 
fatigue damage in mechanical joints. The digital twin is a computational model that simulates the 
operating engineering system in the real world to support engineering decisions. The digital twin 
is a virtual model representing physical entities such as engineering products, components, and 
systems. The virtual model can be categorized into 1) data-driven, 2) physics-based, and 3) hybrid 
approach. The digital twin needs to be updated or analyzed using the observed response from the 
physical system to represent the current state/condition of the system. The PZT(lead zirconate 
titanate)-induced lamb wave is a suitable observed quantity for digital twin estimating crack 
detection in a mechanical joint. The PZT sensor is an active sensor in a fixed position, acquiring 
the repeatable signal without nonstationary noise. In a previous study, various data-driven 
approaches were proposed to estimate fatigue damage detection using PZT-induced lamb wave 
signal. He et al. (2013) proposed a data-driven approach to estimate crack length using Lamb 
waves in riveted lap joints based on the feature extraction and regression methods [1]. Pandey et 
al. (2022) proposed a deep-learning approach for damage detection using a 1-D convolutional 
neural network [2]. However, data-driven require many lamb wave signals measured in different 
crack lengths and geometry and suffer from low accuracy in noisy conditions. On the other hand, 
the physics-based approach is less dependent on data and is physically interpretable. 

In this study, the stochastic physics-based model updating is proposed for fatigue crack 
estimation in riveted lap joints using lamb waves. The proposed approach is based on two 
techniques; (i) deterministic model calibration and (ii) stochastic model updating. In deterministic 
model calibration, physical properties of the medium, such as wave speed and decaying rate, are 
estimated using the observed signal. The k-Wave MATLAB Toolbox was utilized to simulate the 
lamb-wave propagation in the lap joint [3]. In stochastic model updating procedures, the possible 
crack growth path is sampled based on the probability of crack direction to consider uncertain 
crack propagation paths. The probability of the stochastic process is calibrated using Monter-
Carlo simulation and the simplex method. The validity of the proposed method is demonstrated 
using an observed lamb wave in the fatigue test of the lap joint specimen. The results conclude 
that the proposed digital twin approach can accurately estimate fatigue crack growth state in lap 
joints. 
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Machine learning algorithms have been widely used to monitor the health of structures. The application
of sensor placement optimisation (SPO) can be conducive to acquiring the most valuable data for con-
structing an effective damage identification model. There are two basic methods of machine learning,
including supervised learning and unsupervised learning. The main difference between the two methods
is whether to use labels of different structural health states. Therefore, different SPO approaches should
be developed to improve the performance of structural health monitoring (SHM) systems based on these
two machine learning methods.

In this paper, two SPO strategies with a linear correlation coefficient as the optimisation objective are
proposed and compared using features extracted from time-series data. The critical difference between
these two developed strategies is in whether the labels of different health states of a structure are involved
in the optimisation process or not. A case study that uses the experimental data collected from tests on
a glider wing demonstrates the characteristics of both strategies. The results show that the optimal
sensor placement obtained by the first approach without considering the labels has better performance in
detecting the occurrence of the damage on unexpected areas. However, if only the predictable damage
cases of interest are focused on, the second optimisation approach that considers the state labels should
be adopted.
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In this paper, frictional contact problems of elastic bodies with random roughness are addressed using
the Isogeometric analysis computational framework. To model the randomly rough surfaces, a new
method is proposed consisting of a collocation-based Karhunen-Loeve random field modelling method
and Non-uniform Rational B-spline (NURBS) interpolation method. The frictional contact problems are
solved using a mortar-based contact algorithm. The local and global coefficients of friction (COF) are
compared under the conditions of varying interfacial properties and external loads. The mean value and
standard deviation of the global-to-local COF ratios of each scenario are obtained through Monte-Carlo
simulations. Both quasi-static and dynamic contact problems are under investigation. It is found that the
correlation length and Root Mean Square of the random contacting surfaces and the magnitude of the
external loads impact significantly the development of global-to-local COF ratios with different rules.
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Digital twins seek to replicate a physical structure in a digital domain [1]. For a digital twin to have
close correspondence to its physical twin, data are required. However, it is not always possible, or cost-
effective, to collect a complete set of data for a structure in all configurations of interest. It is useful
to repurpose data to help validate predictions for different configurations and scenarios. This is true
in drill-string applications [2], where, for example, the length of the drill may be altered throughout
operation. This paper demonstrates how transfer learning, in the form of three domain adaptation meth-
ods, — transfer component analysis (TCA) [3], maximum independence domain adaptation (MIDA) and
geodesic flow kernel (GFK) — can be used to construct a digital twin for localising torsional friction
in deviated wells under structural changes (e.g., when the drill column gets longer). The method uses a
physics-based torsional model to train a machine learning classifier that can localise torsional friction for
a given drill length, and diameter, where friction localisation labels are known (source). As the length
or diameter of the drill are altered in the field, transfer learning is utilised to map the classifier from the
labelled (source) scenario onto these unlabelled (target) scenarios. As a result, transfer learning improves
the performance of the classifier when applied to the target data, and increases the domain of validity for
the classifier. The performance of the classifier, and therefore its suitability to new drill configurations,
is estimated by utilising two different distance metrics between the source and a proposed target dataset.
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Ultrasonic Guided Waves (UGW) bear an enormous potential for application within a Structural Health
Monitoring (SHM) context. Advantages of UGW include their potential for detecting small defects,
whilst propagating through long distances in thin structures, and the rather low cost of involved sending
units (PZT-based). To unwrap the full potential of UGW, fusion of the measured data with models is
required. Fused data and models allow for reaching higher levels of SHM – such as localisation or
quantification of damage – following Rytter’s specified hierarchy [1].

Due to their short period and wavelength, UGW require a fine discretization in time and space when
one seeks to simulate the forward problem of wave propagation. This fine discretization leads to com-
putationally expensive simulations. Since solving the inverse problem, which fuses UGW data with the
models, necessitates repeated evaluations of the forward problem, the computational costs represent a
major bottleneck towards effective use of UGW in SHM [2]. This work tackles this problem by in-
troducing a parametric Reduced Order Model (pROM) for simulating UGW propagating in plates that
contain flaws (e.g. cracks).

For efficient use, the pROM needs to be parameterized with respect to different defect configurations
and properties, such as the location, shape or size of the defect. To train the pROM, enough information
on the response of the system, depending on different parameter sets, is necessary. Due to the multiple
parameters that can be involved, especially in the case of multiple flaws, and due to the large cost of
the high–fidelity model, a sparse grid in the parameter space and additional knowledge on the systems
behaviour needs to be used. To address this, we propose a pROM based on Gaussian Process Regression
(GPR). The GPR enables to fit engineering knowledge through the definition of priors, while keeping
the amount of high–fidelity training simulations low through active training. The developed framework
is verified on simulated case studies.
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Structural damage and deterioration of structures forms a primary engineering problem as such process
can often cause catastrophic failures. The objective of structural health monitoring (SHM) is to identify
anomalies or damages such as cracks, delaminations, etc. in structures. A number of SHM techniques
exist for damage detection, such as vibration-based SHM, electromechanical impedance-based SHM,
guided wave (GW)-based SHM, etc. The GW-based technique offers a number of advantages because of
its high sensitivity to small defects and large area scanning. Damage detection is an inverse problem, in
which the damage needs to be detected using the measured input and output signals. The conventional
calculus-based search techniques use gradients, which can not handle problems having a finite number
of discontinuities or functions with many local maxima or minima. But, genetic algorithms (GAs) can
handle such problems without getting locked into a local optimum configuration. Damage detection in
the form of an inverse problem can be performed using stochastic and evolutionary optimization methods,
such as the GA, which is based on the principles of natural selection and genetic evolution.

In this research, elastic wave propagation emulated by a deep learning-based model is used as a tool
for damage detection.The GA employs the deep learning-based simulator for multiple solutions of the
forward problem. Our deep learning-based model is found to outperform traditional numerical solvers.
Thus allowing low computational cost of damage detection, using GA as an optimization, with good
accuracy.
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A new inverse modeling is investigated for reconstructing seismic input motions propagating into a do-
main surrounded by a domain reduction method (DRM) boundary from limited seismic measurement
data. The non-convolutional second-order complex-frequency-shifted perfectly matched layers (CFS-
PML) is employed to truncate a two-dimensional semi-infinite domain of a plane-strain setting, and the
DRM is utilized to model seismic input motions coming from the outside domain of the CFS-PML. A
partial differential equation (PDE)-constrained optimization method aims at minimizing a misfit between
measured motions at sensors on the surface induced by targeted incident waves (or equivalent effective
forces on a DRM boundary) and their reconstructed counterparts induced by estimated effective forces.

The numerical results show that the targeted effective forces can be accurately reconstructed. It is ob-
served that the wave responses in a structure and soils in the domain induced by the targeted effective
forces are in excellent agreement with those by the reconstructed ones. Therefore, the presented method
can help engineers to replay seismic responses of structures and soils from limited seismic measurement
data and estimate the impact of earthquake waves on infrastructures.
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Abstract

Guided wave test is a promising technique for online monitoring in various industries such as aerospace and

wind power. A Bayesian framework based on guided waves for damage identification of three-dimensional

joints of arbitrary shape and finite size is presented here for the first time. The hybrid wave and finite element

approach is adopted to obtain the scattering coefficients corresponding to different size defects, which can

provide the results of different excitation types in a single operation. However, the physics-based Bayesian

framework requires numerous calls to the physical model, which will drag the inversion framework into a

time-consuming quagmire. In order to increase the efficiency of the proposed scheme, a Kriging surrogate

model is used to generate a database containing measured scattering properties. Finally, a numerical model

is used to validate the damage identification scheme.
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Ultrasonic guided waves (GW) due to their ability to monitor large areas with few sensors, are commonly
employed for structural health monitoring (SHM) in aerospace, civil, and mechanical industries. The
FBG sensors in the edge filtering setup are re-emerging as a favored technique for GW sensing. The
FBG sensors offer embeddability, ability to be multiplexed, small size, and immunity to electric and
magentic fields and as such are seen as ideal sensors. To enhance the sensitivity of these sensors, these
sensors are deployed in the so-called remote bonding configuration where the optical fiber is bonded to
the structure while the FBG sensor is free. This configuration not only enhances the sensitivity but also
opens up possibility of self-referencing.

In this setup the GW in the structure is coupled to the fiber and converted into fiber modes. These modes
propagate along the fiber and then are sensed at the FBG. The conversion of the plate modes to fiber
modes is a phenomenon which is still being studied. The effect of the adhesive layer and the material
properties of the adhesive on the coupling are still not known. Furthermore the directional nature of this
coupling and its marked difference from the directly bonded configuration needs to be studied in detail.
For this detailed study a computationally efficient model which captures the physics of the coupling is
necessary.

Hence, in this research we develop a numerical model based on the spectral element method for the
modelling of the remote bonded configuration of the FBG. The model comprises four meters long optical
fiber bonded to the centre of the plate by the adhesive layer and the piezoelectric disc (PZT) used for
wave excitation. All components are modelled by 3D spectral elements, with second-order elements
used for the fiber and adhesive layer. Parametric studies were performed for various thicknesses and the
Young’s modulus values of the adhesive layer, the FBG distance from the bonding fiber to the plate, PZT
location and signal excitation frequency.

The model is validated with experimental results and shows that it indeed captures the physics of the
coupling and is computationally more efficient than other methods using conventional finite element
software.
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In this contribution, a new form of semianalytical results related to inertial objects that are 
traversing homogeneous infinite structures, introduced in previous author’s work [1], is used to 
analyze one-, two- and three-layer models of the railway track. The aim of these analyses is 
determination of the critical velocity of a moving force and of the onset of instability of moving 
masses or oscillators.  
 
The new form of semianalytical results is related to infinite structures, but in addition to these 
derivations, equivalent finite models are presented and solved in order to provide easy validation 
of the results. For such structures, the eigenmode expansion method is used and therefore the 
natural frequencies and orthogonality conditions must be derived. Furthermore, due to the 
coupling of modal equations, a rearrangement of the terms involved is introduced to save 
computational time. All results, both from finite models and from infinite models, are presented 
as much as possible analytically using dimensionless parameters, and therefore can be used 
directly for several combinations of input data.  
 
First of all, the possible range of dimensional parameters is identified. Within these ranges, there 
are significant differences between the models. While for the one- and two- layer models the 
critical velocities are well-defined and their number is 1 or 3 [1-3], respectively, in the three-layer 
model their number depends on parameter values and can be 1, 3 or 5. Regarding the onset of 
instability, there are also significant differences, not only between the models but also between 
the cases with one or more moving masses or oscillators. For one-layer model, which is in fact the 
model of an infinite beam on the classical Winkler-Pasternak foundation, instability of one 
moving mass has regular behavior and occurs always in the supercritical velocity range when 
damping is present and at the critical velocity in case of no damping. Two moving proximate 
masses already introduce severe alterations, because in damped case the dynamic interaction can 
shift the onset of instability deeply into the subcritical velocity range [2]. The other models 
introduce other irregularities, even for one moving mass [3]. This contribution will summarize all 
the differences and common features that exist between these models and within the full range of 
possible parameter combinations. 
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Classical Beam Theories (CBT) are widely accepted as an efficient model to analyze mechanical proper-
ties of slender beam structures. They assume a rigid cross-section and neglect all stress components
except axial normal and transverse shear stresses. However, the predictive quality of CBT deterio-
rates for stout beams and in a dynamic analysis, where in-plane distortions of the cross-section and
the accompanied warping deformations become important. In such cases a Generalized Beam The-
ory (GBT) has to be used for realistic results. This talk discusses novel approaches in GBT [1, 2],
where cross-sectional deformations are extracted from a modal analysis of a Reference Beam Problem
(RBP). Each mode of the RBP is decomposed into a distortional and an accompanied warping field,
and each individual part is then weighted axially within the member analysis by cubic shape functions.
The resulting GBT formulation introduces three convergence related parameters, i.e., the number of
elements discretizing the cross-section, the number of generalized beam elements and, crucially impor-
tant, the number of introduced mode couples from the RBP. It is shown by example that the proposed
model yields significantly better kinematical results compared to CBT, while the computational effort
remains moderate. Additionally, detailed insight is given regarding the evaluation of three-dimensional
stress distributions within the cross-section. It has to be noted that the proposed GBT formulation en-
ables the introduction of inhomogeneous Functionally Graded Material (FGM) cross-sections by prin-
ciple, and no further complexity is established regarding this modern branch of structural mechanics.

Acknowledgement: The authors gratefully acknowledge financial support by the Slovak Grant Agency
of the project VEGA No. 1/0416/21, and by the Research and Development Agency under Contract no.
APVV-19-0406.
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To cope with current issues such as the digitization, climate change and the turnaround in energy policy,
new technological innovations will be indispensable. Here, particularly powerful and efÞcient mag-
nets play a key role. A composition of magnetic grains and a decoupling non-ferromagnetic boundary
layer can lead to an improvement in coercivity [1]. This shows the great potential of microstructure
optimization. Here, numerical observations can provide support. Micromagnetic simulations are often
combined with Þnite elements to determine the magnetization distribution on very Þne scales. The lat-
ter are particularly suited for the precise geometrical approximation of very complex microstructures.
The correct magnetic material behavior is captured by an enthalpy functional that contains contribu-
tions to the magnetostatic-, exchange-, anisotropy- and elastic energy. However, the evolution of the
magnetization vectors is described by the Landau-Lifshitz-Gilbert equation. This equation requires the
conservation of the magnetization vector length during the simulation. Since this is not fulÞlled intrinsi-
cally, different methods of conserving the constraint have been developed, such as penalization strategies
[2], exponential updates [3] or spherical coordinates [4]. In this contribution the results of Þnite element
based micromagnetic simulations of heterogeneous microstructures are presented. Here, the focus lies
especially on the analysis of their magnetic and mechanical material properties, the coupling between
those Þelds and how they can be tuned by an optimal microstructure composition.
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ABSTRACT 
 

This paper deals with the active vibration control of the aluminum beam using a piezoelectric 
actuator. Cantilever beam was excited by one thin piezoelectric film placed near the fix support. 
[1] The second piezoactuator was placed near the first one and used for active vibration suppresion. 
The oscillation of  the beam’s free end was measured using a laser position sensor.  
 
The beam's eigenfrequencies and damping ratios for the first and second bending vibration modes 
were determined using FEM and verified experimentally. These results were used to design 
simulation model of the control system with PID Controller.  
 
The excitation actuator was driven by signal generator to produce forced vibration of the system. 
The control actuator was driven by DAQ device and controlled using LabVIEW software. The 
excitation and control actuators were powered by high-performance power supplies and linear 
amplifier modules.  
 
The operation of the designed control system for damping free as well as forced vibration of the 
cantilever beam is finally evaluated. 
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Soft materials and metamaterials explicitly are going to be a key paradigm for industrial 
applications, as e.g. soft robotics, medicine and/or collaborative technologies, of the 21st 
century. In this contribution, we discuss the use of the Wang tiling based modular 
concept in the design, manufacturing, and self-assembly of a soft graded metamaterial for 
soft-robotic scissors-like gripper, and its testing by means of in-house small scale 
portable testing frame. 

The talk splits into two parts. The first part addresses the tiling concept in its most 
straightforward installment, the design a soft porous metamaterial with a non-periodic 
structure and its manufacturing. Here, the emphasis is put on the inherent modularity of 
the concept and a potential for scalable robot-assisted sample production. 
The second part aims at an Open Hardware based high precision mechanical testing 
frame for experimentation on small-to-medium size soft material samples under the loads 
up to 50N supported by the contact-less DIC measurement system. The frame has been 
specifically tailored for testing soft (meta)materials as that discussed in the previous part, 
namely in horizontal setup to exclude the gravitational forces acting on two-dimensional 
experimental specimens and causing unwanted out of plane buckling. Despite its primary 
purpose, it has finally developed into a powerful self-sustained experimentation system 
that may be used in several ways in different engineering disciplines in both vertical and 
horizontal setup. 
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Functionally Graded Materials (FGMs) are new types of material where their properties vary 
spatially according to chosen function to reach such features that are unable to provide using 
standard materials or composites. Hence, a structure made of FGM can dispose for example with 
excellent thermal conductivity at one component part together with thermal insulating properties at 
another component part. 
Proposed paper deals with electro-thermo-mechanical analysis of chosen actuator structure made 
od FGM using new finite element derived specially for this purpose. Rectangular cross-section of 
individual beams that form the von Mises structure with variation of material properties in 
longitudinal and lateral direction will be considered. Actuator action, electric voltage and 
temperature peak and also mechanical stress of the structure will be evaluated. Results from the 
analysis calculated using our new FGM beam finite elements will be compared to results from 
conventional FEM analysis where standard finite elements will be used. 
 
This work was supported by the Slovak Research and Development Agency under the contract No. 
APVV-19-0406, by Grant Agency VEGA, grant No. 1/0416/21 and by Grant Agency KEGA, grant 
No. 011STU-4/2020. 
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Smart materials are a very important building blocks in mechatronic applications [1]. These materials
include shape memory materials, magnetorheological, functionally graded, piezoelectric, and other types
of modern materials [2] . Their main feature is their possibility to extend the functional usage of a given
system, to modify the dynamic behaviour of a given system or to allow a return to the original state of
the system under certain conditions.

The paper deals with the development of the finite element method (FEM) model of piezoelectric beam
elements, where the piezoelectric layers are located on the outer surfaces of the beam core, which is made
of functionally graded material. The created FEM model of piezoelectric beam structure is reduced using
the modal truncation method, which is one of model order reduction (MOR) method. The results ob-
tain from reduced state-space model are compared with results obtain from finite element model. MOR
state-space model is also used in the design of the linear quadratic regulator (LQR). Created reduced
state-space model with feedback with the LQR controller is analysed and compared with the results from
FEM model.

Acknowledgement: The authors gratefully acknowledge financial support by Slovak Grant Agency:
KEGA 011STU-4/2020, VEGA 1/0416/21, and by the Research and Development Agency under Con-
tract no. APVV-19-0406.
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In this contribution, which is an extension of author’s research [1, 2], the influence of the in three 
directions varying material properties on non-uniform torsion of Functionally Graded Material 
(FGM) thin-walled beams with open cross-section is originally investigated. The effect of 
warping and secondary deformations due to the angle of twist is considered. The warping part of 
the first derivative of the twist angle caused by the bimoment is taken into account as an 
additional degree of freedom at the beam’s finite element nodes. The Reference Beam Method 
(RBM) [2] is applied for homogenization of the spatially varying material properties in the real 
beam towards effective longitudinally varying stiffness quantities. The focus of the numerical 
investigation, with consideration of the warping and Deformation Effect due to the Secondary 
Torsional Moment (STMDE), lies on elastostatic torsional analyses of straight FGM cantilever 
beams with open I-profile cross-sections. The influence of the variation of the material properties 
with respect to three directions on the angle of twist, the bimoment normal and the torsional shear 
stresses, respectively, is investigated. The obtained results for primary and secondary variables 
are compared with the ones calculated using very fine meshes of standard solid finite elements. A 
large influence of the variability of material properties on the deformation as well as on the stress 
state of the beam with I-cross-section, calculated by the author´s FGM WT beam finite element 
has been found. The entire real beam with spatially varying material properties is modelled by 
only one FGM WT beam finite element, thus the proposed algorithm causes only very litle 
computational effort.  
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Damage surveys that followed the occurrence of strong earthquakes have shown that code 
provisions may result in wrong estimation of the safety of masonry infills (MIs), which is 
generally carried out through simplified methods. The types of damage observed for MIs are 
usually a combination of, or an interaction between, in-plane (IP) and out-of-plane (OOP) 
mechanisms. The IP drift ratio is generally reduced at the upper storeys of buildings, where the 
OOP drift ratio increases due to an increase of seismic acceleration. Significant OOP damage may 
also take place at the lower storeys where the highest values of IP drift ratio are attained. The 
present work is aimed at identifying the effects of the IP and OOP nonlinear modelling of MIs 
and their mutual interaction on floor acceleration response spectra. To this end, a spatial one-bay 
multi-storey shear-type model is considered as equivalent to infilled RC framed buildings, having 
MIs made with two 12 cm leaves of clay hollow bricks. Additional variability of the following 
design parameters is considered: number of storeys (three, five and seven); behaviour factor (low, 
1.5, medium, 3, and high, 4.5); OOP strength of MIs, with lower and upper bound values 
corresponding to one- and two-way arching mechanisms, respectively. A recently proposed 
computer code including a five-element macro-model [1], comprising four diagonal OOP beams 
and one (horizontal) central IP truss for nonlinear modelling of MIs, is considered for the 
numerical investigation. The proposed algorithm modifies stiffness and strength values of MIs in 
the OOP direction on the basis of simultaneous or prior IP damage and vice versa. Moreover, a 
lumped plasticity model describes the inelastic behaviour of RC frame members. Biaxial 
spectrum-compatible accelerograms are considered at life-safety limit state provided by the 
Italian seismic code. A simplified code-oriented formulation for the assessment of floor response 
spectra of infilled RC framed structures is proposed. Nonstructural maximum acceleration is 
firstly evaluated by means of vertical and nonstructural amplification factors. Continuous wavelet 
transforms are used to calibrate parameters that define the resonance region width, accounting for 
moving resonance due to nonlinearity and higher modes effects. Parabolic and Gaussian curves 
are considered in order to reproduce pre- and post-resonance regions, respectively. Finally, code-
oriented proposal is compared to exact floor spectra of MIs evaluated in the common range of 
OOP vibration periods (i.e. 0-0.3s). 
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Double concave surface slider (DCSS) is considered as an effective solution for base-isolation of 
existing structures located in a near-fault site, because of its capacity to notably increase 
horizontal displacements that can be accommodated in comparison to a single concave surface 
slider (SCSS) of identical in-plan dimensions. However, unexpected torsional pounding of in-plan 
irregular adjacent structures may be induced by variability of frictional force and lateral stiffness 
of both SCSS and DCSS, depending on the axial load and friction coefficient changes during an 
earthquake [1]. Effectiveness of supplemental viscous damping at the base is studied in this work 
with the aim to analyse its effectiveness for limiting base displacement, so avoiding too large 
seismic gap requirement. To this end, structural pounding between fixed-base and base-isolated 
L-shaped buildings, placed adjacent to form T- and C-shaped plans, is analysed. A simulated 
design of the original reinforced concrete (RC) fixed-base framed structure is preliminarily 
carried out in accordance to a former Italian code, for a medium-risk seismic zone and a typical 
subsoil class. Then, seismic retrofitting with SCSSs is carried out, in order to attain performance 
levels imposed by the current Italian code in a high-risk seismic zone and for moderately-soft 
subsoil, while DCSSs have radius of curvature equal to half the SCSSs and the same friction 
coefficient. Different in-plan distributions of linear fluid viscous dampers (FVDs) are examined, 
following damping distribution inversely proportional to the distance between the stiffness centre 
of the base-isolation system and the plane frame where each FVD is placed. Moreover, the 
equivalent viscous damping ratio of the supplemental FVDs is taken in the range 10%-20%. 
Nonlinear modelling of SCSSs and DCSSs considers variable axial load combined with friction 
coefficient at breakaway and stick-slip and as function of the sliding velocity, axial pressure and 
rising temperature at the sliding interface. Attention is focused on the pulse-type nature of near-
fault earthquakes generally observed in the velocity time-histories but largely overlooked in the 
acceleration ones. Automated classification algorithms using wavelet analysis are adopted to 
compile three datasets of seismic input rotated in the range 0°-360°, with a constant step of 15°. 
Distinction is made between no-pulse and velocity-pulse, the latter further categorized into non-
acceleration and acceleration-pulses. Combination of DCSSs and FVDs results the most suitable 
trade-off between mitigation of maximum response of the isolation system and seismic pounding 
between adjacent fixed-base and base-isolated structures.  
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Taipei is home to a 146-km-long metro system that handled a record number of 1.9 million 
passengers in a single day in 2020. At present, approximately 56% of the Taipei metro network is 
composed of bridge structures, and in the following decade, bridge structures are expected to double 
in length within the Taipei metropolitan area. However, the problems caused by noise and vibration 
pollution are also on the rise as the Taipei metro expands further using viaducts 
 
The structure-borne noise problem is a coupled problem that involves both noise and vibration. 
Most metro-related noise studies have focused on high-frequency and low-frequency noise, and 
structure-borne radiation noise has rarely been studied. For this reason, this study discusses the 
relationship between the local vibration of bridges and the structure-borne noise. Then, a transit 
finite element method (FEM) is applied to model the train–track–bridge dynamic interaction 
problem and evaluate structural vibration.  
 
Three of the most common types of bridges, i.e., double-box pre-stressed concrete (PC) girder, 
double-box steel girder, and double-U-shaped PC girder are investigated in this study via in situ 
measurement and 3D transit finite-element analysis. The effects of plate thickness, trackpad 
stiffness, train speed, and track irregularity on bridge plate vibration are considered in this study. 
Finally, the proportional evaluation method is proposed and a structure-borne noise influence index 
is used to determine efficient methods to reduce structure-borne noise.  
 
The conclusions show during the bridge design stage, the best combination of thickness and rail 
stiffness can be chosen to reduce the local vibration. Each bridge type can modify the rail stiffness 
to reduce the structure-borne noise index. In the operation stage, the methods of reducing the 
structure-borne noise would be to change the train speed and grind the rail to make the rail running 
surface smoother. In the viewpoint of reducing structure-borne noise, the PC box girder is the most 
commonly recommended bridge type for use in urban areas, and it generates the lowest vibration 
levels among the three types for each parameter combination.  
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Composites have become the most promising materials of this century applied in a variety of 

engineering fields including aerospace, automobile, and marine by their merits of high strength, 
and lightweights. In addition, most composites have heterogeneous characteristics, consisting of 
two or more different phases such as matrix and inclusions, at the microscale. Therefore, 
computational homogenization method has been a favourable approach to describe an effective 
continuum model for heterogeneous composites at the microscopic level. Also, it can be extended 
for a multilevel finite element method known as the FE2 method. However, heterogeneous 
composites with hysteretic nonlinear behavior causes significant computational cost and inevitable 
many-query simulation due to the complex deformation mechanisms while connecting different 
scales. From this point of view, the reduced-order model can be an appropriate approach to 
overcome those significant drawback related to the computational inefficiency [1]. In this study, 
we propose a surrogate model that can efficiently predict the global and local nonlinear behavior 
of microstructure by applying a deep learning-based data-driven model reduction method. Herein, 
variational autoencoder (VAE) can be applied for a model order reduction method based on a deep 
neural network [2]. It is utilized to handle the quantities of interest on the RVE of microstructure. 
Moreover, we employed a gated recurrent unit (GRU) to describe the hysteretic relationship 
between stress and strain [3].  
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Predicting system responses in real-time have been required in various industries. A deep neural network
(DNN) based data-driven modeling have shown the possibility without compromise accuracy for the
highly nonlinear systems. In the rigid multibody systems, without solving the equations of motion of the
systems, well-trained DNN model can predict the responses in real-time with high accuracy [1].
In this study, we introduce a data-driven metamodeling technique to deal with the multibody systems
with flexible bodies. To handle the huge data which are come from the degrees of freedom of the flexible
bodies, an efficient two-step training algorithm has been presented [2]. In the first step of the algorithm,
a stochastic gradient descent (SGD) step, several coarse data sets are constructed by selecting randomly
from the full data. The initialized DNN model is trained sequentially and iteratively with the coarse data
sets. When improvement of the model accuracy from the iterative training is not sufficient, it moves on
to the error correction step. In the EC step, a DNN model that predicting the error of the DNN model
obtained in the final step of the SGD step is trained. The final predictions are calculated as the sum of
the prediction of the SGD model and the error predicted by the EC model.
Through the proposed algorithm, it is possible to train a DNN model that uses only a part of the full data
to increase the training efficiency and predicts accuracy similar to the trained model using the full data.
The performances of the proposed algorithm have been verified using some numerical examples. It is
confirmed that the DNN model can obtain the desired responses in real-time.
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Interest of aerial vehicles such as a small Unmanned Aerial Vehicle(UAV) and Micro Aerial 

Vehicle(MAV) has risen during the last few decades. Many of these aircrafts use a fixed wing or 
rotor blade and operate at low Reynolds number regime. For example, Re is commonly less than 
2 × 105 or 1.5 × 104 for MAVs or Nano Aerial Vehicles(NAVs), respectively. Moreover it can be 
even lower for insect flight [1]. For the design of the wings or blades of these biomimetic aerial 
vehicle or a drone for atomospheric planet exploration, the unsteady blade element momentum 
theory can be employed. Herein, aerodynamic performance of an airfoil at low Reynolds number 
should be considered [2]. In general, evaluation of aerodynamic performance of airfoil can be 
performed by mean of Computational Fluid Dynamics(CFD). Recently, studies applying machine 
learning to reduce the computational cost and time of CFD are being conducted [3]. In this study, 
a framework based on deep learning technique is proposed, which can predict the aerodynamic 
performance of airfoil at low Reynolds number regime. The input of the network is the airfoil 
data represented through Signed distance function(SDF), and the output is the pressure field of 
airfoil. To improve an efficiency of the proposed framework, three model-order reduction 
methods, i.e. proper orthogonal decomposition(POD), autoencoder (AE), and variational 
autoencoder (VAE), are considered to describe the pressure field of the airfoil.  
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1 ETH Zürich, Leonhardstrasse 21, Zurich 8092, Switzerland, shjain@ethz.ch
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Finite element models of realistic nonlinear structures are characterized by very high dimensionality that
renders simulations of the full system infeasible. Mechanical structures are usually characterized by light
damping which results in exceedingly long integration times before a steady state is reached. Despite the
broad availability of dedicated software packages, the computation and continuation of the steady-state
in response to periodic forcing remains a serious computational challenge for full-scale nonlinear finite
element models.

The recent theory of Spectral Submanifolds [1] has laid the foundation for a rigorous model reduction of
such nonlinear systems, leading to reliable steady-state response predictions within feasible computation
times. Further developments [2] have enabled the computation of SSMs and their reduced dynamics by
solving the associated invariance equations directly in physical coordinates using only the eigenvectors
associated with the master modal subspace. The software implementation of the method has been avail-
able in an open-source package, SSMTool [3], making direct SSM computations scalable to realistic,
nonlinear finite-element models.

In this talk, we demonstrate recent advances towards the computation of SSMs that enable the treatment
of realistic finite-element models using direct as well as non-intrusive/data-driven methods.
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For the mechanical and aerospace hardware, e.g., turbine blade, aircraft wing, large-size dynamic 
simulation which uses huge computational resource and iterative computation will usually be 
required for their fluid-structure interaction (FSI) and design optimization while considering their 
nonlinear properties. 
In this paper, projection-based model order reduction (PMOR) technique will be suggested and 
applied to reduce the relevant computational expense. 
PMOR is one of the traditionally intrusive approaches to construct a reduced-order representation 
by directly projecting the full-order representation onto a lower-dimensional subspace or reduced-
order basis. The proper orthogonal decomposition (POD) [1] is a representative data-driven method, 
and it has been a widely used technique under the idea of PMOR. However, its recursive projection 
process for a nonlinear simulation may incur a significant computational expense. To compensate 
such computational inefficiency, the POD-based reduced order model (ROM) will be suggested 
and combined with the hyper-reduction technique [2]. The present hyper reduction includes the 
discrete empirical interpolation method, Gauss-Newton with approximated tensor, and energy-
conserving sampling/weighting. It will allow reconstruction of the nonlinear terms in the reduced 
dimension, by using smaller number of the sampling points. Furthermore, a defect-parametric 
reduced-order model (Dp-ROM) [3] based on the modal method [4] will be applied to efficiently 
address the parametrized shape defects. 
The aim of this paper will be to develop various projection-based ROMs and systematically 
evaluate the resulting ones regarding the prediction capability for the nonlinear formulations 
accurately and fast. To achieve such goal, numerical examination will be conducted regarding the 
time-transient analysis for an aircraft propeller and wing which possesses geometrically nonlinear 
characteristics. 
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 In this abstract, an improved machine learning-based model order reduction scheme is presented 
for the parametric estimation regarding the fluid-structure interaction (FSI) problem. The current 
scheme consists of the following two stages: spatial and temporal reduction on the computational 
fluid dynamics (CFD) flow field. The first stage is done by the convolutional autoencoder (CAE) 
which significantly reduces the number of DOF for the flow-field. The second stage is by the 
variational autoencoder (VAE) which reduces the number of DOF’s in the temporal space. 
The current scheme is then applied for a simple FSI situation on a two-dimensional NACA 0012 
airfoil. The airfoil of a chord length of 0.156m is subjected to a uniform flow in a standard 
atmosphere at the incoming flow speed of 1m/s. The airfoil is also subjected to the prescribed 
plunging motion with the plunging frequency of 10rad/s where the plunging amplitude varies 
between 0.05 and 0.14m in 10 increments [1]. The full-order model (FOM) snapshots are obtained 
by Navier-Stokes CFD analysis, OpenFOAM v1912. 
 From the snapshots, the latent codes for the first stage are constructed for each parameter and time 
step by using CAE. The latent codes for the first stage contain the temporal and parametric 
information in a reduced form (spaital information reduced into several codes) and are provided to 
the second stage. VAE then will reduce the first latent codes and temporal information into the 
second stage latent codes which will contain only the parametric information. Afterwards, the 
second latent codes will be interpolated and fed back to the decoders of VAE and CAE in order, 
while constructing the interpolated flow field. 
 As a result, the interpolated flow field for the plunging airfoil of 0.095m will be constructed. The 
average flow field velocity discrepancy is found to be as small as 0.23%, as shown in Fig. 1. For 
the present approach, the offline stage requires 75.6 hours for ten FOM constructions by using CFD. 
The training for CAE and VAE requires 29 hours. The online stage, composed of executing the 
interpolated latent code through the decoders requires smaller than 0.2 hours. The current scheme 
will become more efficient when more than four interpolated flow fields are to be required for the 
given range. 

  
(a) Interpolated flow field (b) Full order model 

Fig. 1. Original and interpolated flow field using the current method 
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The finite element discretization of coupled partial differential equations leads to complex and very 
large-scale discretized equations [1]. The time dependent analysis of these large-scale coupled 
discretized equation is computationally challenging. Generally, the projection-based model order 
reduction methods are used to get computationally efficient solutions of large-scale dynamical 
systems. In this work we use a method based on sequential projection which was proposed by Kim 
et al. [2] for the model order reduction of strongly coupled problems.  Thermomechanical coupled 
systems are considered for the study. First the modified mode superposition method based on modal 
vectors is used to obtain the reduced order models of thermomechanical systems. In the next part, 
projection matrix obtained from Krylov subspace technique is used for model order reduction of 
the thermomechanical coupled systems. The numerical accuracy and computational efficiency of 
the model order reduction methods is studied for different thermomechanical systems. 
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In this work, a convolution neural network (CNN) was employed to construct a surrogate model to 
represent the dynamic characteristics of prop-blades, such as fan-plots in terms of natural 
frequencies, according to the rotational speed of the rotor. A set of key images of the cross-sections 
of a rotor blade whose outer mold layer (OML) was determined by aerodynamics designers. The 
cross-sections images were illustrated with individual color pixels according to the spar, skin, and 
OML, which also expresses the structure of the cross-sections of the blade. After converting color 
pixels into grayscale images, as input data of the CNN model, 1000 image sets consisting of 10 
cross-sections of the rotor blades were adopted. As output data, 1000 fan-plots were prepared. 
During the training, 93% of the data set was used for the training, and prediction of the fan-plot of 
the blades was conducted with 7% of the data set. Twenty CNN models were created to find the 
model with the best performance. To demonstrate the performance of the proposed CNN model, 
we predicted the dynamics characteristics in terms of the fan-plots on various test data sets. The 
prediction accuracy was verified in terms of the loss functions and the error of the natural 
frequencies. The prediction results were in excellent agreement with the test data sets, and the fan-
plots were quickly predicted for other rotor blade cross-section images. This confirmed that the 
proposed CNN model is simple and powerful and can efficiently clarify the relationship between 
the rotor blade cross-section images and fan-plots of rotor blades.
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When damage occurs to structures, such as the wing of aircraft and blades of rotorcraft, it is 
generally initiated in local and spread to the entire structure. To prevent the destruction of the 
entire structure due to the damage occurring in a local area, it is important to detect and act on 
damage at an early stage through real-time monitoring of the entire structure [1]. Techniques for 
detecting structural damage include modal based detection techniques and strain-based detection 
techniques. However, these techniques can change the dynamic characteristics of a structure by 
attaching a sensor to the structure and it may require large amount of sensor to increase detecting 
resolution. To compensate for those shortcomings, research on displacement/strain measurement 
using a non-contact method, Digital Image Correlation (DIC) [2], has been conducted. DIC is a 
technique to measure the deformation and displacement of a structure using images before and 
after the deformation of the structure. In addition, it is relatively straightforward to achieve the 
real-time monitoring of the structures by using the DIC equipment. In this paper, a method for 
monitoring the presence or absence of damage and the location of damaged area is developed by 
using the Class Activation Map (CAM) network, a kind of explainable artificial intelligence 
technology. To generate training data, the finite element method is used to obtain 
displacement/strain of a target structure. The developed CAM network can classify the presence 
or absence of damage by considering the strain fields. Moreover, the relevant result of the CAM 
network is the CAM image which indicates a damage location of the structure. Finally, the 
present CAM network for damage detection will be validated by considering the DIC 
experimental data of tensile specimens. 
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In the crash collision, the vehicle energy absorbers play an important role in the energy absorbed 
performance. Current vehicle energy absorbers have two defects during collision, such as only 70 % 
collapsed in its length and too high initial peak load. It is because present energy absorbed column 
is the most primitive from the point of Origami structure. We developed the column so called 
Reversed Spiral Origami Structure; RSO which solves these 2 defects[1].  However, for RSO, the 
manufacturing cost of hydroforming[2] in the existing technology is too expensive to be applied in 
real vehicle structure. To address the problems, we have developed a new forming method called 
“Partial-heating torsion forming method”. And we have developed RTO (Reversed Torsion 
Origami Structure) by this new forming method at a very low cost[3]. We show this RTO also 
solves the two defects of the present vehicle absorbers by not only simulation but also experiments. 
This structure is possible to replace conventional energy absorbers and it is expected to be widely 
used such as not only in automobile structures but also in building ones. By the way, there are 3 
types of crash energy absorbing  origani structures such as RSO & RTO which have 6 folding lines  
at each intersection , bellows hold which has 4 folding lines at each intersection and semi origami 
structures such as , Also it is discussed advantages and disadvantages of these three types of  
origami structures. 
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We have developed a new truss core panel by origami forming to get the higher aspect ratio than 
that by multi-stage press forming. Our object is to apply the new origami truss core to the train 
floor. Whether or not this goal can be achieved depends on whether this new origami truss core 
with a high aspect ratio has excellent sound insulation characteristics especially in low frequency 
range. Therefore, to estimate accurately the relation between the aspect ratio and the sound 
insulation performance, we try to develop an effective simulation technology with finite element 
method (FEM). So far, sound insulation simulations using FEM did not match with theory of the 
mass law [1]. However, this can be achieved by setting the end of the transmitted side to be a 
nonreflective boundary for a panel that is supposed to be stiff enough [2].  

In this paper, to generalize this method, it is determined theoretically that the sound pressures from 
the FEM can be separated accurately into the sound pressures of the forward and backward waves 
from Helmholtz's equation. In addition, the validity of the proposed method is confirmed by 
evaluating the effect of attaching a sound absorbing material to the plate. Furthermore, application 
of the proposed method to a flat plate with one core and an examination of whether a high aspect 
ratio is advantageous for sound insulation are also presented. 

In addition, with this method, it is confirmed that the shape to optimize the sound insulation 
performance under certain conditions canbe calculated because the knowledge that the sound 
insulation performance in the low frequency range improves in the flat plate with a high aspect 
ratio vertical core was obtained. As a result, it is expected to improve the sound insulation 
performance of low frequencies that cannot be compensated with sound absorbing materials. 
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Nojima and Saito introduced the term “kirigami honeycomb” in [1] where they use the 
cross section of the 3D shape to describe the panel and include cuts in the pattern to 
obtain its 3D structure. Neville et al [2] have studied the mechanical properties of 
“kirigami-honeycomb” panels to test its feasibility of using shape memory polymers 
(SMPs) to actuate the folds in open Kirigami-honeycombs. Recently, Caslish and 
Gershenfeld [3] designed a continuous folding machine to construct the Kirigami patterns 
obtained by the previous method [1]. However, above approaches [2, 3] also use two 
curves in the cross section of the shape that limits the representation of shapes with more 
complex geometries.  
   In our proposal, the design method is generalized for more complex shapes based on 3 

fundamental contributions: 1) the need to represent the shape by 2 curves in the cross 
section to represent any 3D shape is eliminated, 2) the ”honeycomb cores” are embedded 
in the 3D shape by means of boolean operations on the 3D shape and 3) an optimal 
method of assigning folding lines, cutting and gluing areas was developed for the 
manufacturing of the panel. 
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Biomimetics,    is  in essence    learning from and mimicking, emulating the strategies, formations, systems, 
structures and etc.  found  in native biological systems. Among several strategies  in nature,  folding which can be 
observed in biotic and abiotic part have been studied extensively. Folding is not “an adaptation but merely a physical 
consequence that just emerged at a point in evolution”(Hunter 2015) 

Folding is determined by force and material as shown by Kresling (2012), Miura (1997), Yoshimura (1951 
changing the structural memory of material by exceeding the yield point. Paper for example, is an excellent medium 
to understand  folding where a crease  is a plastic deformation of  the sheet, where  it has passed  the yield point, 
“effectively re‐ setting the elastic memory of the paper to a non‐zero angle” (Demaine et al., 2009). Understanding 
the “fold memory of materials/matters” result in many new models in several disciplines like biology, robotics, space 
structures and many novel solutions in use of shape memory alloys and today in developing 4‐D printing for which 
shape shifting is achieved not only by the material but also by the form. 

Architecture  like many other fields deeply  involves  in biomimetic research to find novel solutions  in the 
design problems.  Responsiveness which  is  a  broad  term  employed  to  explain  force‐artefact  interactions  under 
external  forces or  internal  forces  related uses  folding as a strategy to optimize  the performance through kinetic 
systems. In this paper, how origami and biomimetics are employed in developing novel solutions in architecture is 
to be discussed. First recent advances    in biomimetics and origami used  in architecture  is to be scrutinized, then 
examples developed within this framework through the projects  in METU are to be explained showing how thick 
folding and 4‐D printing is used not only as form finding of kinetic surfaces, but also solving mechanisms either for 
modular or tessellated structures as well as new potentials to develop recursive kinetic formworks. 
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No solution has been obtained for situations where fruits and vegetables such as strawberries, 
cells, blood, etc. are damaged or die during transportation. It is presumed that the biggest factor in 
these situations is that there is a perishable and mortal vibration band. For example, the frequency 
band that most affects ride comfort of train and car passengers is said to be 4 to 10 Hz. Therefore 
if there are eigen frequencies of vibration system consisting of seats, floors, and occupants, it is 
designed to move out of band with resonant frequencies. In this study, we will examine the basic 
issues for the challenge of moving the resonance frequencies to solve the above-mentioned 
problems of damage and death of fruits and vegetables and cells. The birth of topology optimization 
analysis technology was expected because generally speaking, significant movement is difficult to 
move of resonance frequency with dimensional optimization but realization of topology 
optimization was not easy. Since the topology optimization was finally developed using the 
homogenization method in 1988[1], so much research of topology optimization has been done.  

Tenek and Hagiwara compared for static problems between using each element thickness as 
design variables and homogenization and showed that there was no big difference[2]. Now the 
former is called the density method and the density method is now more commonly used than the 
one using homogenization. Now since reference [1], the second author Hagiwara also published 
some papers concerned with topology optimization. Judging based on these experiences, the 
conventional topology optimization methods cannot be easily applied to the problem of lowering 
some resonance frequencies and raising some resonance frequencies.  
Although this idea can be said in common both for static stiffness problem and for dynamic 
vibration problem. Therefore, we propose here a new method named “Energy Density Topology 
Optimization Method” which has been discovered by returning to the origin of vibration where 
eigen frequency is determined by equivalent stiffness and equivalent mass. And also shown is the 
origami safe carrier box by this new method. 
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Multiphase Ceramic Composites (CCs) are used in several modern industries like aerospace, 
automotive, nuclear power, or defense. They are used in the situation of expected extreme loads 
like variable loads or impacts. 
  
The interpenetrating composites (IPCs) is a class of composites that are defined by the 
technological process. The IPCs consist of a crushable skeleton and a metallic phase introduced 
into the skeleton under pressure. The resulting material combines the features of the skeleton and 
the filling metal.  
  
Earlier analyses of the composite systems showed the significance of the interface between the 
particular phases [1, 2, 3] for the overall performance of the samples and its load-carrying 
capacity. An attempt to include the mechanical properties based on atomistic simulations is 
shown.  
 
An analysis of samples of IPC based on SiC ceramic skeleton and an aluminum alloy under 
impact conditions is performed. The 3D structure of the sample is obtained with CT scans. The 
numerical model takes into account the properties of the interfaces between the phases. It has 
been noted that the interface properties are a significant feature of the materials and the resulting 
numerical model. 
 
Acknowledgement: Grant from National Scientific Committee (PL) UMO-2019/33/B/ST8; 
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Thin pipes are structural elements which are widely used in technical applications, especially concerning
civil, industrial and aerospace engineering. The careful evaluation of their carrying capacity plays a
key role in the design process, in particular due to the possible involvement of local effects related, for
instance, to flattening or warping of the cross-sections. As a typical example, when pipes are bent over,
the concurrent ovalization of the cross-section can induce a softening behavior, referred to as Brazier’s
effect [1], leading to a limit point in the bending moment-curvature relationship and a sudden failure of
the structure.

Recently, a nonlinear beam-like model of thin pipe was proposed in [2, 3], where the classical kine-
matic descriptors for the rigid cross-section Timoshenko beams were combined to further descriptors,
indicating amplitude of ovalization and warping under prescribed shapes. The obtained one-dimensional
continuum model turned out to fully catch both nonlinear static and dynamic response of the pipe and, for
its simplicity as compared to shell models, it appeared as very convenient to be tackled with perturbation
methods.

In this paper, the above mentioned beam-like model is extended to address buckling and post-buckling
analysis of thin pipes. For this scope, geometrical stiffness terms are consistently included and conse-
quent evaluation of the critical loads is carried out. Numerical tools are then used to assess the post-
buckling behavior, where the effect of cross-section change in shape can be prominent. Comparison
with outcomes provided by finite element method commercial software, where the pipe is modelled as
assembly of this shells, is carried out.
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ABSTRACT 
 

Laminated glass plates consist of two or more thin glass layers and an interlayer made of PVB 

(polyvinyl butyral). They can easily undergo large deflections since they are very thin therefore they 

need to be analyzed considering large deflection effects such as developing membrane forces etc. 

Consequently the equilibrium equations governing their behavior should be based on the large 

deflection theory. 

Vallabhan et al. [1] modeled the laminated glass units and verified the mathematical model by 

comparing the results with the results of experiments conducted at the Glass Research and Testing 

Laboratory at Texas Tech University. Asik et al. [2] and Asik [3] made contributions by their research 

on the true behavior of glass units. 

Four of the five equations are used to represent in-plane displacements in x and y directions and the 

last one for the transverse deflection of a unit. In order to obtain the governing differential 

equations, total potentialaenergy of a unit is written as the summation of membrane, bending and 

force potential energies in terms of displacements. 

The main difference of this study from previous ones is that employs free boundary conditions on two 

edges of the plates. For the other two ends the laminated unit is simply supported or fixed (clamped). 

Also the width of a unit which is not greater than the one-tenth of the length of a unit (which makes the 

unit a thin plate). Five coupled and partial differential equations obtained through variational principle 

for lateral and in-plane displacements. The governing differential equations are first discretized by 

finite difference method and then solved numerically by employing iterative solution procedures to 

obtain the displacements and stresses. 
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An accurate, efficient and reliable four-noded quadrilateral plate element is developed in the present 
work for the vibration analysis of laminated composite plates. The element formulation is based on the 
quasi-conforming element technique (an assumed strain method) using a refined third-order shear 
deformation laminated plate theory proposed by the second author. The present quadrilateral plate 
element possesses higher accuracy than the conventional shear flexible plate elements, as it is derived 
from an assumed linear bending strain field. By using Hamilton’s principle, the variational consistent 
equation of motion in matrix form corresponding to the third-order shear deformation theory is derived. 
The resulting mass matrices are decomposed into four parts: the usual part, the rotary inertia part similar 
to that in the first-order shear deformation theory, the part resulting from higher-order displacement and 
the part resulting from the coupling between the different components of the axial displacement. The 
higher-order and coupling mass matrices have a significant effect on the frequencies of high mode 
vibration. The element stiffness matrix and mass matrix of the present quadrilateral plate element are 
given explicitly and free from shear locking. Consequently, the present quadrilateral plate element is 
very computationally efficient. The average rotation across the plate cross-section is used in the refined 
third-order shear deformation laminated plate theory against the rotation at the plate mid-plane used in 
other higher-order plate theories, which leads to the correct boundary conditions to fix the rotation across 
the plate thickness. The free vibration examples of circular, square and skew composite plates are 
computed and discussed by using the present quadrilateral plate element. The effects of different 
boundary conditions, different aspect ratios and plate thickness are considered in this study. The 
numerical results show that the present plate element can give the correct results of the higher-mode 
natural frequencies. These numerical results clearly demonstrate that the quadrilateral laminated plate 
element presented in this paper is not only efficient but also very accurate. 
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This research paper presents a geometrical methodology for developing Auxetic metamaterials 
based on graphic statics. Specifically, it is shown how by employing reciprocal convex Airy 
stress functions [1] and Minkowski sums [2] it is possible to derive non-standard 2D Auxetic 
patterns with negative Poisson’s ratio. Furthermore, it is discussed how said geometrical 
construction underpins origami flagstone tessellations [3].   
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Elastic metamaterials (EMMs), which are architected materials with unique properties due to the pres-
ence of bandgaps – frequency ranges in which the wave propagation is attenuated – have drawn attention
of researchers to their effectiveness in attenuating waves. Unlike phononic crystals (PnCs), which are
periodic structures that exhibit bandgaps due to Bragg scattering, EMMs rely on the use of internal
resonators [1]. This type of locally resonant structures have shown promising results for attenuating
low-frequency waves as the ones originating from repetitive impact loads [2].

The use of single-phase EMMs has recently been investigated, because their manufacturing requires
less complex and low-cost processes. Furthermore, with the trend of circular economy, such EMMs
can be manufactured from raw disposal materials or can be easily re-processed for other applications.
However, obtaining a low-frequency bandgap by using such single-phase structures requires large masses
and thin structures targeting low stiffness, which may result in impractical designs from a mechanical
point of view. In order to overcome such limitation, optimization techniques can be used to enhance the
mechanical properties of the unit cell by minimizing the stress.

This work investigates the mechanical behavior of a single-phase EMM formed by a cylindrical inclusion
connected to the frame by four beams. The aim is to filter energy at specific frequencies of an impact
signal. The unit cell shows bandgaps at a low frequencies, which are related to the geometric parameters
of the internal resonator. It is observed that the EMM fails mechanically due to high-amplitude loads,
especially because of the requirement of thin beams and huge masses to obtain low-frequency bandgaps.
The proposed scheme optimizes the geometric parameters so that the stresses are minimal, while keeping
the bandgap unaltered. Through such procedure, the metamaterial can be used for vibration suppression
and noise control of structures undergoing high amplitude impact loads.
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The unreinforced masonry has been used for constructing a large number of buildings 
placed in seismic areas worldwide. It is well known that the typical low tensile strength of this 
material makes existing buildings vulnerable to both in-plane and out-of-plane seismic actions. 
For this reason, a lot of research studies are devoted to develop and improve retrofitting 
techniques for enhancing the seismic behaviour of masonry buildings. Among these, an 
innovative technique that combines the advantages of traditional methods with the use of 
advanced materials is represented by Steel Fibre Reinforced Mortar (SFRM) coating. This rather 
new retrofitting method consists of a thin mortar coating, bonded either on one or both sides of 
masonry elements and reinforced with short fibres. The literature about this topic regards mainly 
experimental tests (see [1-3]). On the other hand, the specific modelling of SFRM and of its 
interaction with masonry structures is rather lacking.  

In this work, the idea is to replace the fine model of the wall retrofitted by SFRM with an 
‘equivalent’ homogeneous Mindlin–Reissner plate, having unitary thickness and the same 
stiffness and mass of the nonhomogeneous model. A homogenization procedure is applied to an 
elementary cell to derive closed-form expressions for the linear elastic constants of bending and 
twist stiffness, of the out-of-plane shear stiffness and of the membrane stiffness. The stresses of 
the masonry and SFRM components are also evaluated analytically once the average stress acting 
on the homogeneous medium is determined. Parametric analyses are carried out to evaluate the 
influence of the reinforcement system on the equivalent material properties, by varying the 
thickness and the elastic properties of the SFRM. The accuracy of the theoretical results is 
assessed by means of comparisons with finite element (FE). Finally, static and dynamic FE 
analyses are carried out on sample masonry walls, with the aim of comparing the non-
homogeneous and homogeneous models. The mechanical performances of the structures are 
investigated according to the effectiveness of the SFRM. 
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A system consisting of the active composite beam clamped to the rotating hub is considered. A combined
shearwise bending and twist deformation of the blade as resulting from directional properties of a com-
posite substrate (core) is considered and relevant kinematic relations are formulated within geometrically
linear framework [1]. To match the experimental results published in literature [2] and to enhance the
generality of the proposed formulation a nonlinear constitutive behaviour of the piezoceramic material
layer is assumed. Finally, nonlinear inertia effects related to the system rotation are taken into account.

The mathematical model of the system is formulated by means of the extended Hamilton’s principle.
Since the piezoceramic layers exhibit nonlinear material properties the relevant component of the poten-
tial energy is calculated as a volumetric integral of the electric enthalpy density function. The derived
system of three integro-partial differential equations represents the electro-mechanical behaviour of the
system. In particular, the beam dynamics is represented by a generalized displacement coordinate and
an output voltage coordinate; the behaviour of the rigid hub is given by its rotation angle coordinate.
The state equations are discretized by the Galerkin’s method and next solved around the first resonance
zone for the system excited by periodic torque supplied to the hub. The obtained response curves reveal
strong softening behaviour resulting from nonlinear constitutive properties of the active piezoceramics.
Moreover, additional unstable solutions have been identified out of the resonance zones. It’s observed
the magnitude of the softening effect and width of unstable zones decreases while the mean rotor angular
velocity is increased.

A series of further numerical simulations is performed to examine the impact of torque excitation am-
plitude, torque mean value, hub inertia and electrical load resistance on system behaviour. Next, the
performance of the system with parallel or in-series connected transducers is discussed and both con-
figurations are compared in terms of energy harvesting efficiency. Finally, the impact of composite
reinforcing fibres orientation/laminate configuration represented by various bending/torsional coupling
ratios on system dynamics is studied.
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Metamaterials are systems designed to exhibit some properties which can not be found in nature [1].
One special type of metamaterials is the mass-in-mass system, which can present interesting properties
such as equivalent negative mass and stiffness. The studied system, a mass-in-mass unit cell, possesses
a nonlinear restoring forcing term, F(α), which depends on the relative displacement of the two masses
m1 and m2. In this work, several types of nonlinearities (unique and compound), presenting smooth
or nonsmooth restoring forcing functions, are considered. System variables are complexified [2] and
the resulting dynamics is treated via a time multiple scale method. It will be shown that systems with
compound nonlinearity may present some characteristics which differ from systems with classical non-
linearities. Moreover, the frequency responses of the system can present isola, which should be taken
into account carefully for control aspects.
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In recent years, the development of spacecraft for re-entry into the atmosphere has been revived 
due to the acceleration of private-sector space development. During re-entry, the spacecraft is 
subjected to an extremely high thermal load, which may lead to thermal buckling of the 
spacecraft. It is important to correctly estimate the buckling temperature of mechanical structures 
that are subjected to thermal loads, because this phenomenon can lead to serious accidents due to 
performance degradation and damage. 
 
Over the decades, many studies [1, 2] have been reported on the thermal buckling of flat plates, 
composite plates, and sandwich structures, which are commonly used in airframe structures. For 
example, Chen et al. derived a theoretical equation for the critical buckling temperature of a 
lattice sandwich panel with a pyramidal core in the deformation mode where the panel buckles as 
a whole, with the core homogenized [3]. However, the buckling behaviour depends on not only the 
macroscopic mechanical properties but also the micro-architecture of the panel, so it is inadequate 
to estimate the buckling temperature from the homogenization method only. 
 
In this study, the finite element analysis was conducted on the composite panel with lattice core 
by modelling the exact micro-architecture. In particular, the effects of geometric properties such 
as core height, core length, and number of cells were investigated. As a result, it was confirmed 
that there are mainly two types of thermal buckling modes for sandwich panels: global and local 
buckling modes, and that the global buckling mode is affected by the number of cells in the panel. 
The global buckling temperature can be estimated with good accuracy by multiplying the 
analytical equation derived from the conventional homogenization method by a correction factor 
including the effect of the number of cells. On the other hand, the local buckling temperature can 
be estimated by considering the buckling behaviour of a small plate surrounded by the cells and 
supported by four corners. The analytical equations for the global and local buckling temperatures 
presented in this study can be used to quantify the design of lattice sandwich panels. 
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Meta-materials are developed to present unusual non natural responses against external or internal ac-
tions. In the vibro-acoustics domain, mass-in-mass systems are one type of meta-materials which are
developed for vibro-acoustic applications. For this purpose, the following L-periodic chain is composed
of non linear cubic mass-in-mass cells which are coupled linearly. Forcing is applied on the whole chain
with spatial sinusoidal weighting derived from the dispersion equation.
The discrete form of system equations is transferred to continuous domain. Then, the study is conducted
using multiple scale methods [1] in order to analytically determine the dynamical behaviors of the chain.
The dispersion equation is obtained by considering the linearized associated system. Complex variable
of Manevitch are introduced to simplify the understanding of fast and slow system dynamics [2]. Fast
dynamics leads to detection of the slow invariant manifold and its stable zones. Slow dynamics leads to
detection of singular and equilibrium points, allowing to establish bifurcation points and the frequency
responses. The analytical work is verified by numerical simulations on the discrete periodic initial chain.
For each cell, its seen that equilibrium points, as functions of deriving frequency, can be located in the
main branch of the frequency response or on isola, either in stable or unstable zone of the slow in-
variant manifold. Moreover, depending on the property of the point, the system can present periodic
or non-periodic responses. The development provides necessary tools for designing such a chain for
localization of the vibratory energy inside some zones of a targeted mode.
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Architected metamaterials yielding superior dynamic performances can be conceived by realizing local
mechanisms of inertia amplification in the periodic microstructure [1]. A periodic cellular waveguide
characterized by an intracellular pantograph mechanism is considered as minimal physical system sim-
ulating an inertially amplified metamaterial [2]. A discrete tetra-atomic model is formulated to describe
the undamped free dynamics of the cell microstructure. The ensuing ordinary differential equations of
motion feature quadratic and cubic inertial nonlinearities, induced by the axial indeformability of the
pantograph arms connecting the principal massive atoms with the secondary massive atoms, serving
as inertial amplifiers. First, the linearized model is investigated to analytically design the metamate-
rial spectral properties. To this aim, the band structure of the complex-valued dispersion spectrum is
determined analytically, and a spectral design problem is stated and solved by inverting the functions ex-
pressing parametrically the boundaries separating attenuation (stop) and propagation (pass) bands in the
frequency spectrum. Upon demonstrating the existence of feasible design solutions, the analysis provides
complete definition of the physically realizable band structures in the frequency domain and alternative
criteria to design iso-band structured metamaterials [3]. Moving to the nonlinear model, dispersion prop-
erties governing the free undamped propagation of harmonic Bloch waves are investigated in absence of
internal resonances. The multiple scale method up to the third order is adopted to analytically deter-
mine the nonlinear functions relating dispersion properties and oscillation amplitude of the propagating
acoustic and optical waves. Specifically, the nonlinear wavefrequencies and waveforms are determined
as analytical closed-form functions of the parameters, quadratically depending on the oscillation ampli-
tudes. Validation of the analytical outcomes, performed by directly integrating the nonlinear equations
of wave motion for different initial conditions, confirms the goodness of the asymptotic approach.
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We consider a system composed of a linear oscillator which is linearly coupled to a nonlinear oscillator
with a time-dependent nonlinear stiffness. We study the energy exchange between two oscillators for
vibration control [1]. For this we detect the fast and slow dynamics of the system [2] in order to find out
its fixed points and different possible regimes, i.e. periodic or non periodic ones [3]. Thus, the behaviour
of the system can be predict. This study permits to reveal the Slow Invariant Manifold (SIM) of the
system and its singular and equilibrium points. We spot that the geometry of the SIM of the system with
variable rigidity is different from the one with constant nonlinear rigidity. The non classical geometry of
the SIM and atypical positioning of system singularities (ranging from continuous to closed form curves
on the SIM depending on the system parameters) creates energy channelling between two particles which
depend on the phase of the system. Our developments permit to design the energy channelling (and so
tunning system parameters) between two oscillators (or particles). The system under studying can be
seen as a time dependent nonlinear “meta-cell”.
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Origami models are often idealized by discrete folding of zero-thickness sheets; however, 
the sheet thickness and the elastic limit of the material cannot be ignored in engineering practice. 
Existing studies realize the folding deformation of origami structures in the elastic range of the 
material by replacing the crease lines with a wide deformation zone with slit patterns on it [1, 2]. 
However, this approach based on a compliant hinge has several limitations. Namely, the wide 
hinge cannot maintain the center of rotation between panels during the folding motion, so it is 
difficult to accurately deploy the origami structure with interior vertices where multiple crease 
lines meet. In addition, the play caused by the width of the deformation zone increases the degree 
of freedom of the origami structure, leading to the instability of the folded structure.  

To solve these issues, we design a new hinge structure based on composing parallelly 
connected compliant spherical joints through the use of the theory of flexure joints [3, 4]. 
Specifically, we create a spherical joint by radially placing the Lamina Emergent Torsion (LET) 
joint [5, 6]. Then, we arrange multiple spherical joints in a straight line to create a fixed axis, 
which acts as the hinge.   

The proposed hinge structure is evaluated through an experiment and simulation. The 
experiments show that the center of rotation is maintained up to a wider range of fold angles 
when compared to the general LET joint. Then, we verified that the shape of the hinges in the 
experiment and the simulation match well. By conducting optimization based on the genetic 
algorithm in the simulation model, we obtained patterns that minimize the maximal curvature of 
the hinge.  

Since the proposed hinge structures can be manufactured from a single plate material 
through 2-axis CNC cutting or laser cutting, the whole origami structures using the hinge can also 
be manufactured from a single plate. Potential application of this hinge structure includes 
kinematic facade, foldable displays, and deployable solar panels.  
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A near-fault (NF) ground motion can induce considerable base displacement and structural 
acceleration in a seismic isolation system. In order to improve this problem, adding viscous 
dampers in isolated systems in NF regions has been recommended by researchers. However, a high 
damping ratio can induce high structural acceleration of a seismic isolation system when subject to 
far-field ground motions.  

In this study, a novel semi-active electromagnetic seismic isolation system (SA-EMSIS) was 
developed. The SA-EMSIS consists of a passive EMSIS [1] and an electrical resistance controllable 
module. The EMSIS is composed of an EM damper, sliding platform, and a pair of springs. The 
EM damper is composed of a DC motor, gearbox, and rack and pinon mechanism. The semi-active 
control algorithm can be achieved by adjusting the external resistance of the circuit in real time via 
the resistance control module. By combining the seismic early warning technology in the future, 
the SA-EMSIS can perform adaptive EM damping coefficient under different types of excitations. 
In this stage, a prototype of the SA-EMSIS was designed and manufactured. The relationship 
between the equivalent EM damping ratio and the corresponding total electrical resistance of the 
circuit was identified via sine-sweep test. Semi-active control algorithms were also tested to 
investigate the controllability of the electrical resistance controllable module.  
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A net-shaped structure is recognized as a component of truss structure and a lot of researches have been
reported. For example, there are lightweight roof structures in structural engineering and cylindrical
structures such as stents and McKibben actuator in the mechanical field.

On the other hand, the cross-sectional flattening in pure bending of cylinders has been investigated by
many researchers[1, 2, 3, 4]. The circular tubes have also been used in many kinds of machines and
structures as a structural part.

According to their previous studies, it is found that there are mainly two factors that dominate the col-
lapse of cylinders subjected pure bending loading. Chen has investigated the elastoplastic pure bending
collapse of cylindrical tubes using the non-linear finite element analysis. In his study, the flattening veloc-
ity parameter vb is introduced to evaluate the flattening response of tubes. Also, based on his numerical
investigation, he proposes a theoretical model for predicting the bending moment-curvature relationship.

In this paper, the elastic bending collapse of net-shaped circular tubes subjected to statically pure bending
is studied by using finite element method (FEM). Comparison with equivalent shell structures, net-shaped
circular tubes are more flexible and slow down the bending collapse. In net-shaped circular tubes, the
slope of the flat line is vb = 2, but the intercept is different depending on the density. Thus,increasing
the density, the flat line brings near to the shell’s. From the proposed flat line, it is possible to predict the
response of the bending moment to bending curvature regardless of the micro-architecture of the net.
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For decades, numerous efforts have been made to design structures against buckling and instabilities,
which often lead to their catastrophic failure. By contrast, recent studies have shown that harnessing me-
chanical instabilities can provide structures with new features as negative stiffness and energy dissipation
[1]. Domes are shell structures that can exhibit up to two stable states, mostly depending on geometric
and material parameters [2]. Apart from its basis state, a dome can be subjected to snap-through buckling
and remain stable in this state indefinitely over time in absence of external loadings, being then consid-
ered as bistable. Recently, studies showed that bistability of domes may be used for shape morphing of
sheets [3] and mechanical programmability [4].
The present work exploits snap-through buckling in dome-patterned structures to design novel responsive
surfaces whereby the local topography is triggered by bistability and is reversed using an external electric
field. The mechanical dome-like systems are designed with the help of finite element (FE) simulations,
and are then realized via 3D printing for testing under electro-mechanical loading.
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Over the decades, due to the rapid development of engineering, a large number of high-load 
electronic devices have been developed, and rapid the increase in processing speed and 
computational load has led to a high heat generation density. To remove heat from the equipment 
efficiently, many kinds of cooling devices such as have been proposed. One of the candidates of 
the cooling device is equipped with air impinging jets. Many studies on the heat transfer 
characteristics of air impinging jets using flat surfaces have been conducted by many researchers 
[1]. On the other hand, heat transfer characteristics using porous materials have also been actively 
studied in recent years due to their ability to provide a large surface area even in a low volume, and 
their application to heat sinks with various cooling methods has been investigated[2]. 
Recently, the development of laser processing technology has led to the rapid spread of 
metal 3D printers, which are expected to be applied in various fields as they are capable 
of modeling structures with fine and complex shapes with diameters of several hundred 
micrometers. The lattice structure with the length of micrometres can be fabricated by a 
3D printer, and is expected to make it easier to predict the heat transfer characteristics. 
The number of reports on heat transfer experiments using heat sinks formed by 3D 
printers is gradually increasing[3], but there are few verification examples of the 
application to jet flow models. 
In this study, a BCC structure is selected for investigation, and its heat transferring response of the 
BCC heat sink were investigated using the finite element method. Here, the BCC lattice is located 
on a heating block, and coolant air is blowing from the top surface through the impinging jet. In 
particular, the effects of fin height and heat transfer characteristics on the heat sink with BCC 
structure were also investigated. It was confirmed that the heat sink with BCC structure can 
possesses superior heat conduction and heat transferring capacity to the coolant under the slower 
flow speed. 
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Morphing multistable structures are highly attractive for advanced shape-changing applications 
due to their low weights, excellent mechanical properties, and large deformation capabilities. 
Multistable composite structures have at least two stable configurations; each configuration 
represents a different geometry and can withstand significant changes in its shape without a 
continuous power supply [1]. Aim of the paper is to develop a tristable cross-shaped structure, 
consisting of unsymmetric laminates actuated using Macro Fibre Composite (MFC) actuators. 
With the advancements in flexible piezoelectric materials, actuation with MFC actuators is 
proved as a faster and efficient method to change the shapes of multistable laminates [2]. The 
cross-shaped tristable laminates find potential applications in solar tracking models and energy 
harvesters. The critical snap-through voltages required to change the shapes are investigated using 
commercially available finite element package. Use of planar MFC actuators to snap the bistable 
laminate from one equilibrium shape to another is demonstrated. MFC actuators are bonded on 
both sides of the four legs to trigger multiple snap-through events. The third stable equilibrium 
configuration is a transition state which occurs in the snap process from the first to second 
equilibrium configurations. The snap processes, including the first–third–second and second–
third–first, between the different stable equilibrium configurations of tristable cross-shaped 
unsymmetric laminates are investigated. An attempt is made to address the possible design 
difficulties arising from the additional stiffness contribution by MFC layers on the naturally cured 
equilibrium shapes of cross-shaped tristable laminates. Suitable potential applications using the 
designed self-resetting active tristable cross-shaped laminate are proposed. 
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Worm-like robots have received great attention due to their ability to navigate through limited space 
and crawl over uneven surfaces. The living organisms like earthworms, usually consist of several 
continuous body segments to achieve peristaltic movements [1]. To mimic such behaviours, 
roboticists have adopted various approaches to design versatile worm-like robots. For instance, soft 
materials have been used to achieve radial and longitudinal expansion on body segments, and thus 
a retrograde peristaltic wave is produced [2]. Origami also offers a simplified way to design 
metameric segmentation capable of locomotion through length variation and body rotation [3]. 

While resembling worms in many ways, a millipede is not a worm but an arthropod whose body 
segments are covered by stiff outer skins. When sensing danger, it curls into a spiral, which is a 
self-defensive mechanism and protects it against predators [4]. Inspired by this specific organism, 
our research is to develop an origami-based concept for a robot that replicates peristaltic and curling 
motions similar to those of a millipede. 

The proposed mechanism is made with a chain of interlinked modules, mimicking the segments in 
a millipede. In contrast with the usual origami approach where zero-thickness sheet materials are 
used, our module is an assembly of deformation free facets with uniform and finite thickness, 
connected along their upper or lower edges by creases and thus forming an origami pattern of thick 
panels. Kinematically, a module includes two types of Bricard linkages. Since it has been known 
that the finite thicknesses of origami facets can reduce the overall degrees of freedom (DoF) [5], 
our module has only one DoF with kinematic bifurcations. Moreover, the module is specially 
designed so any numbers of modules can be linked while the single mobility feature is preserved. 

This works focuses on the kinematic aspect of a millipede robot. A detailed analysis of the origami 
mechanism is to be presented, where the curling and peristaltic motions are quantified kinematically. 
The motion paths are given, with bifurcation configurations identified for motion switch. In 
addition to the two typical millipede movements, three more configurations of the origami, i.e., a 
wave, a bench, and a heart, are displayed, bringing the potential for locomotion mode change and 
opening up additional design space with targeted applications. Our concept is validated by both 
kinematic simulations and physical models. The work paves way for the realisation of millipede-
like robots in the future with actuation and control components integrated. 

REFERENCES 
[1] Chapman, G., 1976. The Locomotion of Soft-Bodied Animals.E. R. Trueman. The Quarterly 
Review of Biology, 51(3), pp.452-452. 
[2] Pfeil, S., Henke, M., Katzer, K., Zimmermann, M. and Gerlach, G., 2020. A Worm-Like 
Biomimetic Crawling Robot Based on Cylindrical Dielectric Elastomer Actuators. Frontiers in 
Robotics and AI, 7. 
[3] Bhovad, P., Kaufmann, J. and Li, S., 2019. Peristaltic locomotion without digital controllers: 
Exploiting multi-stability in origami to coordinate robotic motion. Extreme Mechanics Letters, 32, 
p.100552. 
[4] Vanden Spiegel, D. and Golovatch, S., 2012. The millipede family Ammodesmidae 
(Diplopoda, Polydesmida) in western Africa. ZooKeys, 221, pp.1-17. 
[5] Chen, Y., Peng, R. and You, Z., 2015. Origami of thick panels. Science, 349(6246), pp.396-
400. 

1476



Mechanics of Morphable Architected MaterialsDamiano Pasini and Ruizhe Ma

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Mechanics of Morphable Architected Materials 
 

Damiano Pasini and Ruizhe Ma  

McGill University, 817 Sherbrooke Street West, Montreal, damiano.pasini@mcgill.ca 
 
Key Words: Origami, Kirigami, Morphing, Reconfigurability, Temperature Stimulus 
 
 
Materials capable of transforming their shape in response to an external stimulus hold promise for 
application in multiple sectors, from aerospace, robotics, to mechanical and civil engineering. In 
this talk, I will present a set of reconfigurable metamaterials developed in my group that leverage 
their mechanics to morph in response to either an applied force or to a change in environmental 
temperature. On the first front, I will present a class of reprogrammable cellular origami that can 
not only rigidly fold but also lock into several stiff states that are load bearing in multiple directions. 
On the second front, I will show examples of temperature-induced morphing, such as a 
multimaterial truss that can reversibly adapt its structure without forgoing structural capacity, and 
a class of transformable smart metamaterials that undergo topological changes and giant thermal 
expansion.  
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When a surface bounded by an inextensible frame shrinks, it buckles and forms a saddle shape. 
Such a surface can be realized by pleating a sheet of paper [1] or by pre-stretching membrane and 
attaching it to a 3D printed frame [2]. In particular, the system provides a multi-stable structure 
when the boundary frame is polygonal [1].  
 
Inspired by the concept of pouch motors [3], we introduce a novel method for providing multi-
stable surfaces by pneumatically inflating these surfaces along the patterned frame. We fabricate 
the structure from two layers of nylon film with heat adhesive layers and the patterned sheets of 
paper in between. When the structure is heated, the films fuse except for the paper covered part 
which forms a pouch of desired pattern. We show how the inflation of pouches induces multi-
stability by comparing it with prestressed membranes and origami systems. 
 
We applied various geometric patterns inspired by origami to our pouch-based system to produce 
switchable surfaces. We also show the behaviors of cellular structures obtained by stacking such 
surface structures. 
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Origami-based structures have gained interest in recent years due to their potential to develop 
lattice materials, called metamaterials, whose mechanics are primarily driven by the unit cell 
geometry. The folding deformations of typical origami metamaterials result in stretch-dependent 
Poisson's ratio, and therefore in a Poisson function with significant variability across finite 
deformation. This limits their applicability as the desired response is retained only for a narrow 
strain range. To overcome this limitation, a class of composite origami metamaterials that exhibit 
nearly a constant Poisson function, specifically in the range of -0.5 to 1.2 over a finite stretch of 
up to 3.0 with a minimum of 1.1, is presented. Drawing idea from the recently proposed Morph 
pattern, the composite system is built as a compatible combination of two sets of cells exhibiting 
contrasting Poisson effects. The number and dimensions of the cells are optimized for a stretch-
independent Poisson function. The effects of various strain measures in defining the Poisson 
function are also discussed. The results from the study are validated using a bar-and-hinge-based 
numerical framework capable of simulating the finite deformation behavior of the proposed 
designs. 
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In recent years, due to environmental regulations and industrial development, there has been a 
growing interest in noise problems and their reduction, and the demand for components used for 
soundproofing has increased. Currently, porous materials such as glass wool and urethane are 
widely used, and research on foam materials using metallic materials has already been conducted 
[1].  
In general, in order to improve the sound absorption performance of porous materials, we can make 
the pores inside the material as small as possible and increase the tortuosity of the air passing 
through the pores to dissipate the acoustic energy as heat loss. 
On the other hand, the rapid development of laser processing technology in recent years has led to 
the widespread use of powder metal 3D printers, and their active use in manufacturing has been 
increasing. Since metal 3D printers directly use CAD data for manufacturing, it is relatively easy 
to fabricate micro-lattice structures consisting of minute beams with diameters of several hundred 
micrometers. 
One of our co-authors [2] investigated the sound absorption characteristics of a lattice structure that 
can be fabricated by a powder-bed metal 3D printer by numerical analysis and sound absorption 
experiments using acoustic tubes. The structure is composed of body cantered cubic (BCC) 
structure with partially closed surface which can be manufactured by the printer. The numerical 
analysis is based on the homogenization method which takes into account the multiphysics 
occurring in poroelastic media including elastic deformation in the solid phase, compressive 
viscous fluid flow and the pressure and temperature distribution in the fluid phase, which has 
already proposed by Yamamoto et al. [3].  
In this study, the sound absorption capacities of another type of porous structure with partially 
closed walls have been investigated by using the same numerical approach. The structure is based 
on the octahedral lattice cell with partially closed surface, and has great potential to absorb sound 
sufficiently as well as possessing high structural stiffness. Based on the numerical analysis, the 
effects of micro-architecture on the sound absorption capacity as well as the contribution of the 
dissipated energy are discussed.  
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Abstract: 
 
E-vehicles and light weight structural parts in automotive and aerospace industry has led to 
design and development of new structures where traditional materials aluminium/steel are 
joined with composite laminated materials. This approach has led the engineers/researchers to 
reduce weight and ultimately save fuel consumption and reduce carbon footprints.   
Moreover, prosthetic limbs are also designed to have varying material along the length for 
better suitability. The above problems cannot be analysed using functionally graded 
theories/concepts. In theory, material properties vary linearly, exponentially, or power-law-like 
along x-values but for the above cases, material property does not follow a particular variation. 
Further even, it is not always practical to produce or manufacture components having very 
smooth variations along the length.   
Number of research articles are reported on the development of joining techniques for the 
dissimilar materials [1,2]. Bending, free vibration and buckling analysis is also needed for theses 
case [3]. At the joining or interface point, local inplane and transverse stresses  may rise sharply 
and may cause debonding and failure of structures.  One dimensional analysis based on classical 
assumption or higher order can not accurately predict the stress behaviour at theses places.  
In this paper, an attempt is made to develop the 2D analytical solution for  multi-segmented Al/ 
steel- composite panel under transverse loading.  Extended Kantorovich method is used for 
developing governing equations. Continuity of displacement and stresses are satisfied at 
interface of each segment. Two segmented panels having aluminium/steel and Gr/Ep equal and 
unequal segment are considered. The deflection and stresses are compared with the finite 
element solution and found in good agreement. 
 
 
For any question, please contact the WCCM-APCOM 2022 Congress Secretariat. 
E-mail: wccm2022-abs@convention.co.jp 
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In recent years, anisotropic materials such as fiber-reinforced plastics (FRP) have been increasingly ap-
plied to civil engineering structures. Anisotropic materials have different mechanical properties depend-
ing on the direction, and wave propagation in anisotropic materials is known to be more complicated
than that in isotropic materials [1]. Therefore, numerical simulation of wave propagation and scattering
in anisotropic elastic materials play an important role in not only understanding their characteristics but
also developing nondestructive evaluation techniques.

The method of fundamental solutions (MFS) is a numerical technique of mesh-free type for solving
partial differential equations [2]. The MFS uses fundamental solutions as a basis function, and the
source points of the fundamental solutions are located in the complementary domain of analysis one. The
MFS requires fewer unknowns than the finite difference method (FDM) and the finite element method
(FEM), because it does not require mesh generation of domains and boundaries. In addition, numerical
implementation of the MFS is easier than that of the boundary element method (BEM), because the MFS
can avoid the singular integration over the boundary. On the other hand, there are few applications of the
MFS to wave problems in anisotropic elastic materials.

In this study, we apply the MFS to anti-plane wave scattering of anisotropic elastic materials. Numerical
results computed by the proposed MFS are compared with those of the conventional BEM for the valida-
tion of the proposed method. Afterwards, we discuss the relationship between the source point location
and computational accuracy.
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The inverse scattering analysis that reconstructs the defect shape using the scattered waveforms from a 
defect obtained by an ultrasonic array transducer has been performed for a long time. In general, the 
inverse scattering techniques based on the Born, Kirchhoff approximations [1], and time-reversal 
approach are known as relatively time consuming methods. On the other hand, the machine-learning is 
attracting a lot of attention in many engineering fields. In particular, the deep learning (CNN: 
Convolutional Neural Network), which is an extension of the neural network (NN), has become a 
basic technology for creating an artificial intelligence (AI). In the field of the ultrasonic nondestructive 
evaluation (UT), the inspectors have to make a judgement whether test materials have a defect or not 
using scattered waveforms from a defect. This operation requires a great deal of skill of UT inspectors 
and the UT accuracy depends on the inspector skill. 
 
To overcome this difficulty, in this study, a deep learning is utilized to detect a defect in 2-D 
isotropic solids. The images required for the present deep-learning with the convolutional 
neural network (CNN) are numerically prepared using the convolution quadrature time-
domain boundary element method (CQBEM) [2] for simplicity. The CQBEM is known as a 
suitable numerical approach for wave analysis and can produce high precision solutions better 
than the classical time-domain boundary element method (BEM). In the CQBEM analysis, 
scattered waveforms by a defect at some receiver points are artificially produced. These 
waveforms as a function of the time are transformed into the color mapped image data. These 
color mapped image data are given for input data as the CNN. As numerical examples, some 
defect position and scale detection problems are solved by using the created deep learning 
model. The results for how the created deep learning model determines the defect position and 
scale may be useful for future practical application of this method. 
 
This work is supported by “JSPS KAKENHI (20H02230)”, and “Joint Usage/Research Center 
for Interdisciplinary Large-scale Information Infrastructures” and “High Performance 
Computing Infrastructure” in Japan (Project ID: jh210033-NAH). 

REFERENCES 
[1] Takeda, H., Saitoh, T. and Hirose, S.: 3-D forward and inverse scattering analyses for 

cavity in viscoelastic media using convolution quadrature time-domain boundary element 
method, Lecture Notes in Civil Engineering, (2022) (in Press) 

[2] Saitoh, T., Hirose, S., Fukui, T. and Ishida, T.: Development of a time-domain fast 
multipole BEM based on the operational quadrature method in a wave propagation 
problem, Advances in Boundary Element Techniques VIII, V. Minutolo and MH 
Aliabadi, eds., EC Ltd. Eastleigh (2007): 355-360. 

1483



Detection of Bi-Material Plate Debonding by Guided SH Waves Scattering with BEMSupawat Wongthongsiri and Sohichi Hirose

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Detection of Bi-Material Plate Debonding by Guided SH Waves 
Scattering with BEM 

 
Supawat Wongthongsiri1* and Sohichi Hirose2 

1 Tokyo Institute of Technology, wongthongsiri.s.aa@m.titech.ac.jp 
2 Tokyo Institute of Technology, hirose.s.aa@m.titech.ac.jp 

 
Key Words: Guided SH waves, Scattering, Debonding, Boundary Element Method 
 
 
This research aims to investigate the guided shear horizontal (SH) waves scattering phenomena 
used in the non-destructive inspection for detection of interface debonding in bi-material plate 
structures. A boundary element method (BEM) is used to solve the scattering problem of SH guided 
waves due to efficiently and accurately in computation, leading to the reflection and transmission 
coefficients of scattered waves. Two-dimensional, isotropic, linearly elastic, and traction-free plate 
structures are considered. This plate is a perfectly bonded bi-material that is split between upper 
and lower layers. The interface containes a finite length traction-free debonding which acts as a 
scatterer for propagated guided waves. The frequency domain, elastodynamic fundamental 
solutions of traction and displacement are utilized for boundary integral equations. Wave functions 
are formulated by the partial waves technique to obtain the dispersion curves and wave structures. 
Discretizing boundaries surrounding bi-material plate domains into constant elements yields a 
system of linear equations, which can be solved by a regular linear solver. Various parameters in 
numerical calculation are considered including materials, debonding lengths and locations with 
selected modes of an incident wave over several frequency ranges. Obtained results show the 
scattered guided SH waves have the potential to detect a debonding. Bi-material structures also 
affect the uncouple of symmetric and antisymmetric properties leading to the mode-conversion 
phenomena. Moreover, the resonance phenomena can also be observed where all the waveforms 
are reflected and cannot pass through the debonding. Such information will establish fundamental 
knowledge for non-destructive inspection and structural health monitoring. 
 

REFERENCES 

[1] Rose, J.L. Ultrasonic Guided Waves in Solid Media. Cambridge University Press, (2014) 

[2] Cho, Y. and Rose, J.L. An elastodynamic hybrid boundary element study for elastic guided 
wave interactions with a surface breaking defect. Int. J. Solids Struct. (2000) 37: 4103-4124. 

1484



Inverse Analysis of Wave Sources Based on Sparse EstimationSohichi Hirose, Ayumi Wakita, Aya Watanabe, Akira Furukawa and Takahiro Saitoh

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Inverse Analysis of Wave Sources Based on Sparse Estimation

Sohichi Hirose1∗, Ayumi Wakita2, Aya Watanabe2, Akira Furukawa3 and Takahiro
Saitoh4

1 Tokyo Institute of Technology, 2-12-1, Ookayama, Meguro, Tokyo 152-8550, Japan,
shirose@cv.titech.ac.jp

2 Tokyo Institute of Technology, 2-12-1, Ookayama, Meguro, Tokyo 152-8550, Japan
3 Hokkaido University, Kita13-8, Kita, Sapporo, Hokkaido 060-8628, Japan,

afurukawa@eng.hokudai.ac.jp
4 Gunma University, 1-5-1, Tenjin, Kiryu, Gunma 376-8515, Japan, t-saitoh@gunma-u.ac.jp

Key Words: Inversion, Wave Source Imaging, Anti-plane Wave, Sparse estimation, LASSO

Recently, ultrasonic flaw imaging has become popular with the development of a multi-point measure-
ment system such as a phased array method. Particularly, FMC/TFM (Full Matrix Capture / Total Fo-
cusing Method)[1] is a powerful post-processing tool to produce the best flaw image at each focusing
point. In FMC/TFM, however, lots of data have to be handled, which are collected from each transmit-
ter/receiver combination. Therefore, an effective inversion approach for flaw imaging using less data
is expected. In this paper, an innovative wave inversion based on sparse estimation is investigated by
numerical simulation.

The problem is to estimate an anti-plane wave source from waves observed at several points surrounding
the source. The wave source is approximated as an equivalent body force, and the radiated waves are
formulated in a simple integral form, which gives the relation between the radiated waves at observation
points and the source parameters. Unfortunately, the discretized integral equation with unknown source
parameters becomes ill-conditioned. To overcome this difficulty, the LASSO[2] approach is applied
to solve the discretized integral equation on the assumption that the source parameters are distributed
sparsely in the domain.

In numerical simulation, first, the anti-plane waves radiated by the given source are numerically calcu-
lated at the observation points. Then the location and strength of the equivalent body force are determined
from the simulated wave field using LASSO. The applicability of the sparse estimation is demonstrated
by several simple numerical examples.
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In the non-destructive testing (NDT) and structural health monitoring (SHM), it is required to know
dispersion relations to better understand a propagating wave in an elongated material. To analyze the
dispersion phenomenon in terms of frequency and wavenumber, analytical approaches have been applied
for elongated structures with simple-shaped cross-sections. On the other hand, numerical approaches are
often used to calculate the dispersion curves for a waveguide with an arbitrary cross-section. Although
several numerical methods have been proposed for the dispersion analysis in conventional researches,
we focus on a semi-analytical finite element method [1] (SAFE) herein.

In the SAFE formulation, the target domain is discretized in the cross-section, while an analytical solution
is adopted in the wave propagation direction. Then, the eigenvalue problem is constructed in a similar
way to general finite element methods. The dispersion relation can be obtained to solve the eigenvalue
problem for the wavenumber by sweeping the frequency. However, the dispersion curve becomes tangled
for materials that have a complicated cross-section and an inhomogeneity. In particular, it is known
that the dispersion curves for composite materials often exhibit an acute directional change. Thus, it
sometimes would be difficult to classify each modal curve and to evaluate the continuity of the curve.

This study proposes a mode tracking method of the dispersion curves using a numerical continuation
method [2] (NCM). In the proposed method, nonlinear algebraic equations are formulated from the
eigenvalue equation provided by the conventional SAFE. Since the dispersion curves are smooth even in
the discretized system, the NCM can track the dispersion curve continuously based on the Newton-type
iteration method. To prevent a jump from a dispersion curve to other ones in the tracking process, we
introduce several constraints.
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Concept of point-like scatterers is as a result of the mathematical idealization for cases that the spatial
scale of the scatterers are very small compared to the wavelength of the back ground structure of the
wavefield. Applications of point-like scatterers for scattering problems spreads to wide range of analyses
such as crystallite granite. This study develops a method for a time evolution analysis of multiple scat-
tering problem of point-like scatterers and investigates the properties of interaction effects in the time
domain based on the numerical computations. The method employs the Volterra type integral equation
with respect to the time evolution. The formulation itself is based on previous studies in the frequency
domain ( e.g. Foldy [1], Waterman and Truell [2], and Hu and Sini [3]). The fast Fourier transform and
Krylov subspace method are employed for the analysis of the Volterra type integral equation, in which
the kernel of the integral equation is derived from the Foldy model[1]. Numerical computations are car-
ried out for one configuration model. Numerical results showed that time evolution of the scattered wave
field is well explained by the retarded time as well as the geometrical attenuation of waves from each
scatterer. Incorporation of statistical as well as renormalization approach to the present model is the task
for the future.
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Earthquake events in recent years and their consideration in performance-based design have lead to the
development of increasingly sophisticated physical models in structural computations. The nonlinear
seismic behaviour of reinforced concrete (RC) structures is classically modeled through dissipative phe-
nomena at two scales. At the material scale, nonlinear models describe some phenomena, such as con-
crete damage, friction, unilateral effects or plasticity. At the global scale, for dynamic analyses, energy
dissipation is practically modelled with equivalent viscous damping.

To improve the description of energy dissipations when a nonlinear behaviour is considered, updated
damping models are developed in literature usually based on the tangent stiffness matrix [2]. In this
paper, a locally updated damping model is proposed based on the evolution of nonlinear variables such
as concrete damage or friction. The model is first studied with a single degree-of-freedom (SDOF) model
of a RC beam (6m×0.4m×0.2m) showing accurate performances. Then, the construction of the matrix
for a multi-fibre RC beam model is developed. Numerical analyses are then carried out to compare the
performances of the proposed damping model with respect to more classical ones, as for example the
Rayleigh damping model updated with the tangent stiffness matrix. The reference results are based on
the experimental campaign carried out by T. Heitz [1]. A peculiar attention is given to the degradation
of the beam according to frequency drop off. The evolution of the energy dissipations according to the
degradation is investigated.

Finally, the proposed model is an improvement to classical damping models, such as Rayleigh ones, in
terms of dynamic responses by dissipating more energy at the material level. The locally updated damp-
ing model is particularly improved by an explicit consideration of friction across cracked components.
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In the modelling of large-scale structures, energy dissipations not already accounted for using 
material hysteretic models, often called un-modelled damping, are usually incorporated using 
viscous damping such as Rayleigh damping due to mathematical convenience and computational 
efficiency.  The use of the Rayleigh damping model during inelastic response after yielding occurs 
could, however, lead to large spurious damping forces in the order comparable to material 
constitutive forces. This problem has been well-documented and studied [e.g. 1, 2, 3]. 
 
Many remedies have been proposed to address the spurious damping forces.  However, most of 
them are not computationally efficient, and some also deviate from the idea of modal damping ratio 
due to loss of proportionality, resulting in difficulty for model parameter calibration against 
experimentally measured modal damping ratios.  Most models are also not suitable for structures 
experiencing softening response due to having negative damping ratio. 
 
A new type of proportional damping models, called bell-shaped proportional damping model, has 
recently been proposed [4].  This new model has not only addressed the spurious damping forces, 
but also maintained the same order of computational efficiency as the Rayleigh model.  This model 
has also been further improved such that, by using the tangent stiffness approach, it becomes 
suitable for structures experiencing softening response with negative stiffness [5].  The improved 
model, called Type 4, allows users to have flexible control of modal damping ratio for all interested 
frequency intervals, including those associated with negative stiffness. 
 
In this study, the performance of the Type 4 damping model is evaluated numerically in a response 
history analysis of a multi-storey building under seismic loading.  The results show that, compared 
to the Rayleigh model, the Type 4 model performs excellently in terms of always giving desirable 
positive energy dissipation even when the structure is experiencing softening response. 
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Machine learning approaches have received significant attention over the past few years in the field 
of civil engineering in general, and earthquake engineering in particular. Examples of their use in 
earthquake engineering can be found in Sediek et al. [1]. Generally, machine learning (ML) is a 
subset of artificial intelligence (AI) that uses sample datasets (i.e., training data) to tune the 
parameters of mathematical models which can be used to predict the response of new datasets that 
were not explicitly programmed in the mathematical models. Predicting the seismic failure mode 
of deep steel W-shape (DSW) columns is a potential application for such approaches in earthquake 
engineering. DSW columns can either fail in a global mode when subjected to an earthquake, where 
the column collapses globally with no plastic hinges at its ends; in a local mode, where the column 
fails due to the formation of “local” plastic hinges at its ends; or in a couple mode involving both 
local and global failure modes. Predicting the seismic failure mode of DSW columns is a 
challenging task due to its highly nonlinear decision surfaces that depend on many continuous and 
categorical parameters including geometric properties, boundary conditions and loading. 
Nevertheless, it is important for designing new DSW columns or deciding retrofit and rehabilitation 
strategies for existing DSW columns to predict their seismic failure modes. Therefore, this study 
explores the use of machine learning (ML) to predict the seismic failure mode of DSW columns. 
Steel Column Net (SCNet), a dataset of more than nine hundred experimental and numerical results 
of deep wide flange (W-shape) columns with different attributes is compiled. Three failure modes 
are distinguished in SCNet: local, global, and coupled modes. The efficiency of five machine 
learning (ML) classification models is explored to identify the failure modes of columns subjected 
to combined axial and lateral loading in a randomly assigned test set from SCNet. Among the ML 
classification techniques used, support vector machine and decision trees provide the best 
performance with a prediction accuracy of 89%. 
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Deep, wide-flange columns have been widely used in steel building in the U.S. because of the 
high stiffness and strength-weight ratio. While the structural instability of deep columns has 
been extensively studied at the member level, the influence of out-of-plane displacement and 
vertical ground motion on collapse behaviour of space frames with deep columns is not yet 
explored. To address this shortcoming, the collapse risk assessment of four-story steel planar 
and space frames under various seismic excitations is computationally investigated. High-
fidelity finite element models are employed and analysed using explicit dynamic solver to 
capture instability and collapse behavior in the frames. Simulation results suggest that adding 
another horizontal ground motion is severely detrimental to the collapse capacity of space 
frames under all ground motion sets, while the effect of vertical ground motion is significant 
only when it changes the collapse mode. Moreover, composite slab combined with gravity 
frames can greatly reduce the collapse risk. However, gravity frames could induce vertical 
collapse due to buckling of gravity columns or facture in shear connections. Based on the 
results, the currently available design recommendations for the use of deep steel columns in 
steel buildings are evaluated and further revised. 
 

REFERENCES 
[1] Wu, T.-Y., El-Tawil, S. and McCormick, J. Highly ductile limits for deep steel columns. 

J. Struct. Eng. (2018) 144: 04018016.  
[2] Wu, T.-Y., El-Tawil, S. and McCormick, J. Seismic Collapse Response of Steel Moment 

Frames with Deep Columns. J. Struct. Eng. (2018) 144: 04018145.  
[3] Ozkula, G., Harris, J. and Uang, C.-M. Development of Enhanced Seismic Compactness 

Requirements for Webs in Wide-Flange Steel Columns. J. Struct. Eng. (2021) 147: 
04021100.  
 

 

1491



Effects of Longitudinal Reinforcement and Aspect Ratios on Deteriorated Hysteresis Behaviours 
of Reinforced Concrete Bridge Columns
Ping-Hsiung Wang, Kuo-Chun Chang and Wei-Chung Cheng

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Effects of Longitudinal Reinforcement and Aspect Ratios on 
Deteriorated Hysteresis Behaviours of Reinforced Concrete Bridge 

Columns 
 

Ping-Hsiung Wang1*, Kuo-Chun Chang2 and Wei-Chung Cheng3 
1 National Center for Research on Earthquake Engineering, No. 200, Sec. 3, Xinhai Rd., Da'an 

Dist., Taipei City 106219, Taiwan, phwang@narlabs.org.tw 
2 National Taiwan University, No. 1, Sec. 4, Roosevelt Rd., Taipei 10617, Taiwan, 

ciekuo@ntu.edu.tw 
3 Taiwan Semiconductor Manufacturing Company, Ltd, No. 8, Beiyuan Rd. 2, Tainan Science 

Park, Tainan 74543, Taiwan, s971337@gmail.com 
 
Key Words: Reinforced Concrete, Bridge Column, Longitudinal Reinforcement, Aspect Ratio, 
Hysteresis Behaviour, Deteriorations, Hysteresis Model 
 
 
To study the effects of longitudinal reinforcement and aspect ratios on the deteriorated hysteresis 
behaviours of reinforced concrete (RC) bridge columns, five rectangular RC column specimens 
with hoop and tie reinforcements are tested under cyclic loading considering longitudinal 
reinforcement ratios of 0.75%, 1.5%, and 3.0% and aspect ratios of 3, 6, and 10 [1]. Furthermore, 
another five circular RC columns with spiral reinforcement and similar test scheme obtained by 
Leman and Moehle [2] are included to further compare the differences of deterioration 
characteristics resulting from various confining mechanisms. The deterioration characteristics are 
quantified and extracted from the test results through the calibration of a smooth hysteresis model 
[3] where each model parameter can represent a specific structural property. Test results show 
that the stiffness degradation and pinching severity of column would increase as its longitudinal 
reinforcement decreases. The pinching severity of column would also increase with decreasing 
aspect ratio, but the stiffness degradation is barely affected by the aspect ratio. Moreover, due to 
the well confinement effects, the severity of deteriorations of circular columns are less than those 
of rectangular columns with the same longitudinal reinforcement ratio and the minimum 
transverse reinforcements required by seismic design codes. Besides, the failure of rectangular 
columns is mainly caused by the loosening of transverse reinforcements at seismic hooks, leading 
to gradually deteriorated confinement and strength. In contrast, the failure of circular columns is 
primarily induced by the fracture of spirals, resulting in destruction of confinement mechanism 
and sudden strength loss.  
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The Scissors Bridge is a deployable bridge designed for early bridging after a disaster [1]. By using 
a scissors structure for its main frame, the bridge can be transported in the assemble state, and it 
enables to reduce the number of workers and heavy machinery. Previous design studies have shown 
that the main frame of the scissors bridge is strongly affected by the bending moment [2]. It was 
also found that the effect of this bending moment could be reduced by installing the decks on the 
shafts in each scissor unit [3]. However, the reinforcing effect of the decks according to their 
position has not been fully clarified. In addition, it is necessary to clear the seismic performance of 
the scissors bridge considering used at disaster sites.  
 
In this study, a parametric FE analysis was conducted in order to investigate the seismic 
performance of the scissors bridge focusing on the boundary conditions and the number of scissors 
units. Two different types of seismic waves, the Kobe Earthquake and the Tohoku Earthquake, 
were used for the scissors bridge with difference decks position: one is the deck type of bridge 
which was installed the decks on the upper shafts, and the other is the through type of bridge which 
was installed the decks on the bottom shafts.  
 
The dynamic response factor of displacement and cross-sectional force was evaluated by comparing 
the results between static analysis and seismic response analysis. In case of the deck type of bridge, 
the dynamic response factor of the axial force increased from 10% to 30%. On the other hand, the 
dynamic response factor of the bending moment decreased from 20% to 40% compared to the case 
without decks. In case of the through type of bridge, the dynamic response factor of axial force 
decreased from 30% to 60%, but the dynamic response factor of the bending moment increased 
from 10% to 20% compared to the case without decks. From these results, it was found that so 
effective installing position for the axial force was the through type of bridge and for the bending 
moment was the deck type of bridge from the point of reducing the effect of its sectional force 
during the earthquake. 
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Abstract. The running behaviour of rail vehicles is highly influenced by suspension components. 
Dealing with ride comfort, secondary suspensions are adopted to reduce the vibrations transmitted 
to the carbody. In this context, the dynamics of the suspension elements themselves has to be 
properly included in multibody system. This paper proposes a strategy for modelling the passive 
vertical secondary suspension in the frequency domain. To this aim, a mathematical model is 
defined and its parameters are tuned to be representative of a real system. Then, a sensitivity 
analysis over the model parameters is proposed to discuss the suspension performances in terms 
of dynamic stiffness. Finally, a finite element model of the carbody is considered and coupled to 
the rear and front suspensions. The model is adopted to simulate the vehicle running on a rail track 
irregularity in the frequency domain, in the 0-30 Hz frequency range. 
 

1494



A semi-analytical method for random vibration of bogie-track-tunnel-soil interaction systemKazuhisa Abe, Kazuki Sato and Kazuhiro Koro

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

A semi-analytical method for random vibration
of bogie-track-tunnel-soil interaction system

Kazuhisa Abe1, Kazuki Sato1∗ and Kazuhiro Koro1

1 Niigata University, 8050 Igarashi 2-Nocho, Nishi-ku, Niigata 950-2181, Japan,
abe@eng.niigata-u.ac.jp, F22E035C@mail.cc.niigata-u.ac.jp, kouro@eng.niigata-u.ac.jp

Key Words: Frequency Response, Railhead Roughness, Uncertainty, FEM, Fourier Series

In order to understand the dynamic behavior of subway track and tunnel, it is important to evaluate the
coupling system composed of train, track, tunnel and soil adequately. Railway vibration originates from
the geometric and parametric excitations. The former, which may dominate the vibration, is induced by
irregularities on the railhead and wheel tread. Since, in general, these profiles have uncertainties, the
dynamic behavior is characterized by a random vibration. Therefore, the dynamic response should be
assessed based on its average. In the case of conventional numerical methods, the dynamic interaction
analysis is carried out for a given roughness generated over a finite range of the track model. Although
the expected value of frequency spectrum can be approximately evaluated by smoothing over each 1/3
octave frequency band, this operation leads to a reduction in frequency resolution.

This paper presents a semi-analytical method for bogie-track-tunnel-soil dynamic interaction problems.
The tunnel is modeled as an infinite cylindrical shell surrounded by an elastic region. The track is given
by a periodically supported infinite rail. The railhead roughness is considered as a random process. Due
to the periodicity of the track, the Floquet transform is applied to the interaction problem. Moreover, in
order to reduce computational effort, the solution is represented by a Fourier series in the track direction
[1]. Sections of the concrete slab and tunnel invert are discretized by finite elements. To evaluate the
mathematical expectation of dynamic response, the relation between the power spectrum density of the
roughness and the expected value of energy spectrum density (ESD) of acceleration at observation points
inside the tunnel is derived explicitly [2]. It is found that the expectation of ESD is characterized by the
superposition of vibrations originating from two wheelsets of a bogie.
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Current collection in high-speed trains is usually carried out by means of the sliding contact 
between the pantograph collectors and the catenary contact wire. This pantograph-catenary 
interaction force directly determines the current collection quality, which is usually characterised 
by some statistical parameters. High contact forces tend to accelerate wear on both contact wire 
and pantograph collectors, while low contact force values may eventually produce arcing with its 
consequent negative effects. For that reason, European standards [1] limit certain parameters such 
as the mean, minimum and standard deviation of the interaction force. 
 
The current collection quality of a given pantograph-catenary couple is commonly assessed by 
direct measurements of the interaction force. This implies to use an instrumented pantograph and 
perform specific in-line tests which are generally costly. To alleviate the drawbacks that this 
procedure entails, in this work we propose a methodology to predict the main statistical indicators 
that quantify the current collection quality based on indirect measurements and artificial 
intelligence techniques. Specifically, Artificial Neural Networks (ANN) are trained from the 
vertical acceleration of the pantograph collector head, which is relatively easier to measure in 
practise.  
 
In this work, the pantograph accelerations have been numerically obtained from thousands of 
simulations of the pantograph-catenary dynamic interaction problem with the efficient algorithm 
proposed in [2]. These simulations are performed with different pantograph velocities and different 
contact wire height profiles to account for installation errors present at actual catenaries. The good 
prediction accuracy of the trained ANN shows that the proposed methodology can be an appealing 
alternative to the in-line contact force measurement for current collection assessment.   
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Hardware-In-the Loop (HIL) testing has emerged as an appealing procedure to simulate the 
dynamic interaction between a real pantograph and a virtual catenary. In these tests, the pantograph 
contact strips interact with a linear actuator that simulates the catenary contact point. The interaction 
force is measured by load cells for feeding a numerical model of the catenary which provides the 
contact wire height profile that must reproduce the linear actuator. The aim of these tests is to 
replace homologation in-line tests, thus reducing the homologation cost.  
 
To carry out HIL pantograph tests it is mandatory to solve the dynamic behaviour of the catenary 
model in real-time. This requirement usually leads to simplified models to describe the catenary 
system that limit the accuracy of the results [1]. In this work, we propose a complete framework to 
perform HIL pantograph tests by using a periodic catenary finite element model. This model only 
accounts for the steady-state regime, which is very representative of the general behaviour of the 
high-velocity pantograph-catenary interaction. In those catenaries, long straight sections with very 
similar spans are commonly installed. To achieve the steady-state solution in the HIL test rig, an 
iterative strategy is also described and numerically validated [2].  
 
One of the main advantages of the model proposed is its ability to consider the non-linear behaviour 
of droppers, which slackens under compressive forces. Furthermore, actuator control-loop and 
sensor delays can be easily handled. The results obtained from HIL tests are compared to those 
obtained from pure simulations showing good agreement. Finally, an optimized catenary geometry 
has been tested in the HIL test rig to validate if the optimized model still behaves in an optimal 
manner when interacting with a real pantograph.  
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Nowadays, the tendency to increase the competitiveness of railway vehicles by raising their 
commercial speed is widely diffused around the world. Such enhanced velocity levels must be 
reached without decreasing the standard safety levels. 
 
Considering the straight track condition, yaw dampers are the most influencing secondary 
suspension components of the railway vehicle able to increase the stability during high-speed 
operations [1], [2]. The dampers contribute reduces the risk of hunting instability and, therefore, it 
increases the vehicle critical speed. The typical passive yaw dampers are designed to achieve this 
goal, but, unfortunately, they worsen the curving performances [3]. Indeed, the forces provided by 
the standard passive devices increase the bogies steering resistance during the negotiation of sharp 
curves, especially along curve entries and exits, with a consequent increase of the wheel-rail contact 
forces.  
 
For this reasons, damper manufacturers are studying innovative solutions to modify the internal 
characteristics of the dampers according to the vehicle working conditions. The goal is to obtain 
devices able to combine the vehicle stability during the high-speed running and the curving 
performances in sharp curve negotiation.  
 
In this context, the present work aims at developing a numerical model of the new yaw dampers, 
validated with experimental results collected on a specific test bench. Then, the numerical 
evaluation of the vehicle performances with the innovative yaw dampers is carried out by a co-
simulation routine: a multibody vehicle model of a real test case, implemented in the Simpack® 
software, is run together with a Simulink® model of the yaw damper. The performances are 
analysed taking inspiration from the EN 14363 standard in terms of both high-speed running 
stability and low speed curve negotiation. 
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Controlling the energy consumption is an important stake in today’s world. In the railway field, the en-
ergy consumed by high-speed trains depends on many variables such as the driver behaviour. Significant
variations have been noticed for different drivers on the same journey. To help drivers, crossing points
are defined along the journey, but differences still exist. The industrial objective of this work is to de-
fine a model, able to describe the train dynamics and to propose an optimization method, which aims to
minimize the energy consumption.

This work is composed of two parts. First, a deterministic model is defined to describe the train longitu-
dinal dynamics based on a Lagrangian approach [1]. This model is calibrated based on commercial trains
measurements. Afterwards, the optimization of the command is performed using the CMA-ES method
[2] to minimize the energy consumed while punctuality, security, and comfort constraints are respected.
Nevertheless, the high-speed train system is complex, and taking into account the uncertainties of the
model parameters is necessary. Therefore, a Bayesian inference method [3] is applied in order to include
uncertainties in the previous deterministic model. Finally, an optimization under uncertainty method is
used to find the optimal command.

The originality of this work lies on its transposability to real train systems. Indeed, pneumatic braking is
distinguished from dynamic braking (able to recover a part of the energy consumed). The optimization
method is applied to the driver command and it combines both punctuality and physical constraints.
Many energy measurements are used to calibrate and validate the models and verify the quality of the
optimal solution. Finally, the rolling environment of the train is determined carefully by the use of wind
predictions, track declivity and curvature measurements.
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Generalized Polynomial Chaos expansion (gPC) is a well-known method for uncertainty quantification
of stochastic systems, in particular for smooth responses [1]. In the case of nonlinear systems exhibit-
ing discontinuities in their surface response, it has been demonstrated that multi-element generalized
polynomial chaos (ME-gPC)—which is based on an element decomposition of random space—provides
accurate results. However, the definition of the elements, a key step of ME-gPC, is usually based on a
tensor structure and the number of elements increases dramatically at high stochastic dimension [2]. In
this study, the focus is made on the decomposition of the random space for nonlinear mechanical systems
in order to efficiently apply gPC with a limited number of elements. More specifically, this decompo-
sition relies on an automated detection procedure of the surface response discontinuities (referred to as
edges) represented by cubic-spline curves. The proposed edge tracking detection is first detailed and
validated on analytical test cases. Then, a specific implementation of ME-gPC is presented so that it may
be efficiently applied on elements whose frontiers are defined by four cubic-splines in order to maximize
the versatility of the random space decomposition. Finally, the proposed methodology is applied to the
analysis of an academic Duffing system and an industrial compressor blade, NASA rotor 37, featuring
blade-tip/casing contacts [3]. It is shown that the proposed developments yield accurate results both for
the discontinuity detection and the response approximation in comparison to the reference Monte-Carlo
simulations.
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The development of new aircraft engine architectures is mainly focused on performance and energy 
efficiency. One way to achieve this objective is to reduce its weight by using composite materials 
but also to increase the by-pass ratio of these machines. These last two points lead to long and thin, 
and therefore very slender blades geometry. Such designs make these structures more flexible, 
which can then exhibit non-linear geometric behaviours. This geometry combined with the cyclic 
symmetry property of the bladed disk will generate specific non-linear behaviours such as non-
linear energy localization or even internal resonances. Using a non-linear curved beam model 
taking into account large displacements, twist change and a profiled cross-section [1], we have been 
able to study the non-linear contributions of each term of the model and thus to have a good 
understanding of the involved physics. All of these simulations were carried out taking into account 
the effects of rotation on the beam. Finally, a numerical approach has been developed to deal with 
large models such as those encountered in industry. The strategy developed is based on non-linear 
reduction approaches adapted to geometric nonlinearities such as modal derivatives [2], companion 
modes [3] or normal form [4] of the motion equations. These results were compared to experimental 
data that allowed to validate the developed approaches. It should be noted that this work also made 
it possible to take advantage of the non-linear behaviour of the structure by using the properties of 
internal resonances. Indeed, we were able to decrease the level of vibration by transferring energy 
from one mode to another with better dynamic characteristics.  
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The vibrational behavior of bladed-disks is known to be particularly complex in reason of mistuning
amplifications but also in reason of geometrical nonlinear effects (use of lighter materials). In such a
context, methodologies for the dynamical analysis based on the nonparametric probabilistic approach [1]
odf the random mistuning combined to nonlinear reduced-order models allows for a better understanding
of uncertainty propagation through the forced response [2]. The difficulty related to this unavoidable
mistuning effects has led to consider the detuning (alternating between several blade types) as a way for
inhibiting the amplifications. A computational methodology adapted to the detuning context of nonlinear
dynamics of mistuned bladed-disks developed in [3] has shown very encouraging results. In this context,
the present research deals with a novel formulation for the detuning optimization of a bladed-disk structure
using a 12 bladed-disk computational model issued from [4]. The dynamical amplification is defined with
respect to the pure mistuned configuration and involves scalar quantities that are defined from the extreme
values of the maximum displacements occurring in the structure. The numerical procedure allows for
obtaining a full data basis. Its analysis shows the existence of a few number of detuned configurations that
reduce the mistuning amplification effects. A second part of this work consists in proposing a formulation
of the combinatorial optimization problem for which a surrogate model of the cost function is constructed
using the PLoM method [5], as a machine learning tool from a small training set. The optimal solution
obtained is compared to the one obtained with the data basis.
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In the current economic and environmental context, aircraft engines manufacturers try to design more
efficient engines in order to reduce their fuel consumption. First, aerodynamic losses are decreased by
reducing the clearance between the blades and the surrounding casing. This can lead to contact events
between the blades and the casing even in nominal operating conditions [1]. Then, the engine weight
is reduced by designing lighter, and therefore more flexible, blades. As a consequence, the blades can
undergo large displacements and deformations [2].

A methodology has been recently derived to study the contact interactions of single blades undergoing
large displacements [3]. In this article, this methodology is extended to full bladed disks with cyclic
symmetry. In order to be computationally efficient and compatible with the use of large industrial models,
the methodology is based on a reduction procedure. Each sector of the high fidelity model is projected
onto a basis composed of Craig-Bampton modes and a selection of their modal derivatives. The internal
nonlinear forces due to large displacements are evaluated in the reduced basis with the stiffness evaluation
procedure [4]. Contact is numerically handled with Lagrange multipliers.

The numerical strategy is applied on an open industrial compressor model, the NASA rotor 37, in order
to promote reproducibility of results. This work demonstrates that reduced order models provide a com-
putationally efficient alternative to full order finite element models for the accurate prediction of the time
response of structures with both distributed and localized nonlinearities.
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In order to simulate the vehicle-bridge interaction by using a numerical model with high stiffness 
elements for a long duration, Bathe composite time integration scheme is incorporated into the new 
implicit dynamic finite element analysis procedure proposed by Lee et al. [1-2] in this study. The 
Bathe scheme can be viewed as an extension of the trapezoidal rule in which the trapezoidal rule is 
combined with the 3-point Euler backward method. When analysing nonlinear dynamic problems 
with large deformations, long duration, and high stiffness elements, Bathe scheme demonstrates its 
simplicity and accuracy in previous studies [3-5]. On the other hand, the new analysis procedure 
introduced the concept of equivalent node secant coefficient to decouple the governing equilibrium 
equations so that the factorization of an effective matrix is no longer necessary. Compared to the 
traditional implicit dynamic finite element procedure, the new analysis procedure dramatically 
saves much computation time and possesses high reliability and accuracy as shown in the previous 
study. In particular, any kind of FE can be included in the analysis procedure as long as the element 
internal and damping nodal forces can be exactly evaluated.  
 
High stiffness contact element can be used to simulate the vehicle-bridge interaction during 
nonlinear dynamic analysis. When a vehicle-bridge interaction system is subjected to extreme 
earthquake, highly nonlinear and discontinuous dynamic behaviour, such as vehicle uplift, collision 
and derailment, may occur. The hybrid integration method proposed in this study can effectively 
maintain the convergence and stability of the 3D numerical analysis. Finally, the vehicle-bridge 
interaction model is constructed by space truss/frame with high stiffness contact element. The 
analytical results obtained by proposed method are compared with those obtained by traditional 
implicit method to verify the accuracy and efficiency of the proposed hybrid integration method.  
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Railway technology has been developing rapidly and the number of long-span railway bridges has
been increasing. A long-span and heavy railway bridge may result in obvious vehicle-rail-bridge
interaction due to its flexibility property and heavy dead load, especially for high-speed railway
bridges under strong earthquakes. The purpose of this study is to simulate the vehicle-rail-bridge
interaction of high-speed railway bridges under strong ground motions by using a new implicit
dynamic finite element analysis procedure proposed by Lee et al. [1-2].

It is very difficult for traditional finite element analysis procedure to deal with problems with large
deformation, collision, fracture, high velocity, high non-linearity and discontinuity. The new implicit
dynamic finite element analysis procedure does not require assembling the structure stiffness and
damping matrices. Without the factorization of an effective matrix, the computation efficiency is
greatly superior to that of conventional implicit methods. Any kind of FE can be included in the
analysis procedure as long as the element internal and damping nodal forces can be exactly evaluated.
Therefore, the new dynamic finite element analysis procedure is used to simulate highly nonlinear and
discontinuous dynamic behavior of long-span bridges as well as high-speed moving vehicle loads
under strong earthquakes.

When a high-speed railway bridge is subjected to extreme earthquake, highly nonlinear and
discontinuous dynamic behavior, such as vehicle uplife, collision and derailment, may occur. In this
study the 3D simulations of vehicle sub-structures, moving loading, wheel-rail contact, vehicle uplife
are developed and included in the new dynamic analysis procedure. Through extensive simulations of
single-span long-span bridges, the obtained results are compared with the current design formula. The
bridge seismic design, train design load mode and reasonable speed limit for long-span bridges are
discussed.
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This study is aimed at the simulation of vehicle-bridge interaction using a novel dynamic analysis 
procedure with geometrically nonlinear solid elements. The bridge deck is idealized by solid 
elements to investigate the concentrated stress in the deck while a heavy vehicle is passing through 
the bridge. Compared with the traditional implicit dynamic finite element procedure, the new 
implicit dynamic finite element analysis procedure proposed by Lee et al. [1-2] does not require 
assembling the structure stiffness and damping matrices. Without the factorization of an effective 
matrix, the computation efficiency is greatly superior to that of conventional implicit methods. Any 
kind of FE can be included in the analysis procedure as long as the element internal and damping 
nodal forces can be exactly evaluated. Therefore, the novel dynamic analysis procedure is adopted 
in this study. 
 
A geometrically nonlinear eight-node hexahedral solid element is developed and included in the 
novel dynamic analysis procedure. The rigid body motion of the eight-node hexahedral element is 
subtracted from the total displacement based on co-rotational coordinate systems. After the pure 
deformation is determined, engineering strain and engineering stress can be applied to calculate the 
internal nodal forces. The proposed approach is more efficient than that using the Green-Lagrange 
strain and the second Piola-Kirchoff stress in geometric nonlinearity problems. Compared with the 
traditional finite element method for nonlinear geometrical structures, the proposed method can 
significantly reduce computation time. In addition, according to the previous researches this 
dynamic analysis procedure demonstrates high reliability and accuracy in large deformation 
structures. The analytical results obtained by using the developed element are compared with those 
obtained by ABAQUS software to verify the accuracy and efficiency of the proposed solid element. 
Finally, the stress distribution of the bridge deck while heavy vehicle passing through is 
investigated. 
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Abstract 
Compared to conventional bridge structure with pier supports, the steel 

box-girders suspended by bracket structures of a monorail is flexible for most 
monorail transit system. Thus, as a train carriage travels on a series of flexible 
hanged box-girders, the vibration of train-monorail system can be regarded as the 
topic of a heavy vehicle traveling on a light beam. Obviously, the inertia effects of 
moving masses on dynamic response of a monorail would become significant. In this 
study, the spatial-varying of nature frequencies of a beam subjected to a moving 
mass will be conducted. On the other hand, as a high speed train moving on a bridge 
with resonant speeds, such a dynamic phenomenon would become noticeable once 
the VBI effect is taken into account for performing the interaction dynamic analysis 
of a train-bridge system. The numerical results revealed that the resonant speed 
would be slightly shifted to lower speeds due to the inertia effects of the train cars 
traveling on the bridge. 
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Digital process development for additive manufacturing is emerging as a sustainable, cost-attractive 
alternative to the traditional experimental trial-and-error approach whereby computer modeling and 
simulations are used to explore the process window for a given material, 3D printer, and part. At 
the same time, digitalization is a hard task requiring validated, high-fidelity models at different 
length scales (part and melt pool) and time scales (solidification to build time). Such challenges are 
equally valid for directed energy deposition (DED), which is typically characterized by a laser head 
following the movement of a robot code (g-code) to build the component. Here, we report on our 
efforts to achieve a design digital twin for the DED process by developing a fully in-house 
integrated model including thermal simulation at the scale of the part, classification of thermal 
history to identify key locations in the component, microstructure evolution, multi-bead multi-layer 
deposition of material, phase fraction model at the scale of the part including nonlocal mechanical 
properties, and residual stress and distortion. By using such design twin, users are able to explore 
the role of process parameters as well as of gcode, therefore developing the process to optimize the 
final part’s microstructure, mechanical properties, and distortion. 
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In this talk, we present a novel computational framework by mixing interface-capturing/interface-
tracking methods for simulating the thermal multi-phase flows in metal AM applications, focusing 
on better handling the gas-metal interface, where AM physics, such as phase transitions and laser-
material interaction, mainly takes place. The framework, built on level set method and variational 
multi-scale formulation (VMS), features three major contributions: (1) a simple computational 
geometry-based re-initialization approach, which maintains excellent signed distance property on 
unstructured meshes, re-constructs an explicit representation of gas-metal interface from the level 
set, and facilitates the treatment of the multiple laser reflections during keyhole evolution in AM 
processes; (2) a fully coupled VMS formulation for thermal multi-phase governing equations, 
including Navier-Stokes, level set convection, and thermodynamics with melting, solidification, 
evaporation, and interfacial force models; and (3) a three-level recursive preconditioning technique 
to enhance the robustness of linear solvers. We first compare the geometry-based re-initialization 
with the Eikonal partial differential equation (PDE)-based approach on two benchmark problems 
on level set convection and bubble dynamics. The comparison shows the geometry-based approach 
attains equivalent and even better performance on key criteria than the PDE-based counterpart. We 
then apply the developed framework to simulate two AM experiments, which Argonne National 
Laboratory has recently conducted using in-situ high-speed, high-energy x-ray imaging. The 
proposed framework’s accuracy is assessed by thoroughly comparing the simulated results against 
experimental measurements on various quantities. We also report important quantities that 
experiments can not measure to show the modeling capability. 
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The low production speed and limited part size are two critical limitations in laser powder bed fusion
(LPBF) of metallic components. On the other hand, multilaser powder bed fusion e.g.[1] has been ef-
fective in improving productivity and reducing production time, thus allowing for the manufacturing
of larger components. It is well known that the multi-laser powder bed fusion process parameters and
the laser scanning strategy have a substantial effect on the temperature transients of the part and hence-
forth on the degree of deformations and residual stresses. LBPF process models can be instrumental in
determining the optimal process parameters.

Ideally, the process model needs to be both accurate and computationally tractable. However, the LBPF
process is a complicated multi-physics problem to analyse, which also requires a due account for the
geometry of the part to be built. Since the thermal expansion/contraction cycles are critical for the part
distortion and residual stress field, it is crucial to determine the temperature transients accurately. The
steep temperature gradients are present due to the local nature of heating. The laser beams have a spot
radius typically of tens of micrometres, while the parts produced have dimensions typically of tens of
millimetres. This mismatch of characteristic length scales becomes prohibitive when a numerical scheme
such as finite elements is used to solve the governing heat equation. This would require fine spatial and
temporal discretisation to resolve the steep temperature gradients, which in turn requires an excessive
number of elements and time steps, resulting in very high computational costs.

A semi-analytical thermal model [2] of the multi-laser powder bed fusion process is presented, which
determines the temperature evolution by representing the moving laser spot with a finite number of point
heat sources. The solution of the thermal problem is constructed from the superposition of analytical
solutions for point sources and complementary numerical/analytical fields to impose the boundary con-
ditions. The unique property of the formulation is that the numerical discretisation of the problem domain
is decoupled from the steep gradients in the temperature field associated with localised laser heat input.
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A major challenge with classical rapid solidification processing, such as melt spinning or pulse 
laser melting, is the difficulty in producing three-dimensional parts that retain the novel 
microstructures produced by rapid solidification.  However, with the advent of additive 
manufacturing (AM) it is possible to create objects with rapidly solidified microstructures. The 
interfacial velocities and temperature gradients found during AM are much different than in 
traditional castings, with high solidification rates (10-3 - 1 m/s) and high thermal gradients (105-107 
K/m). These solidification and cooling rates can lead to ultra-fine microstructures and unexpected 
metastable phase formation. The presence of large thermal stresses can lead to hot-cracking and 
plastic deformation of the as-solidified metal alloy. Moreover, the highly directional nature of the 
solidification process yields very unusual grain structures.  All these issues can have a major effect 
on the resulting properties of the part. Following an introduction of the challenges of predicting 
AM microstructures, a discussion of the development of grain structure during powder bed AM of 
stainless steel 316L will be given.  The large-scale phase field simulations of the morphological 
development of grains illustrate the complicated interaction between interfacial mobility 
anisotropy, weld pool shape, laser scan strategy and multiple powder layers on the resulting grain 
morphology. A phase field model that is designed for the interfacial velocities characteristic of AM 
and allows the nonequilibrium properties of interfaces to be tuned for a chosen alloy system will 
also be discussed. 
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Metallic additive manufacturing (AM) possesses tremendous advantages in building 
geometrically complex parts with tailorable microstructures and properties and thus has 
found potential to revolutionize the global part manufacturing landscape. Among many 
metallic AM technologies, wire-based AM is breaking size and weight barriers for heavy 
industries. However, due to many AM process parameters, trial-and-error experimentation 
for analysis and optimization is time-consuming and costly. Therefore, it is critical to 
developing individualized numerical methods for further understanding AM's process-
structure relationship to guide and expedite the parameter optimization. This work proposes 
an extended cellular automaton finite volume method to simulate the wire-based melt pool, 
solidification, and grain evolutions during the wire-based AM. In the proposed method, we 
adopt the finite volume method for the thermal-fluid flow simulation, the cellular 
automaton for the grain nucleation and growth within the mushy zone, and the Motte Carlo 
Potts model for the grain coarsening in the heat-affected zone. The advantage of the 
proposed method over other integrated methods is that it resolves the grain coarsening in 
the heat-affected zone and considers the crystallographic orientation of the unmelted grains 
or nucleated grains in the Motte Carlo Potts model. We conducted a set of numerical 
examples of Ti6Al4V wire to demonstrate the proposed method's accuracy and capability 
and provide insights into the melting and solidification processes. A good agreement with 
experimental data in the literature shows that the proposed method is a valuable tool to 
simulate and analyze the process-microstructure relationship of the wire-based additive 
manufacturing process. 
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ABSTRACT 
Metal additive manufacturing (MAM) have been rapidly developed for almost twenty years, 
however, the mechanism of nucleation (or crystal introducing) mechanism in MAM processes has 
been a long-term unsolved problem. Only limited works shed lights on this area from experimental 
and simulation point of view, and no universal solution has yet been addressed. This work discusses 
the importance of nucleation in MAM and investigates the crystal introducing mechanism in laser 
wire DED fabricated Ti6Al4V. Besides the term ‘nucleation’, this phenomenon is generalized as 
the ‘crystal introducing’ because the crystals with different crystal orientations can be introduced 
to the printed domain without going through a nucleation scenario (growth from a successful critical 
nucleus in liquid phase). To investigate the crystal introducing mechanism in laser wire DED 
fabricated Ti6Al4V, a sample matrix under different fabrication conditions is fabricated under three 
hypothesises (stress, heat accumulation and the solid-state transformation). It is approved from 
different perspectives that the recrystallization is the main reason for the crystal introducing, and it 
is a comprehensive result of the residual stress and reheating. A more detailed investigation was 
carried out at the early stage of a recrystalized grain at the grain boundary of the prior beta grain 
boundary. The formation tendency of the recrystalized grain indicates its strong dependency on the 
grain boundary alpha phase. This study also approved that this type of recrystallization does not 
necessarily take place at the prior beta grain boundary area, even without grain boundaries, a single 
beta crystal can still be recrystalized into smaller grains under the fabrication condition of laser 
wire DED. Some of these recrystalized grains are able to participate into the following competitive 
grain growth, thus influence the solidification microstructure in the fabricated part dramatically. 
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Additive manufacturing (AM) has huge potential to manufacture optimal structures but is still in 
the state of ongoing research and development as small variations in the process can have a major 
impact on the resultant material in terms of volume defects, surface characteristics or 
microstructure. These, in turn, influence the mechanical properties. In order to exploit the full 
potential of AM, understanding the underlying process-structure-property linkages is crucial.  
In this contribution, we propose a general framework to computationally investigate the 
microstructure-property relationships. As experiments alone are prohibitively expensive, 
computational augmentation is employed. This allows to create the large data bases for the 
adopted data-driven approaches which enable profound correlations. The proposed general 
framework consists of four steps:  

1. two-dimensional microstructure images (from experiment or synthetic) are characterised 
by translation-invariant descriptors; 

2. three-dimensional microstructures are reconstructed from the descriptors [1]; 
3. numerical simulations are conducted to compute mechanical properties [2];  
4. descriptors and properties are correlated. Descriptors of further microstructures are 

identified for improving the quality of the correlation or for finding optimal properties. 
Back to step 2. 

This framework is applied and presented for two examples: The optimisation with regard to 
fatigue performance of microstructures with variable position and morphology of hard 
precipitates and a fixed crystal microstructure as well as the prediction of fatigue performance of 
Ti-6Al-4V specimens based on CT scans of their pore microstructure. The results show the 
framework’s capability of identifying an optimal structure for desired properties as well as the 
capability of predicting the properties for a given, unseen structure. 
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Heat exchangers (HXs) have been widely used in various equipment and machines. It is very 
significant to implement structural design to improve heat exchange performance (HXP) and save 
energy accordingly. Topology optimization has been a popular methodology for this goal [1]. 
Moreover, additive manufacturing (AM) has been applied to practical fabrication of the complex 
HXs. In this work, the structural design and AM of cross-flow HXs are studied. A unit-based 
optimization framework is proposed to design the channel configuration in order to maximize 
heat exchange performance and meanwhile control pressure drop between the fluid inlet and 
outlet. A gradient-based optimization methodology is used. During the channel configuration 
evolution, for an intermediate design, filtering technique is adopted specifically to avoid sharp 
features and improve AM printability. Moreover, printability evaluation is considered for the 
optimized structures with respect to metal laser powder bed fusion (LPBF) AM process. Residual 
deformation is considered as an index to evaluate the printability. The entire HX containing the 
optimized thin-walled channels is modelled, and its residual deformation is predicted through 
sequential layer-by-layer simulation [2]. If weak printability is detected, some re-design work is 
added to the unit-based design. Finally, a new design can be achieved as the compromising 
solution that leads to better HXP (e.g., nearly 50% increase), limited pressure drop and good 
printability with respect to the LPBF AM process. 
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As-built parts manufactured by laser powder bed fusion (L-PBF) suffer from the reduced fatigue 
strength due to the large pores caused by lack of fusion (lof) between scan lines. The lof porosity 
mainly depends on the melt pool size, which may change based on the geometrical features and 
scanning strategies, and process parameters. Unlike experimental approaches, process simulations 
(e.g. finite element analysis) can help deliver insights on the melt pool morphology, by which lof 
porosity can be estimated.  Finite element method (FEM) based modeling approaches considering 
moving heat source can help predict the layer-by-layer lof porosity formation; however, they are 
computationally expensive as it requires large number of simulation steps, fine mesh to represent 
the powder layer and laser beam, and powerful computational resources.  
 
 
This work presents the development of a computational framework to overcome the computational 
expense of simulating the L-PBF process. First, a matrix-free approach is used instead of the widely 
used global-matrix method utilizing high performance computing through (Graphical Processing 
Units) GPUs [1]. Second, an adaptive remeshing technique that significantly reduces the number 
of elements and nodes representing parts during the process is used. The power of using the matrix-
free technique along with adaptive remeshing is demonstrated by performing detailed thermal 
process simulation for a relatively larger part using the moving heat source and true powder layer 
thickness where it was found that computational time could be reduced by at least 99%. In addition, 
two different parts and multiple scanning strategies are considered to show the influence of the 
scanning strategies and geometrical features (e.g. overhangs). The predictions are validated by 
experimental results.   
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Numerical simulation of Additive Manufacturing (AM) processes using the Smoothed particle 
Hydrodynamics (SPH) method is usually performed with uniform particle size. Despite many 
remarkable and promising results reported mainly in CFD applications (see in [1] and [2], for 
example), the use of spatially varying particle distributions in SPH AM simulation remains 
relatively unexplored. The authors of [3] laid the groundwork for modeling a multi-resolution AM 
simulation with SPH; nevertheless, their approach does not permit particle coarsening and is 
presented for 2D applications with only one level of refinement. 
 
In this work, we develop a highly-efficient 3D SPH simulation framework for AM applications by 
enabling both particle refinement and coarsening procedures. To further enhance the computational 
performance of the method, an optimized neighbor-search algorithm for non-uniform particle size 
scenarios is also implemented into the in-house code. The robustness and efficiency of this 
approach are demonstrated by running the computer program on a single CPU core to simulate a 
multi-track Laser Powder Bed Fusion (LPBF) process. The present multiphysics modeling 
approach accounts for all relevant physical phenomena and melt-pool dynamics encountered in 
LPBF, such as material phase change, surface tension forces, recoil pressure, and Marangoni 
effects.  
 
As a result of this SPH development, the fully adaptive 3D LPBF simulation can save more than 
60% of the computational cost and is completed in a fraction of the runtime required for a similar 
single-resolution case. To achieve more efficient AM simulations using SPH, the development 
proposed in this work needs to be coupled with parallel computing algorithms so an additively 
manufactured part as simple as 1x1x1 mm can be modeled within a reasonable calculation time. 
Such an achievement would provide deeper insights into the underlying physics of the AM process 
of interest and allow for process monitoring and optimization.     
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Residual stresses in directed energy deposition (DED) depend on the temperature history. Al-
though fast numerical approaches have been developed for the thermal analysis [1], the efficient
computation of residual stresses remains challenging, as 3D/2D finite elements (FE) method in-
volves meshing along the layer thickness and/or height, which implies a very fine discretization
along the print direction to avoid conditioning issues [2]. An alternative approach is proposed
to significantly reduce computation time while capturing complex stress fields in the part. Since
DED basically consists in adding a thin layer to the existing part, we propose an enriched 1D
model immersed in the 3D space. Both layer thickness and height are internal parameters in-
dependent of the mesh size, which in turn can be coarser along the print direction. At each
material point, 4 displacement vectors are introduced leading to 12 DOFs. Thus, kinematic
conditions between a layer and its 4 neighbors (i.e., right, left, top and bottom) may be simply
written. The model derivation through the virtual work principle will be broached, as well as a
linear thermo-elastic behavior. In addition, several analytic calculations of multilayer structures
representing both single and multi-track scanning strategies will be derived and used as exact
references to validate a more general numerical implementation of the model. Future works will
include the derivation of an elasto-plastic behavior and numerical optimization of the process
parameters [3] based on the proposed 1D extended model.
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The wide adoption of additive manufacturing is hindered by the lack of comprehensive 
understanding of process-structure-property relationships. To this end, we have developed and 
seamlessly integrated a series of high-fidelity multi-physics models, including: physically-
informed heat source models to shed light into manufacturing processes, microstructures, and 
mechanical properties [1]. Specifically, multiphase flow models using the coupled computational 
fluid dynamics (CFD) and discrete element method (DEM) simulate the powder spreading 
procedure and powder spattering and denudation phenomena in the powder melting procedure 
[2,3]. The powder melting model is powerful to reproduce the molten pool flow and relevant 
defects (e.g., lack-of-fusion and keyhole pores) by incorporating the major physical factors, 
especially the physically-informed heat source models, i.e., for an electron beam from micro-
scale simulations of electron-atom interactions and for a laser incorporating multi-reflection and 
Fresnel absorption. The microstructure evolutions at both the grain- and dendrite- scales are 
modelled using the phase field [4] and cellular automaton methods [5]. The mechanical properties 
and thermal stresses are simulated using the crystal plasticity finite element (FE) model, which 
incorporates the realistic geometry (rough surfaces and voids), temperature profiles and 
microstructures [6]. These models have proven to be useful in revealing the physical mechanisms, 
which have been validated against experiments. 
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The extreme scale ranges in both space and time involved in laser powder bed fusion (LPBF) 
process as well as the geometrical complexity of the parts produced by means of LPBF 
technology call for flexible numerical approaches. Therefore, immersed boundary methods seem 
to offer a valid alternative to the traditional mesh-conforming finite element method. In the 
present contribution, we adopt two methods of such a family of numerical methods to investigate 
some of the most challenging problems in LPBF simulations, namely the influence of process-
induced defects and the spatio-temporal scale range.  
 
A well established immersed methodology is the so-called Finite Cell Method (FCM), which has 
already been applied successfully in several contexts, from structural analysis to biomedical 
applications since it allows to easily deal with complex shape components otherwise non trivial or 
even impossible to mesh in a conform manner. In our contribution, we present the application of 
FCM in the context of high-fidelity thermal and thermomechanical analyses of LPBF processes. 
The proposed numerical scheme [1]  is first validated with respect to experimental measurements 
of residual stresses taken from the literature and then applied to investigate the influence of lack-
of-fusion defects on the melt pool morphology, providing a valuable tool to further understand the 
complex process-structure-property relationship in LPBF components.  
 
Another promising immersed boundary technique is the two-level method, where the local and 
global scales of the problem are solved on two separate meshes weakly coupled in a way similar 
to a fat-boundary approach. To address the spatio-temporal scale range issues that burden LPBF 
processes simulations, we have combined  the two-level formulation with a multi-rate time 
integration based on a predictor-corrector type scheme. Exploiting the peculiarity of the two-level 
method, we are able to treat differently - in a smooth and simple workflow - local and global 
effects in both the spatial and the temporal scale. We will present first the results of a thorough 
numerical verification of the proposed methodology on two- and three-dimensional problems, and 
then its application to a more challenging LPBF simulation, where we have observed a 
computational  speed-up by a factor 4 compared to the spatial version of the two-level method 
with a monolithic time integration scheme. 
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Abstract: 
One of the larger growing fields within additive manufacturing is the selective laser sintering 
process of semi-crystalline polymer powders. The powder particles are sintered together in local 
areas due the energy coming from a laser. This method allows for rapid manufacturing of complex 
parts, which are well suited for prototyping. The overall accuracy and stability of the process, along 
with part properties, are highly dependent on the involved process parameters. A better control of 
these parameters, will therefore lead to further optimization of the process. The current paper 
proposes a numerical modelling approach, for understanding the impact of major input parameters 
on the meso-scale thermal conditions, during the process. The model makes it possible, to analyze 
the influence of the laser-related input parameters, in relation to the temperature distribution and 
size of melt pool geometry, during the process. For validation, the predicted melt pool geometry is 
compared with the single-line track data found experimentally, where the melt pool geometry, can 
be compared to the numerical measurements by light optical microscopy and an in-situ infrared 
camera. Furthermore, an adaptive mesh refinement technique is developed and integrated in the 
model, which allows for modelling the thermal conditions of real-size parts within an acceptable 
computational time wtih a good agreement with experimental observations. The numerical 
approach is utilized through both costume code in Matlab, and by the commercial available 
software package COMSOL Multiphysics.  
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It is well known that microstructure in powder bed fusion process of additive manufacturing 
consists of grain and sub-grain, of which scales are 10-100μm and 0.1-1μm orders, respectively. 
This peculiarity is caused by its rapid solidification conditions of high cooling rate and high 
temperature gradient, 105-107K/s and 106-108K/m, respectively. Sub-grains in a grain have a 
common crystalline direction. Their boundary shows segregation of solidification. Consequently, 
numerical sub-grain microstructure evolution is considered to lead to prediction of mechanical 
property and design for heat treatment condition in this process. 
 
In this study, a non-equilibrium multi-phase field method, based on finite dissipation model, 
coupled with CALPHAD database was developed for rapid solidification in a nine components 
system of an engineering Ni alloy [1]. Columnar solidification microstructure evolutions were 
performed at various set of cooling rate and temperature gradient under an interface velocity, 0.1m/s.  
It was showed that the sub-grain (cell) space decreased as the cooling rate increased. This tendency 
was more agreement with the experimental measurement than multi-phase filed method using local 
equilibrium condition in the solidified interface. 
 
The previous heat condition for the sub-grain microstructure evolution is decided by process 
conditions, laser beam power, beam radius, traveling velocity, etc. A new numerical methodology 
of grain scale microstructure evolution in powder bed fusion process was proposed by coupling 
with three-dimensional multi-phase filed for melting and solidification, lattice Boltzmann phase 
field method for gas and liquid flows with free surface and thermal calculation with moving heat 
source.  By using this method, melting of powder bed, flow in melt pool and grain scale 
solidification were simulated. Sub-grain microstructure evolutions were demonstrated at cooling 
conditions in different positions in melt pool by week coupling with the grain scale simulation. 
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In metal additive manufacturing (AM) process, large temperature gradient and repeated heating-
cooling cycles induce residual stress in as-built parts, which may lead to distortion and even 
cracks. A computational framework is developed to study how microscale residual stresses form 
and evolve in AM parts, including a thermal-fluid flow model, a phase field model for grain 
growth and a crystal plasticity finite element model (CPFEM). The framework is calibrated and 
validated by comparing with experimental results of two 316L stainless steel samples fabricated 
by different sets of process parameters. The generation, evolution and distribution of residual 
stress at grain scale are investigated by simulations. In addition, a continuous dislocation 
dynamics model is incorporated. The thermal history and deformation of grains extracted from 
CPFEM simulations are applied to dislocation model to study the formation and evolution of the 
dislocation structure during AM process. This work provides insights into the formation and 
evolution of residual stress at grain scale, and helps to further understand the formation of 
dislocation networks in AM material. 
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Laser powder bed fusion (LPBF) of pure copper for thermal and electrical applications is 
hampered by its low near-infrared absorptivity and high thermal diffusivity. These material 
properties make it  very difficult to localize the thermal energy needed to produce high density 
3D printed parts. Modification of metal powders via nanoparticle additives is a promising 
approach to increasing absorptivity, but the effect of nanoparticles on absorptivity and melting 
behavior during LPBF is not well understood. In this study, we developed an in situ calorimetry 
system to measure effective absorptivity during LPBF on copper substrates. We decorated copper 
substrates using three nanoparticle systems (CuS, TiB2,  multilayer graphene flakes) and 
demonstrated an enhanced absorptivity of the decorated substrates relative to pure copper. 
Graphene nanoflakes resulted in the highest improved absorption relative to  pure copper from 
0.09 to  0.48, due to  their stability at  high laser scanning powers. A thermomechanical model 
with convective heat transfer provided confidence in the measurements by  reproducing the  
experimental melt pool traces. Full 3D  cylindrical prints demonstrated an improvement in 
relative density of the copper-graphene powder prints (in the range of 0.930–0.992), relative to 
that of as-purchased copper powder prints (in the range of 0.854–0.972). This work provides a 
fundamental study of nanoparticle-enabled LPBF of highly reflective metals and demonstrates a 
viable route for expanding the library of reliably printable metals. These results have been 
published in [1]. 
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Particle damping is an effective passive method of vibration suppression. The remarkable 
advantages of particle damper, such as insensitivity to ambient temperature and availability at a 
wide range of frequencies, make it available for various applications [1]. However, a limitation 
for applying traditional particle damper is that an additional installation space is needed.  
 
Additive manufacturing (AM), especially laser powder bed fusion (LPBF) technology, has been 
gradually adopted as an efficient method for fabricating multifunctional structures. By utilizing 
LPBF, a new integrated particle damper can be produced by deliberately leaving unfused powder 
inside the structure, named additively manufactured particle damper (AMPD). It has unique 
merits, such as neither mass nor cost is increased, and no additional space is required [2]. 
However, the damping mechanism and performance of AMPD are still unclear, more research is 
needed.  
 
This research focuses on experimentally and numerically investigating the damping mechanism 
and performance of AMPD at a wide frequency range. A numerical simulation approach based on 
the discrete element method (DEM) was developed to predict the damping performance of a 
particle damper. To reduce the computational cost, a multi-unit particle damper (MUPD) was 
introduced, simulation model with only one unit cell was built A series of particle dampers of 316 
L stainless steel with different numbers and sizes of unit cells were produced using LPBF. 
Experiments were carried out and compared with simulation results.  
 
As a result, the numerical results of the proposed simulation model agreed well with experimental 
data, verifying that the proposed numerical method and simulation model are reasonable for 
analyzing the damping performance of additively manufactured multi-unit particle damper (AM-
MUPD). The damping mechanism of AM-MUPD was clear by the numerical analysis. And the 
influence of different cavity numbers and sizes on the damping performance of AM-MUPDs was 
investigated experimentally.  
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We present a multi-physics, multi-domain, model for the approximation of the coupled system formed
by the temperature-dependent Navier-Stokes equations with free surfaces. The main applications are the
industrial processes of shallow laser surface melting (SLSM), and laser polishing of thin surfaces. The
goal is to simulate the effect of the free surface and the internal motion of the melting pool on the surface
roughness during laser polishing.

We consider incompressible flow equations with solidification, by using a classical Boussinesq approx-
imation. We add thermal effects with an enthalpy-based convection-diffusion heat equation, and we
model the laser source through physically-consistent boundary conditions. We incorporate surface ten-
sion effects and Marangoni forces on the free surface to drive internal motion in the liquid metal.

The numerical method incorporates all the physical phenomena within an operator splitting strategy.
Diffusion processes, such as heat diffusion, and the Stokes model are solved with a finite element method,
while the transport phenomena are solved with a characteristics method. The volume-of-fluid approach
is used to track the free surfaces between the (liquid or solidified) metal and the ambient air.

The numerical space discretization relies on a multi-grid, multi-domain, approach, relying on an unstruc-
tured finite element mesh and a structured Cartesian grid. Local mesh refinement is incorporated in order
to accurately track the free surfaces. The multi-domain approach allows to solve the flow equations only
in a neighborhood of the melting pool and the heat equation in a larger domain.

The numerical model is benchmark through some numerical experiments. In particular, we investigate
the sensitivity of Marangoni effects and the influence of the free surface on the liquid metal during the
re-melting process.

This is joint work Prof. M. Picasso, J. Hess (EPFL), and A. Masserey (Ycoor systems SA).
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Aluminum alloys are widely used for lightweight structures such as aerospace and automobiles 
owing to their low density. Further weight reduction is possible by utilizing topology optimization 
to minimize the volume of materials to achieve the required strength. Recently, additive 
manufacturing (AM) technologies have attracted much attention because they enable us to build 
complicated geometry 3-D parts with little difficulty. Moreover, the AM processes, in particular, 
powder bed fusion (PBF), can control material properties significantly via the control of 
solidification conditions and resultant microstructure, through the control of process parameter, 
such as power, diameter, and scanning speed of the laser beam. However, the relationship between 
solidification conditions and microstructures remains to be elucidated even for Al-Si alloys, which 
are commonly used in AM. In the previous study [1], the solidification of Al-Si alloys during PBF 
processes was simulated using the Multi-phase field (MPF) method, and only columnar crystalline 
grains appeared in the solidified microstructure. However, equiaxed crystalline grains were 
observed in the additively manufactured Al-Si alloy [2]. In this study, a heterogeneous nucleation 
mechanism was introduced to MPF simulation, and its effect on the solidification microstructure 
was investigated. In the actual PBF process, re-solidification occurs after the substrate is lowered 
by layer thickness. Therefore, the formation of re-solidified microstructures need to be investigated. 

MPF simulation of an Al-10 mass % Si alloy was performed using microstructure evolution 
simulation software MICRESS for a region of 50 μm × 100 μm using a 50 × 100 grids domain with 
a one-dimensional temperature field. The system was cooled down with a cooling rate of 104 K/s. 
Then, the solidified model was re-melted at a heating rate of 104 K s−1. After melting up to 75 μm 
of the material from the upper edge i.e., 75% of the simulation domain, the re-melted model was 
re-solidified at the cooling rate of 104 K s−1, which is the same as the rate of the initial solidification. 

In the simulation of solidification with heterogeneous nucleation, columnar α-Al crystals 
approximately 5 μm wide and elongated along the growth direction were formed. Then, eutectic 
regions comprised of  α-Al and Si phases were formed between the dendritic columnar crystals and 
between their secondary arms. It is suggested that α-Al grains nucleated at the liquid/Si interface 
trigger further nucleation of Si crystal at the liquid/α-Al interface. The solidified Al-Si alloy model 
was heated until the melting of 75 μm from the upper edge. The solidified microstructure melted 
inhomogeneously: columnar dendrites of the α-Al phase were fully melted, whereas the regions of 
eutectic-microstructure were melted partially and the crystalline diamond-Si particles remained. 
Subsequently, in the re-solidification process, dendrites grew isotopically near the fusion line, and 
equiaxed grains of ~20 μm in diameter were formed.  

REFERENCES 

[1] Y. Ohigashi and Y. Koizumi., Program and Abstracts book of the 1st Global Forum on Smart 
Additive Manufacturing, Design and Evaluation, p. 22. 

[2] X. Liu et al., Mater. Des., 168 (2019) 1-9. 

1527



Phase-field study of precipitation from solute segregation in IN738LC Ni-based superalloy so-
lidified under conditions for powder bed fusion additive manufacturing
Makoto Wakabayashi, Masayuki Okugawa and Yuichiro Koizumi

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Phase-field study of precipitation from solute segregation in IN738LC 
Ni-based superalloy solidified under conditions for powder bed fusion 

additive manufacturing 
 

Makoto Wakabayashi1, Masayuki Okugawa2 and Yuichiro Koizumi3* 
1 Osaka University, 2-1 Yamadaoka, Suita, Osaka 565-0871, Japan, 

makoto.wakabayashi@mat.eng.osaka-u.ac.jp 
2 Osaka University, 2-1 Yamadaoka, Suita, Osaka 565-0871, Japan,  

okugawa@mat.eng.osaka-u.ac.jp 
3 Osaka University, 2-1 Yamadaoka, Suita, Osaka 565-0871, Japan,  

ykoizumi@mat.eng.osaka-u.ac.jp 
 
Key Words: additive manufacturing, segregation, precipitation, superalloy, phase-field method  
 

Ni-based superalloys have been mainly produced by casting followed by solution treatment for 
homogenization of solute distribution and subsequent aging treatment for the precipitation 
hardening. On the other hand, additive manufacturing (AM) technologies are emerging as a new 
process for fabricating parts various materials including made of superalloys. Generally, rapid 
solidification is effective to avoid the solute segregation. Solidification by AM, in particular, 
powder bed fusion (PBF) process is characterized by the high cooling rate of around 1 million K/s.  
Such a rapid cooling is expected to result in a uniform solute distribution.  It might allow the 
aging treatment without homogenization pre-treatment. However, resent studies have revealed the 
very fine submicron-sized cellular structures are formed in Ni-based superalloys fabricated by 
PBF process. Solute segregations between the cellular crystals are expected to affect the 
precipitation behaviour of gamma-prime phase.  

In the present study, phase field simulations have been conducted to investigate the 
precipitation of γ’-phase from the solute concentration field generated by rapid solidification as 
initial condition. The multiphase-field method was applied to the simulation of microstructural 
evolution in directional solidification under various solidification conditions focusing on the 
solute segregation. A composition consisting of five major elements of Inconel738LC alloy, to 
which the application of AM is highly demanded, was selected as the model alloy composition. 
Gibbs free energies of liquid phases and FCC phase were evaluated by using thermodynamic 
database TCNI-9. The mobility database MOBNI5 were employed for the mobilities of elements. 
Initially, cellular structure with intercellular micro-segregation was generated by simulating 
directional solidification under a condition with cooling rate of 106 K/s, solidification rate of 10-1 
m/s, temperature gradient of 107 K/m, which is a typical solidification condition in PBF process. 
Aluminium and titanium, which are γ’ forming elements, segregated while other elements 
depleted at the intercellular region. In the subsequent aging at 1050°C, the growth of γ’ 
precipitates and the relaxation of the segregation occurred simultaneously, and there was no 
significant influence of the segregation on the precipitates. In the case of aging at 850°C, 
aluminium depletion occurred at the intercellular region while titanium segregation remained 
before precipitation. The composition of the γ’-precipitates at the intercellular region are different 
from that in the intracellular regions. If the difference is negligible, the aging treatment without 
homogenization pre-treatment is applicable to the alloy fabricated by PBF. If the difference is not 
negligible, the segregation needs to be eliminated by solution treatment before ageing treatment. 
These results are to be validated by experimental analysis, and the values of parameters used 
tentatively are to be tuned so that the segregation predicted by this approach will be useful for 
optimizing AM process and designing novel alloys more suitable for AM process.  

This work was supported by Council for Science, Technology and Innovation, Cross-
ministerial Strategic Innovation Promotion Program, “Materials Integration for revolutionary 
design system of structural materials” (Funding agency: JST) and partly by JSPS-KAKWNHI. 
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Superalloys are used for jet engines and gas turbine because of their excellent heat resistance and 
high-pressure resistance. Additive manufacturing (AM) is emerging as a new process for various 
materials including superalloys since it is expected not only to lower the costs by reducing the 
number of parts to be assembled but also to improve performance by controlling microstructures. 
Solidification microstructures formed by AM have characteristics different from those in cast 
counterparts, such as the absence of secondary dendrite arms, fine primary arm, and so on. For 
solidification of superalloys, it is important to control segregation as well as grain structure because 
it would cause cracking. The Scheil-Gulliver simulation is commonly used for predicting segre-
gation in solidification under the imaginary extreme condition [1]. However, a more sophisticated 
method to predict the segregation taking the influences of the geometrical factors and kinetic factors 
is demanded. Phase-field method is suitable for this purpose. In the present study, the multiphase-
field method was applied to the simulation of microstructural evolution in directional solidification 
under various solidification conditions with a special focus on the solute segregation. 

Hastelloy-X was selected as the base of model alloys since it is one of the superalloys applicable 
to AM. Gibbs free energies of liquid phases and FCC phase were evaluated by using 
thermodynamic database TCNI-9. The mobility database MOBNI5 were employed for the 
mobilities of elements. For the mobility of solid/liquid phase change, the value for IN718 in a 
literature was used. Simulations were conducted under various solidification conditions in the range 
of R = 106~10-1 m/s and G = 103~107 K/m with randomly orientated seed crystals finely distributed 
on the bottom edge of simulation box.  

Geometrical grain selection occurred, and grains oriented to <100> in the solidification direction 
grew preferentially in all the cases. The widths of the columnar grains are comparable but larger 
than the experimentally observed one. The interdendritic segregation became more significant as 
the cooling rate increased, and was strongest for the case of the highest cooling rate of 106 K/s (R 
= 10-1 m/s, G = 107 K/m) which is a typical solidification condition in powder-bed fusion type AM 
process. The melting point for the composition of the interdendritic part with the segregation was 
much lower than that for the alloy composition, which would cause liquation cracking associated 
with residual stress in the AM process. Also, the composition was preferred for the precipitation of 
brittle intermetallic phases which need to be eliminated by solution treatment for after fabrication 
by AM process. These results are to be validated by experimental analysis, and the values of 
parameters used tentatively are to be tuned so that the segregation predicted by this approach will 
be useful for optimizing AM process and designing novel alloys more suitable for AM process.  

This work was supported by Council for Science, Technology and Innovation (CSTI), Cross-
ministerial Strategic Innovation Promotion Program (SIP), “Materials Integration for revolutionary 
design system of structural materials” (Funding agency: JST) and partly by JSPS-KAKENHI. 
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Metal additive manufacturing (MAM) has grown, in recent years, very strong interest in academic 
researches as well as industrial applications. Among MAM processes, wire and arc additive 
manufacturing (WAAM) became very popular through its advantages in manufacturing of medium 
and large-scale components [1].  
 
The present work is carried out in the framework of the WAS project [2] which deals with WAAM 
process. The process relies on an automatized welding process in which a part is built by 
successively deposed metal bead.  
 
We propose a physically based bead topology model using the equilibrium between the hydrostatic 
pressure and the capillarity force, under two-dimensional hypothesis. This equilibrium can be 
described by the Young-Laplace equation. The proposed model can also estimate a bead topology 
which is deposed on a complex support such as an inclined or a curved one. To do so, the Young 
equation is used to balance the forces at tri-phase point [3]. Moreover, a deposed melted metal 
volume is necessary for the bead topology model. By modelling a gas metal arc welding (GMAW) 
power source system [4], the volume can be estimated and be used as a physical parameter for the 
bead topology model. Combining the topology and the power source models, the coupling model 
allows to simulate the topology of a part made of deposed beads via WAAM. In addition to the 
modelling, experimental profiles of the beads are used to validate the model. 
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The Drop-on-Demand liquid metal jetting process is recognised as a relatively fast and affordable 
printing method for the 3D Additive Manufacturing industry. It is characterized by ejecting a 
sequence of droplets from a microfluidic nozzle attached to the end of a pump where the metal is 
molten and gets pushed down under pressure gradient, generated via magnetohydrodynamic or 
pneumatic forcing. Given the quality constraint of the final product, jetting speed is limited by the 
relaxation time of oscillating meniscus (liquid-gas interface) at the tip of the nozzle due to dynamic 
interplay between surface tension and the imposed pressure gradient. High-speed printing requires 
designing a nozzle that reduces the relaxation time without compromising the desired droplet size, 
shape, and speed. We present physics-based nozzle design rules to achieve high-throughput and 
stable jetting in drop-on-demand liquid metal 3D printing. The design rules are based on scaling 
laws that capture the change of meniscus oscillation relaxation time with geometric characteristics 
of the nozzle’s inner profile. These characteristics include volume, cross-sectional area, and inner 
surface area of the nozzle. Using boundary layer theory for the simplified geometry, we show that 
the relaxation time of the meniscus is inversely proportional to the total inner surface area to the 
volume of the nozzle. High-fidelity multiphase flow simulations run in OpenFOAM verify this 
scaling. We use these laws to explore several design concepts with parameterized classes of shapes 
that reduce the meniscus relaxation time while preserving desired droplet specs. Finally, we show 
that for various nozzle profile concepts, the optimal performance can be achieved by increasing the 
ratio of the circumferential surface area to the bulk volume to the extent that is allowable by 
manufacturing constraints. 
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Reduction of the thermal distortion caused by metal additive manufacturing's fabrication 

process is an important issue. Considering the problem of forming an object with lattice 
structures inside it to reduce the thermal distortion, we perform lattice density distribution 
optimization and experimental verification. Assuming a cube with a sphere void as the 
base lattice shape, the optimization problem is constructed based on the recurrent formula 
inherent method, the sensitivity analysis, and the method of moving asymptotes (MMA). 
The design variable is the representative size of the lattice geometry. The lattice's 
effective stiffness tensor is derived using the homogenization method, and the 
approximation function between the design variable and the effective properties is 
derived. The inherent strain value is calibrated using some test pieces with uniform lattice 
densities. Herein, the optimization is performed for quasi-two-dimensional and three-
dimensional examples. Its experimental verification is finally performed by selective later 
melting fabrication and clearance measurement caused by warping deformation. 
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Additive manufacturing techniques for composites, such as automated tape laying (ATL) and 
automated fibre placement (AFP) have become more mainstream in the aerospace industry over 
the last 20 years. These techniques rely on the use of a computer-aided machine which places the 
composite prepreg layer-by-layer according to the part geometry and layup design. It has been 
shown that these methods allow reduced waste and improved work efficiency with an overall 70 
to 85% reduction of the layup time. However, one of their key limitations is the generation of 
manufacture-induced defects that can result in up to 35% degradation of the structural 
performance of the finished part. With the increasing complexity and size of structures in which 
composites are used, the traditional trial-and-error approach to mitigate these defects becomes 
extremely costly. This explain the recent increase in scientific publications aiming at modelling 
and simulating the ATL/AFP deposition process, with a view to replacing the large numbers of 
physical trials that manufacturing process development currently requires.  
 
However, in many cases, current state of the art simulation is limited to one single value for each 
process parameters. This is, in part, due to lack of constitutive models able to capture the complex 
mechanical behaviour of composite prepregs that show viscoelastic features and strongly depends 
on temperature and deformation rate. In the present contribution, a multi-body modelling 
platform of the AFP process is presented. Previous work on characterisation and modelling of 
composite prepregs [1,2] forms one of the building blocks of the current framework, which is 
shown to be able to capture final tape quality resulting from different combinations of 
temperature and deformation rate. This paper gives further insights into the understanding of 
automated manufacturing of composites and lays the ground for process optimization, defect 
mitigation and overall improvement of part quality. 
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Metal additive manufacturing has gained extensive attention from research institutes and companies to
fabricate intricate parts and functionally graded materials. However, the porosity of the as-built part
deteriorates the mechanical property and even hinders the further application of metal additive manu-
facturing. Particularly, the mechanisms of keyhole pores associated with the keyhole fluctuation are not
fully understood. To reveal the mechanisms of the keyhole pores formation, we developed a multiphysics
thermal-fluid flow model [1, 2] incorporating heat transfer, liquid flow, metal evaporation, Marangoni ef-
fect, and Darcy’s law to simulate the keyhole dynamics and keyhole pore formation process, and the
results are validated with the in-situ X-ray images.

The geometry features of the simulated keyhole and melting pool showed a good agreement with the
experimental observation by ultrahigh-speed X-ray imaging in Argonne National Lab. To understand the
physical mechanisms of keyhole fluctuation, the laser energy distribution on the keyhole surface, and the
driving forces on the keyhole surface were further analyzed.

The simulation results present the keyhole pore formation stages: instant bubble formation due to the
keyhole instability and motion of the instant bubble when it pins on the solidification front. The simula-
tion results indicate that the unevenly distributed recoil pressure on the keyhole surface is an important
factor for keyhole collapse and penetration. Furthermore, comparing the keyhole pore formation under
different laser scanning speeds shows that the keyhole pore is sensitive to the manufacturing parame-
ters. The keyhole fluctuation features and energy absorptivity variation on the rear keyhole wall could be
metrics to evaluate the likelihood of the keyhole pore formation.
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The direct numerical simulation of metal additive manufacturing processes such as laser-based 
powder bed fusion of metals (PBF-LB/M) is challenging due to the vast differences in spatial and 
temporal scales. Classical approaches based on locally refined finite elements combined with 
time-stepping schemes can only address the spatial multi-scale nature and provide only limited 
scaling potential for massively parallel computations. We address these shortcomings in a space-
time Galerkin framework where the finite element interpolation also includes the temporal 
direction. In this setting, we construct four-dimensional meshes that are locally refined towards 
the laser spot and allow for varying temporal accuracy depending on the position in space. By 
splitting the mesh into conforming time slabs, we recover a stepwise solution to solve the space-
time problem locally in time at this slab; additionally, we can choose time-slab sizes significantly 
larger than classical time-stepping schemes. We use a continuous Galerkin-Petrov formulation of 
the nonlinear heat equation with an apparent heat capacity model to account for the phase  
change [1]. 
 
We validate our approach by computing the AMB2018-02 benchmark, where we obtain an 
excellent agreement with the measured melt pool shape. Further, we explore the range of validity 
of the approach by computing a range of Gaussian to doughnut shaped laser profiles by 
calibrating only towards one setting and checking the computational results against corresponding 
experiments [2]. This systematic study gives insight to when the convection based model turns 
invalid.  
 
Finally, we apply the findings to a patch level and give an outlook on upscaling the computational 
model which offers the possibility for time and space parallel computations of heat evolutions in 
laser-based powder bed fusion processes.  
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Crystal plasticity (CP) simulation of selective laser melting (SLM) metal materials is a challenge 
due to typically very complex shape and size of various anisotropically distributed 
chemical/microstructure phases governed by laser heat gradients and scanning patterns. Even image 
segmentation of such phases is a nontrivial but important task for structure/property relation 
analysis [1,2]. To conduct accurately the CP simulations of material’s mechanical properties, the 
sophisticated synthetic volume (SV) reconstruction is required. An example of complete workflow 
pipeline for tensile test CP simulations with statistically accurate distributions of necessary 
parameters in SV from SEM and EBSD data will be presented for SLM samples of Inconel 738LC. 
The data pipeline and simulations were mainly conducted with Dream3D and DAMASK open-
source packages [3,4]. 
 
In SV reconstruction, the statistical distributions of microstructure object sizes for each phase, 
several shape parameters for each microstructure type, and grain crystallographic orientations were 
taken into account. Each step in the pipeline, including parameters for CP modelling, can be fine-
tuned to achieve suitable correspondence between experimental and simulated results. Then, 
various 3D stress/strain maps (equivalent von Mises stress/strain, et. cet.) could be hopefully used 
to locate/analyse the possible mechanical damage initiation centres and explained by comparing 
with grain crystal orientation and Schmid's factor maps. 
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Recently, programmed 3D shape or 4D printing is emerging as a new paradigm in additive manufacturing
and receiving much attention since it provides printed structures with the ability to transform into various
shapes or to alternate functions or stiffness over time according to environmental stimuli.

This study focuses on a computational design method for shape-morphing inflatable structures for 4D
printing. Inflatable structures can easily change their shapes into 3D surfaces with a simple pressure
input. These inflatable structures have been employed in science and engineering to enable the design of
physical systems in diverse fields, including soft robots, airbags, and temporary shelters.

The present study addresses the programming of inflatable structures by designing the distribution of
material orientations of their surface membrane. By prescribing the orientations, we can program the
local deformation of the material and thus control their global shapes. For this purpose, we integrate
a full physical simulation of the inflatable structures using the nonlinear shell finite element method in
the inner loop of a gradient-based optimization algorithm that continuously modifies the distribution of
the material orientations to improve design objectives. The material orientation in this optimization is a
locally varying axial distribution where an orthotropic elastic material model including orientation tensor
in its constitutive equation is utilized. The anisotropic membranes with the optimized distribution of the
material orientations are fabricated by digital light processing (DLP) 3D printing[1]. Each pixel in the 3D
printing, however, is limited to isotropic material. Therefore, the distribution of anisotropy is converted
to a discretized texture pattern that induces an anisotropic deformation of the surface membrane. The
anisotropic reaction-diffusion equations are then utilized to generate the space-filling discretized Turing
pattern texture. Anisotropic diffusion coefficients in the reaction-diffusion equations are determined
using the orientation tensors derived from the orientation optimization. The present method directly
produces fabrication instruction or CAD data of the anisotropic materials.

In this contribution, several examples of the optimized shape-morphing inflatable structures are provided
to illustrate the performance of the proposed design method.
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Abstract: Lattices produced through additive manufacturing are gaining momentum in bio-
inspired material science research for designing lightweight and high-strength meta-materials 
for various engineering applications. Among many categories of well-ordered porous 
architectures, the mathematically-derived sheet-based triply periodic minimal surface (TPMS) 
porous structures are perceived to yield superior mechanical functionality due to their ease-to-
manipulate topological features, stretching-dominated deformation mode, and uniform stress 
distribution capabilities [1, 2]. This paper aims to evaluate the influence of relative density 
grading and hybridization on the quasi-static four-point bend (4PB) flexural properties of 
AlSi10Mg sheet-based TPMS latticed beams fabricated through the laser powder-bed fusion 
process. 4PB elastic-plastic simulations are performed to compare with the experimental 
findings. Sheet-based TPMS porous architectures such as the f-rhombic dodecahedron (FRD), 
primitive (P), and diamond (D) with an average relative density of 20% and 4PB specimens 
with tessellation of 12 4 4   unit-cells are considered in this work, based on the preliminary 
investigation on the effective elastic properties of the sheet-based TPMS cubic lattices. 
Generally, the specific flexural stress-strain curves obtained from the 4PB simulations agreed 
well with experiments, and the equivalent plastic strain contour plots showed to reliably predict 
possible failure trajectories per experimental observations of the 4PB sheet-based TPMS 
latticed beams. Specifically, varying the through-thickness relative density of the 4PB sheet-
based TPMS latticed beams, e.g., bilinearly, the final failure of the specimen is retarded due to 
deflection of the propagated cracks in-contrast to observations made with the uniform 
specimens. Also, relative density gradation improved the specific flexural strength of the sheet -
based TPMS latticed beams. Hybridization of the sheet-based TPMS latticed beams is inspired 
by the constant bending moment region in the load-span of the 4PB beam specimens and results 
reveal an improvement in the specific flexural stiffness (using the P-D-FRD-D-P 
configuration). More importantly, hybridization mitigated shear-band failure through which 
the uniform and relative density graded specimens failed. 
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Grayscale masked stereolithography (MSLA) 3D printing enables the fabrication of graded structures
from a single material, overcoming the limitation of vat-photopolymerization methods to a single ma-
terial. Two main parameters affecting the curing of the resin in the stereolithography manufacturing
method are the exposure time per layer and the intensity of the ultraviolet (UV) light in terms of the
grayscale value of the mask, which have a significant influence on the resulting material properties. In
our earlier work, the dependency of the resulting material properties on the parameters of the grayscale
MSLA process was investigated and a grayscale-dependent hyperelastic material model was formulated
[1]. Here, the concept of grayscale MSLA is extended by combining the two easily adjustable param-
eters exposure time and grayscale value into a single parameter, which we call the grayscale exposure.
The advantage of expressing the degree of cure in terms of grayscale exposure is not only the reduction
of design parameters from two to one, but also the fact that the printing time can be reduced through
correlation of exposure time and grayscale. Then, a parametric visco-hyperelastic constitutive model is
formulated for the strain rate-dependent behavior of the resulting material in finite deformations, which
depends on the grayscale exposure. Hyperbolic tangent functions are utilized to express the material con-
stants for different grayscale exposure. Furthermore, the grayscale exposure values are verified through
a comparison of different couples of grayscale and exposure time. Finally, the constitutive model is
validated with further experiments, showing a good agreement with experimental results.
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Soft materials capable of autonomously changing their shape with an on-demand and reversible response
are considered very interesting in the fields of soft actuators and robotics [1]. To this aim, thermally-
triggered two-way shape memory polymers possess two promising features, known as one-way and two-
way shape memory effect (SME). The one-way SME is a non-reversible feature, describing the ability of
the material to recover its original “permanent” shape from a deformed ”temporary” one when heated.
Contrarily, the two-way SME is a reversible feature, representing material capability to reversibly switch
between two distinguished configurations under repeated cooling-heating cycles.
The present work proposes a new phenomenological constitutive model to describe the one-way SME
and the two-way SME under stress-driven and stress-free conditions in semicrystalline networks, start-
ing from the formulation presented in [2]. Specifically, we focus on the synthesis and characterization
of semicrystalline networks based on poly(ε-caprolactone) crosslinked by a sol-gel approach or by pho-
tocrosslinking. Experimental results are used to formulate, calibrate, and validate the model. The pro-
posed model is shown to be useful for the design and development of autonomous actuation systems. To
this purpose, the effect of the macromolecular architecture and the employed thermo-mechanical param-
eters is investigated. Preliminary results concerning the additive manufacturing of these systems as well
as the actuation of metamaterial structures will be presented and discussed.
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In powder bed-based additive manufacturing (AM) complex part geometries can be built in a layer-by-
layer fashion using locally restricted melting of powdered material. For Selective Laser Sintering (SLS)
of polymers this is achieved in a process that can be grouped into three stages: (i) the pre-heating stage
where the build chamber is heated up to a desired process temperature, (ii) successive layer deposition
and melting and (iii) the cooling stage. The melting is accomplished by means of the energy provided
by a laser beam. Further, in contrast to powder bed-based AM of metals, solidification of the molten
material occurs not immediately after melting. Molten and powder material rest side by side after the
melting process. Throughout the process, non-isothermal crystallization activities are then responsible
for solidification which can occur not only in stage (iii) but also during the second process stage as
shown e.g. in [2]. In order to model this behaviour a Nakamura model for crystallization is extended
to allow for a re-melting as it occurs in SLS [3] and integrated into a verified and validated numerical
tool [2]. Since macroscopic modelling and simulation of these manufacturing processes can rapidly lead
to computational expensive models, adaptivity in both the spatial and temporal regime are necessary to
reduce the potentially high computational cost [1]. This includes the possibility of sub-time stepping,
i.e. the separation of the temporal integration domain and corresponding fields into regions that may
be integrated with different time-step sizes. This allows to employ small time-step sizes only where
they are needed [3]. Further, a thermo-mechanical coupling approach is used for the prediction of the
temperature, crystallization and displacement fields on a macroscopic scale.
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Additive manufacturing (AM) is a breakthrough approach to industries, potentially relieving the 
limitation when producing complex geometries with traditional manufacturing processes. 
Selective thermoplastic electrophotographic process (STEP) is a brand-new AM process proposed 
by Evolve additive solutions Inc Solutions, Inc. The STEP process works based on layer-wise 
manufacturing by fusing 2D layers produced by electrophotography onto a 3D bulk structure. The 
principle of the 2D to 3D deposition process in STEP is through heating up both the incoming 2D 
layer and the bulk material and then applying pressure to fuse the 2D layer onto the already-built 
component. This deposition module in STEP is known as transfusion. With the two core modules, 
electrophotographic, and transfusion, STEP could create a fully dense and multi-material part [1], 
and the developers hope, it could be an alternative to injection molding.  
In the present work we develop the first numerical model for the STEP process. It is a part-scale 
thermo-mechanical finite element model based on the flash heating (FH) [2] method in the 
commercial software package ABAQUS. FH is a part-scale method, originally developed to solve 
thermal problems in laser-based AM processes, without truly resolving the interaction between 
the heat source and the bulk material, but instead uniformly distributing the input energy on the 
recently-activated meta-layer. Both the part material, as well as the support material in the STEP 
machine are considered. The thermal and mechanical predictions are compared with relevant 
experimental measurements for validation purposes. A comprehensive manufacturing parametric 
study is also presented. This modelling approach will potentially pave the way for making a 
robust digital twin of the STEP process, that later could be integrated in the STEP process itself, 
serving as a feedback source for real-time correction of the input process parameters for 
achieving a close to defect-free end-product. 
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  Additive Manufacturing (AM) technology is very attractive forming approach for fabricating 
products by laminating molten materials. Currently, AM technology is being used not only in the 
industrial filed but also in various fields such as the medical field based on various research and 
development activities. However, since it is difficult to control the fabricating process perfectly 
comparing to conventional existing forming methods, complexity and randomness in the 
mechanical properties and shape will be observed in the products. In particular, Fused Deposition 
Modelling (FDM) Method used in this study is a method of creating components by laminating 
molten resin under small pressure, which will result in a heterogeneous microstructure. Geometrical 
randomness in this heterogeneous microstructure will have an influence on the apparent mechanical 
properties, and therefore, it is necessary to be considered in design of such products. 
  For this problem, the results of stochastic homogenization analysis of components fabricated by 
FDM method have been reported[1]. Also, in response to this result, the results of an analysis using 
a model that considers the random field (RF) of the microstructure have been reported[2]. However, 
in this report, the RF of the microstructure considers the RF inside a certain specimen. In fact, the 
spatial autocorrelation, mean and standard deviation in the RF will be different from them of each 
specimen, so they need to be considered. 
  In this study, multiscale probability analysis considering a difference of probabilistic property in 
each specimen. Specifically, RF using the moving window method[3], Monte Carlo (MC) simulation, 
and multiscale stochastic analysis based on the homogenization method were used to calculate the 
apparent elastic modulus and compare it with the experiment to investigate the effect of considering 
the RF of each specimen. 
  In this presentation, a procedure for creating an analytical model that considers the characteristics 
of the RF obtained from specimen observation is introduced, and numerical results are shown for 
discussion on the effectiveness of considering RF for each specimen. 
 
Acknowlegment : This work was supported by JSPS KAKENHI Grant Number 20H02035. 
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High-fidelity shape optimization based on Finite Element mesh is inherent large-scale, in which millions
of design variables may be considered in industrial applications. Gradient-based optimization is almost
the only viable solution strategy. In many practical circumstances, a number of constraints need to be
considered, such as cost, material limits, manufacturability, and usability. Needless to say, it is a genuine
engineering work how practical constraints can be modeled so that a gradient-based optimization can
be applied. Motivated by these applications and inspired by singular value decomposition, a gradient
descent akin method (GDAM) has been developed for solving constrained optimization problems. At
each iteration, a search direction is computed using a linear combination of the negative and normal-
ized objective and constraint gradient. While the principled idea behind GDAM is similar to that of
gradient descent, we show its connection to the classical logarithmic barrier method and argue that it
may be considered a first-order interior-point method. Vanilla implementation of GDAM has demon-
strated its potential in solving large-scale shape optimization problems. However, a large number of
iterations may still be needed for difficult problems. In this work, we present an accelerated version of
GDAM for constrained shape optimizations based on Nesterov’s Accelerated Gradient (NAG). NAG is
an optimal method in terms of oracle complexity for unconstrained minimizations. Its convergence rate
o(1/k2), with k as the iteration number, excels the gradient descent method with a rate of o(1/k). In this
contribution, we present an implementation how NAG can be applied to GDAM (denoted as GDAM +
NAG) and show computational results. In common benchmark tests, GDAM + NAG achieves 10x faster
convergence rate compared to GDAM. Finally, we show a large-scale constrained shape optimization,
where the iteration number is reduced from approx. 200 to 20. Our results strongly suggest the practical
relevance of the present algorithm.
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There are various methods to parameterize the design space for large shape optimization problems. One
of them is Vertex Morphing (VM) [1]. It is a node-based shape parameterization technique that directly
uses the surface nodes of the Finite Element model as a design parameters. Vertex morphing Þlters the
shape update and sensitivities to keep the design surface smooth and continuous. Nowadays, the Vertex
Morphing technique is a successful shape parameterization technique used in academia and industry. [2]
[3]

In our work, we present an extended version of Vertex Morphing, ”Adaptive Vertex Morphing” (AVM).
The main idea of the AVM method is to separate two roles of the Þltering radius and extend the design
possibility of Vertex Morphing parameterization. On the one hand, the radius should be sufÞciently big
to Þlter sensitivities and generate smooth shape updates. On the other hand, the size of the radius is
an additional design parameter, which controls the Þnal design. Adaptive Vertex Morphing computes
respective radii for each node every optimization iteration, based on the local mesh size, to ensure that
the Þltering is successful during the optimization process. Additionally, a user can set up local or global
radius values to ”constraint” the shape update modes to a speciÞc wavelength and better control the Þnal
design.
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Power electronics as used in electric cars derate their performance above certain temperatures, if

not  sufficiently  cooled.  Residential  gas/hydrogen  boilers  require  careful  design  for  optimal
efficiency and minimal emissions. In both application fields, a free-shape optimized design of the

heat  exchanger  and surrounding components  promises  substantial  performance gains  that  are
relevant to fulfil the regulator’s and customer demands.

The discrete adjoint method using automatic differentiation to compute shape gradients for CHT

problems [1] will be outlined together with an efficient way to evaluate a pin-shape performance,
essential in many heat exchangers, using streamwise periodic flow. Validation of the discrete

adjoint gradient against finite differences shows excellent agreement for all tested configurations.
These sensitivities are used in a shape optimization process using FFD-boxes and competing

objective functions  (system pressure drop and surface temperature or  similar).  Beyond shape
optimization, the value of accurate shape sensitivities on its own for industry will be highlighted,

as suitable shape parameterization with an effective enforcement of geometry constraints are not a
trivial step.

In addition to the results of steady state simulations, validated gradients for a simple unsteady

CHT  setup  using the  discrete  adjoint  method are  implemented and available.  The  unsteady
multizone  adjoint  requires  additional  care  [2]   in  terms  of  implementation   and  especially

objective function definition. 

The implementations that were used to produce the results are available to the public via the
open-source  C++  code  SU2  [3].  The  contributions  are  embedded  in  a  code  framework  that

encourages collaboration between academia and industry to extend features and usability. 
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This work aims at optimizing a large-scale wind tunnel model conceived to investigate the 
aerodynamic and acoustic performance of distributed electrical propulsion (DEP) on aircraft wings 
in high lift conditions. The aim of the optimization process is to obtain the best possible 
improvements in Noise and Aerodynamic performance by modifying the propellers’ layout of the 
Wing-DEP wind tunnel model. A multi-objective, multi-point design approach is adopted based on 
evolutionary computing. The robustness of the obtained solution set is also investigated. The 
research work is carried out in the framework of VENUS EU-funded project GA N. 886019.  
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In this talk, the “Large-scale problems” in the scope of the minisymposium “Shape Optimization for
Large-Scale Problems” is involved in the definition of design variables using functions, which formu-
lations are referred as distributed parameter systems or non-parametric systems. Since the degrees of
freedom of the functions are infinity, there is a possibility which becomes “Large-scale problems”.

The target problems discussed in this talk are topology optimization problems of density variation type
and shape optimization problems of domain variation type. The key point in the formulations is how
to select the vector spaces for the design variables. Thanks to the functional analysis, we can define
appropriate function spaces for the two types of problems, and evaluate the Fréchet derivatives of cost
functions with respective to arbitrary variations of the design variables. To solve the problems, we can
consider gradient methods and Newton methods defined in the function spaces of the design variables[1].

The aim of this talk is to introduce the aforementioned theories briefly, and shows the results of the basic
examinations using computer programs developed by means of a programing language by the finite
element method, FreeFEM. Especially, how the convergence phenomena reflect the theoretical results
regarding regularity of boundary in the numerical results is discussed using concrete problems.

In addition, the applicability of these optimization frameworks to real-world problems are then illustrated
through several examples that were due to the students and researchers from the presenter’s laboratory.
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Fluids engineering involves complex nonlinear physics due to viscosity, shock wave, turbulence, etc.
It is essential but costly to analyze the physics of fluids for engineering applications, such as vehicle
and turbomachinery. Nowadays, data science is expected to leverage practical applications of fluids
engineering for various purposes, mainly design and optimization.

Design and optimization ask designers to analyze many design candidates to be evaluated, one of which
is expected to be optimal. Data science can replace expensive analysis with an inexpensive estimation
of the quality of interest (e.g., performance) for any unknown design candidate based on the database
available for the existing design candidates. Hence, design science helps the designers to find the optimal
design candidate efficiently. However, the inexpensive estimation based on data science may disagree
with true evaluation by expensive analysis, which affects the fidelity of the optimized design.

Our research group has been working on Bayesian optimization, which aims to find the optimal design
under uncertainty in the estimation based on data science in a data-driven way, as an effective analysis
and design tool. Bayesian optimization is promising to balance exploration and exploitation, i.e., fidelity
and quality of the optimal design within a realistic database size.

This talk will present our original learning-based surrogate modeling, which can model any nonlinear
response in the quality of interest to be estimated for Bayesian optimization [1]. Moreover, this talk will
present some applications of Bayesian optimization to real-world design, e.g., shape optimization of a
low-boom supersonic transport [2] and topology optimization of a lattice-structured heat sink [3].
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The discrete adjoint approach to design offers a computationally inexpensive and precise way to ob-
tain sensitivity information for optimization problems in Computational Fluid Dynamics [1] and related
fields. For partitioned multiphysics problems, like fluid-structure interaction, conjugate heat transfer or
even more complex combinations of different kinds of physics [2], the gradient of an objective function
with respect to design parameters can analogously be derived from coupled discrete adjoint solutions,
computed for each sub-discipline. The difficulty is, however, to capture and include their adjoint cou-
pling terms, so-called cross derivatives or cross terms, that originate from the exchange of solution data
between solvers during the primal simulation process.
In this talk, we will present a methodology [3] whereby adjoint solutions can be computed efficiently and
in a way that is completely independent of the underlying physical sub-problems, the associated numer-
ical solution methods, and the number and type of couplings between them. Furthermore, by applying
the reverse mode of algorithmic differentiation to each discipline, and by using a specialized recording
strategy, diagonal terms and cross terms can be evaluated individually, thereby allowing different solu-
tion methods for the generic coupled problem (for example block-Jacobi or block-Gauss-Seidel).
On the basis of an implementation in the open-source multiphysics simulation and design software
SU2 [4], we demonstrate how the same algorithm can be applied for shape sensitivity analysis on mul-
tiphysics problems coming from heat transport (a pin-fin heat exchanger), from aerodynamics (a wing
that deforms under flow tractions) or from propulsion (a turbine blade in high-temperature flow).
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A variational approach for higher order shape optimization based on the distributed formulation of the
shape derivative is considered. Within this approach, the adjoint is used to eliminate material derivatives
instead of partial derivatives, which leads to a very convenient way to derive a Newton scheme for shape
optimization. In particular, this approach also allows an interpretation of the Sobolev gradient descent
methods as an approximation of the shape Hessian when the perimeter is used as a regularizer.

The methodology quite naturally leads to a variational formulation to compute the 2nd order shape up-
dates and opens the door to novel numerical schemes, not only in classical aerodynamic shape optimiza-
tion, but also to construct particularly fast solvers for free surface flows and microfluids.
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The presentation outlines strategies to advance gradient-based optimization methods based upon the con-
tinuous adjoint approach for CAD-free (non-parametrized) marine engineering shapes which are exposed
to immiscible two-phase flows at very large Reynolds (Re>108) and Froude number (Fn>0.35). Issues
addressed refer to the relevance of adjoint consistency, the preservation of industrial process capability
and the computation of geometrically constraint shape gradients in compliance with the deformation of
the mesh. It is seen that potential weaknesses revealed by an adjoint approach, e.g. when aiming at the
development of closed analytical solutions or in conjunction with convergence problems, are often at-
tributable to weaknesses of the primal flow model. To this end, a twist of the research question can lead to
fruitful insights, which can significantly improve the numerical robustness and the accuracy of large scale
practical applications. Contributions refer to the development of an efficient engineering Cahn-Hilliard
(CH) Volume-of-Fluid (VoF) branch [1]. In line with analytical considerations for a model problem, a
nonlinear Equation of State (EoS) is derived to relate an indicator function with the fluid properties. This
allows for a robust and consistent adjoint two-phase formulation [2]. A second focus is put to improving
adjoint turbulent flow models using mixing-length arguments to replace the frozen turbulence strategy
[3] by an algebraic expression derived from the adjoint momentum equation in the logarithmic layer.
Thirdly, an implicit surface metric approach is presented to simultaneously extract an inherently smooth
shape gradient and mesh deformation from the same procedure. Moreover, attention is devoted to the
compliance of the shape update with local and global geometrical constraints, i.e. constant volume or
maximum outer dimensions. Finally, an adaptive floatation module is added to the gradient-based opti-
mization procedure. Applications relate to maritime two-phase flows at the industrial level in full-scale.
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In 2019, ANSYS was the first software editor to deliver level-set based Topology 
Optimization (TO) [1]. This disruptive technology facilitates both the formulation 
and handling of several manufacturing and mechanical criteria that are commonly 
used in industry, thus expanding the applicability of TO for real-world 
applications. ANSYS is also delivering a real-time topology optimization engine 
based on GPU computing [3] that fits for early stage of the conception cycle when 
it comes to quickly sketch designs or explore different scenarios. 
 
The watertight level-set description offers several advantages: 
- Formulation of independent geometric criteria without relying on complicated 
filtering techniques. This is advantageous when several constraints need to be 
applied simultaneously to account for manufacturability: Minimum and 
Maximum Member Size, Pull-Out, Overhang, Center of Gravity, Moment of 
Inertia, Volume, etc.  
- Requires no dedicated treatment in the construction of material interpolation 
schemes or the formulation of mechanical constraints such as eigenfrequencies, 
stress etc., which allows to combine them efficiently in the formulation of the 
optimization problem. 
- Post-treatment of the TO results under minimal effort and maximal fidelity. 
Using  SpaceClaim of ANSYS, the back-to-CAD process is user-friendly and 
nearly instantaneous, saving significant amount of work for the user. At the same 
time, since no interpretation step of densities is needed, the design validation 
process becomes quite straightforward.  
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Numerical simulations are essential in predicting the behavior of systems in many engineering 
fields and industrial sectors. The development of accurate virtual representations of actual 
physical products or processes (also known as digital twins) allows huge savings in cost and 
resources. In fact, digital twins would allow reducing the number of real, physical prototypes, 
tests, and experiments, thus also increasing the sustainability of production processes and 
products’ lifetime. Standard numerical methods fail in providing real time simulations, especially 
for complex processes such as additive manufacturing applications. 

This work aims to use a reduced order model for efficient wire arc additive manufacturing 
simulations, calibrations and real-time process control. Model reduction, e.g. the proper 
generalized decomposition [1,2] method, is a popular concept to decrease the computational 
effort. A new mapping approach [3] was applied to simulate a moving heat source with the proper 
generalized decomposition. Using this procedure even complex models can be simulated in real-
time. The physical model is later on calibrated with the use of a stochastic model updating 
process and the reduced order model, leading to an optimized real-time simulation.  

In this contribution, a proper generalized decomposition model for a bead-on-plate wire arc 
additive manufacturing is presented. It is also coupled with a stochastic model updating process 
identifying the heat source characteristics as well as the boundary conditions of the transient 
thermal problem, whereas the heat source shape is simulated using a Goldak heat source [4].  
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The strongly localized energy input prevalent in many metal additive manufacturing (AM) processes
gives rise to large thermal distortions as well as high residual stresses, which in combination with residual
porosity might even induce cracking of the part already during the production process. While predictive
thermomechanical models would be highly desirable for systematic process and geometry optimization,
the inherent multi-scale nature of these processes still prohibits part-scale simulations with geometrically
resolved heat source path. Apart from computational efficiency, also the aspect of constitutive modeling,
taking into account the strongly inhomogeneous and anisotropic evolution of microstructure and resulting
material properties during the process, is critical for an accurate residual stress prediction.

In [1], the authors proposed a thermomechanical model for metal AM processes, in which the boundaries
between powder, melt and solid phase are described as diffuse interfaces. The underlying constitutive
law, derived via Voigt-type spatial homogenization, incorporates a reference strain term in rate form that
allows to consistently represent a stress-free state for newly solidifying material at melt temperature. In
our talk we will present strategies to formulate models of different detailedness on basis of this material
law. It will be demonstrated how the resulting hierarchical modeling framework, embedded in a parallel
code platform, can be employed to foster computationally efficient simulations on part-scale.

A second focus of the talk will lie on coupled microstructure and material modeling. In [2], a physics-
based and data-supported microstructure model for Ti-6Al-4V has been proposed, which predicts met-
allurgical phase fractions in a continuum sense instead of resolving individual crystal structures. In our
talk we will present a general procedure to utilize this computationally efficient microstructure model for
thermomechanical part-scale simulations based on microstructure-informed material laws.
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Out of tolerance thickness variations and fibre path defects are a reccurring issue in thick tapered 
laminates, resulting in a knock-down in mechanical properties and potentially preventing composite 
manufacturing processes from becoming commercially viable. The industry currently relies on 
experience and trial and error to design and optimise manufacturing methods. Manufacturing trials 
however are very costly, and due to the complexity of modern composite systems and the large 
number of process parameters involved, understanding their impact on product quality presents a 
significant challenge. Hence, process models that can predict deformation and the final geometry 
of the part are becoming increasingly desirable.  
 
Fibre path defects commonly form during consolidation prior to curing, because of the compliance 
of the uncured prepreg plies. Belnoue et al. presented a phenomenological analytical model which 
considers the transition from squeezing to bleeding flow, which was experimentally observed by 
Hubert and Poursatrip. The model was validated using experimental data and was implemented as 
a hyper-viscoelastic material model in a commercial finite element package, via a user material 
subroutine. It was later successfully used to investigate wrinkle formation mechanisms in lab-scale, 
industrially relevant geometries. However, the ply-by-ply approach utilised was computationally 
expensive, making it unlikely to be effective in the design phase of real-size components in 
industry. To tackle this issue, a kinematically enriched constitutive modelling approach, inspired 
by the work of Nguyen et al., was developed to predict the mechanical response of the prepreg ply 
stacks. This method was also implemented in a commercial finite element package via a user 
material subroutine. It was successfully used to predict wrinkles on the same geometries as the 
high-fidelity approach, which served to validate the new modelling framework. It was shown to be 
computationally efficient enough to be used as a design tool, allowing the evaluation of a wide 
range of geometrical configurations and process parameters. However, due to the 
“homogenisation” of the laminate which is employed by this method, detailed information on 
individual ply deformation and interaction was not captured.  
 
In the present contribution, the effort to create a post-processing tool for the kinematically enhanced 
constitutive modelling approach in order to calculate and visualise the deformation of the individual 
plies is described. In the “homogenised” laminate simulation, the homogenised strains and strain 
rates are decomposed in the individual layers at every time increment. Therefore, it is possible for 
the strains of each layer to be extracted from the simulation and be mapped back onto a ply-by-ply 
geometry, making it possible for the deformation of the individual plies to be visualised in a much 
more computationally efficient way than the original high fidelity approach.  
 
A study of a highly tapered thick composite laminate using the updated process is described. 
Initially, the consolidation of a baseline laminate was simulated using the “homogenised” 
modelling framework. During the simulation, the individual ply strains were extracted and used to 
calculate the ply displacements, which were then mapped back onto the initial ply-by-ply geometry. 
The new approach was then used to numerically study the effect of ply length and thickness 
variability on the quality of the finished part. The variability study results are discussed. 
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Composite materials have superior specific strength and stiffness to homogeneous materials, but 

the material properties of composite materials are more complicated than those of single materials. 
For example, in fiber reinforced composites, variations in the component material properties and 
shape of microstructure have a complex effect on the apparent average properties of the 
composite. Therefore, the analysis of these effects has been reported in recent years [1].  

The injection molding is one of the methods for forming process of short fiber reinforced 
composites. In the case injection molding using short fiber reinforced resin, fiber orientation and 
fiber shape can have a significant influence on the mechanical properties of molded products. 
Therefore, analysis that considering the properties of fibers in molded products have been 
reported [2]. In the previous reports, fiber orientation was assumed to be uniformly distributed 
random variable. However, in fact, the velocity distribution of the resin during filling and the 
cavity pressure are considered to affect the fiber orientation. In recent years, necessity of 
considering the fiber orientation in molded products has been recognized. However, in injection 
molding process, the properties were not identical for each molded product even in case of 
manufacturing same conditions, and inaccuracy was observed in the properties. Therefore, a 
stochastic analysis that takes these factors into account will be needed. 
In this paper, injection molded specimens reinforced by short fibers were subjected to x-ray 

computed tomography (CT) to extract the three-dimensional fiber orientation distribution and 
fiber length, and a stochastic analysis was performed with a detailed numerical model reflecting 
the fiber characteristics of the short fiber reinforced composites. Referring to the measured fiber 
orientation angle and fiber length as stochastic parameters, stochastic homogenization and 
stochastic microscopic stress analysis are attempted using Monte Carlo (MC) simulation and 
multiscale analysis. Influences of random fiber orientation and fiber length variation on 
probabilistic characteristics of apparent mechanical properties and microscopic stresses of short 
fiber reinforced composites fabricated by injection molding are investigated. 
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When materials are cut with a knife, cutting resistance is a combination of (1) the reaction force 
(compressive) and (2) the frictional force between the knife edge and materials. When cutting 
resin material, the frictional force is dominant, and this mechanism is effectively used for cutting 
resin material for final shaping, under supersonic motion of Piezo electric material. 
 
Meanwhile, in the field of fracture mechanics, crack progress possibility is evaluated by the 
stressintensity factor which is calculated from energy release rate around crack tip. In this context, 
a model of wedge shape rigid body and V-shaped groove is prepared for a reciprocating motion, 
in which the tangential friction force and the energy release rate are calculated. As a result of this 
calculation, the maximum energy release rate is obtained at the fore end of wedge motion. 
 
In addition, thick plates with rectangular shape and arc shape are prepared, which are under the 
moving concentrated force and the gravity force. In this case, the element death function is used 
effectively for modelling the material vanish, and free fall of material due to the gravity force. 
 
As an experimental validation, the experimental setup is prepared which is composed of robotic 
arm, and a supersonic cutter at the tip of the arm. Because this cutter penetrates the resin plate 
reciprocally at a high speed, the cutting resistance reduces significantly. For example, when a 
CFRP plate is continuously cut, the cutting resistance is reduced by 0.8(%), 1.5(%) and 3.8(%) 
for CFRP plate with the thickness of 0.5(mm), 1.0(mm) and 2.0(mm) respectively. 
 
On the other hand, when the high speed supersonic cutter is activated, the temperature of the 
CFRP plates with the thickness of 0.5(mm), 1.0(mm) and 2.0(mm) rise up to 47(deg), 56(deg) 
and 84(deg) respectively. According to the earlier study, the tensile stiffness reduces 20(%) when 
the temperature of CFRP plate rises higher than 60(degC). 
 
In other words, the high speed motion of the supersonic cutter causes the friction force between 
the cutter and the material, and at the same time, the temperature rise of the material. Further 
study is needed to clarify which mechanism is dominant for the reduction of the cutting resistance.  
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Atomistic behaviours in metals and alloys have been broadly investigated using molecular 
dynamics (MD) simulation. The applicability of MD simulation, however, is limited to a 
phenomenon at relatively small time scale because of its large computational burden. Recently, 
phase-field crystal (PFC) method has attracted lots of attentions because it can simulate atomistic 
behaviours at diffusive time scale [1]. The PFC method is versatile, and a variety of phenomena 
have been simulated, such as solidification, phase separation, and dislocation dynamics. However, 
it is basically a phenomenological approach, and a determination of input parameters in PFC 
method is not an easy task, which limits the applicability. In this work, a new atomistic simulation 
model is proposed, which is an extension of cluster activation method (CAM) [2, 3] from discrete 
to continuous spaces.  
 
The original CAM is a method of statistical mechanics based on discrete lattice and can simulate 
solid-solid phase transformations, such as phase separation and ordering phenomena, by solving 
master equations that determine a time evolution of occupation probability of each atomic species 
at Bravais lattice points [2, 3]. By extending the method to a continuous space, which is called 
continuous CAM in this work, local atomic displacement, dislocation, grain boundary, and liquid 
phase can be represented using the occupation probability at each grid point which is finely 
distributed compared to the Bravais lattice spacing.  
 
In this work, a variety of phenomena in a pure metal, such as solidification, nucleation of solid, and 
grain coarsening, was simulated using continuous CAM, where Lennard-Jones potential was 
employed for the simplicity. It was confirmed that a quite similar solidified microstructure with 
PFC method [4] can be produced by continuous CAM. Furthermore, the dependency of grain 
boundary energy on orientational mismatch between neighbouring grains fits well with the Read-
Shockley equation for small misfit orientations. It is noteworthy that the continuous CAM employs 
interatomic interaction energies as main input parameters, which is in contrast with the fact that the 
PFC method needs phenomenological input parameters. 
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The most intrinsic way to improve the ductility of amorphous alloy is to impede the occurrences of 
shear bands. A new conceptual amorphous alloy, nanoglass (NG), which is composed of grains 
with glassy interfaces has gotten numerous attractions [1]. Simulations and experiments have also 
shown that NGs possess more ability to accommodate plastic deformation rather than metallic 
glasses (MGs) [2]. To investigate the effects of grain sizes on mechanical behaviors of NGs, we 
develop a kinetic Monte Carlo mesoscale model. In the proposed model, eigenstrains with Gaussian 
distribution are utilized to characterize the plastic strains of amorphous alloy. Moreover, a new 
softening mechanism which increases the standard deviations of eigenstrains in local shear 
transformation zones (STZ) according to the von-Mises plastic strain is proposed to decrease the 
activation barriers of STZs. Numerical results reveal that the ductilities of NGs are dominated by 
grain sizes. The flow stress in the stress-strain curve drops from severely to gradually by decreasing 
the grain size. In addition, the strain distribution of NGs transforms from a single shear band to 
homogenous deformation when the grain sizes decreased. Parametric study is also performed to 
investigate the effects of STZ modes on the mechanical behaviours of NGs. 
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The wave rectification devices can be applied in the areas of noise/vibration isolation, 
speech signal processing and medical ultrasonic imaging. Among them, a lot of research 
effort has been directed to the design and implementation of acoustic/elastic wave 
diodes[1,2]. In this study, we attempted to design a elastic wave diode on phononic crystal 
(PnC) plate with the properties of partial bandgap, which means wave would be blocked 
along some, but not all, directions. The genetic algorithm was adopted to carry out the 
topology optimization for the periodic hole structure on PnC plate to achieve the 
maximized partial band gap between two prescribed consecutive dispersive branches. 
COMSOL Multiphysics was adopted to analyze the band structure and the corresponding 
modes for all the unit cells. The dispersive waves can be classified as symmetric, 
antisymmetric Lamb wave and non-Lamb waves by the modal judgment. It was assumed 
the unit cell was arranged in square lattice. The genetic algorithm was employed to design 
the unit cell in order to achieve the maximization of full or partial band gaps under the 
constraint of filling ratio. The full wave calculation was used to calculate the wave 
transmission of the design structure on PnC plate as numerical verification. Experimental 
measurements were also carried out using ceramic piezoelectric transducer on the 
optimized periodic stucutre of the plate.  
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Shape Memory Alloys (SMAs) have outstanding mechanical and thermal coupling 
properties, and also exhibit unique properties when subjected to external environmental stimuli. 
These properties are dominated by microstructural evolution in nanoscale to mesoscale. This 
indicates that size effect is an issue in the corresponding atomistic simulations. In the current work, 
the service of supercomputer, Taiwania3, provided in NCHC in Taiwan, is used to enable ultra-
large molecular dynamics (MD) simulation for the indentation process in NiTi SMAs. The model 
size is up to 250 nm * 250 nm * 210 nm, with 800 million atoms with the indentation depth of 9 
nm.  

 
While common post-processing methods, such as CNA[1] and PTM[2], can only 

distinguish the difference between austenite and martensite phases[3], a graph neural network based 
post-processing tool, MVIM-G, is used here to illustrate the martensite variants based on the phase 
transformation matrices. Thus, the detailed martensite microstructure, including the orthorhombic, 
monoclinic, and R phases in SMAs can be revealed in our model. In addition, for such the huge 
computational results, a decentralized computational approach is needed to investigate the 
microstructure evolutions during the indentation. The results are divided into thousands of 
independent pieces based on their spatial relationship, and are visualized by parallel rendering. The 
current work eliminates boundary and size effects in the MD results and is expected to be beneficial 
to the field of atomistic study and simulation. 
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The increasing demand for higher CO2 capture rates is driving novel and sustainable carbon 
removal processes. Membrane separation is one of the leading gas capture technologies. Carbon 
nanotubes (CNTs) [1], due to their unique properties, have been considered promising materials for 
developing the next generation of membranes [2,3]. A fundamental understanding of these systems' 
mechanical properties is essential for such applications. In this context, molecular dynamics (MD) 
simulations were carried out to investigate the mechanical properties of single-walled carbon 
nanotubes (SWCNTs) filled with CH4/CO2 gas mixture under tensile and compressive strain. 
Initially, armchair (ar) and zigzag (zz) SWCNTs were loaded with CO2 and CH4 using Grand 
Canonical Monte Carlo simulations. MD simulations were conducted at temperature and pressure 
of 313.15K and 200 atm, respectively. The nanotube's diameters range from approximately 8 to 19 
Å, and the number of molecules varies according to the nanotube's size. For instance, the smaller 
ar nanotube has a 50:50 composition (CO2:CH4) and 0,0465 molecules/Å3, while the largest has 
72:28 composition and 0,0210 molecules/Å3. In general, SWCNTs show a higher selectivity 
towards CO2 than CH4. Under tension, filled SWCNTs present a similar mechanical response to 
empty ones, regardless of the gas composition, chirality, and diameter. We also observed that the 
fillers do not affect the nanotubes' fracture and buckling patterns compared to the empty nanotubes. 
Overall, the filled SWCNTs' mechanical behavior is similar to the empty ones when under tension, 
showing a minor effect of the gas composition on their performance. Our results confirm carbon 
nanotubes as promising nanostructures for applications involving gas separation. 
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Electro-chemical batteries such as lithium-ion batteries (LIBs) that have a high energy and 
power density (from 150 to 300 Wh/kg) and long life-span are the most popular portable power 
supplier in our modern society[1-2]. Whereas, huge battery consumption not only causes excessive 
usage of minerals or strategic materials, but also lead to a large amount of end-of-life battery 
packs that threaten the environment and human health. At small scale, researchers have 
demonstrated that micro-/nanoscale biomedical robots are capable of carrying out a wide range of 
tasks including surgery, gene therapy, drug delivery, diagnosis, and other tasks that are hardly 
achievable traditionally. The practical engineering deployment of high-end electromechanical 
systems/devices, especially in harsh or biological environments (like outer space and deep-sea 
exploration, and biomedical applications), relies heavily on the development of a compact, stable, 
safe, sustainable, and high-energy density storage/power supply system. 

This work proposed a spiral-based nanoscale mechanical energy storage scheme utilizing the 
newly synthesized two-dimensional (2D) diamane. Such spiral structure or 1D van der Waals 
structures have already been successfully fabricated based on different 2D nanostructures[3-4]. 
Atomistic simulations show that the diamane spiral can achieve a high theoretical gravimetric 
energy density of about 564 Wh/kg, about 14500 times of steel spring. Fundamental principles 
that dominate the limit of energy storage in the contact spiral and tracked spiral are discussed in 
detail with the corporation of theoretical models, respectively. The obtained insights suggest that 
the 2D vdW solids could be promising candidates to construct spiral structures with a high 
gravimetric energy density.  
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Summary of presentation 

This work investigates the role of the random dispersed carbon nanothread 

(NTH) to reinforce poly(methyl methacrylate) (PMMA) nanocomposite. It is found the 

1D fillers cause deterioration in the tensile properties due to the weak intermolecular 

force and enlarged continuous interphases within the PMMA matrix. The PMMA 

sample with 6.0% NTH is about 2.38±0.18 GPa (~19.1% smaller than PMMA). Further 

investigations reveal introducing functional groups (such as 13% –COOH 

functionalized NTH) can turn the negative impacts into positive enhancements. 

Furthermore, Young’s modulus received up to 27.5% increment than pure PMMA for 
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the presence of covalent bonds between NTHs and PMMA chains due to the effective 

load-transfer. It is noteworthy that the enhancement is significantly influenced by the 

NTHs’ length, weight fraction, functionalized and cross-linking percentage. In addition, 

the ideal samples with vertically aligned NTH fillers are further investigated and 

compared, the cross-linking can further enhance axial and lateral Young’s modulus (up 

to 96.6% and 33.2% higher than PMMA). Specially, a high cross-linking percentage 

causes additional voids due to the inconsistent movement between cross-linked and 

non-cross-linked PMMA chains. These results signify the importance of dispersion and 

interfacial modification toward better mechanical performance, which should shed light 

on the design and fabrication of high-performance polymer nanocomposites. 

 

Contribution 

Low-dimensional nanostructures have been widely used as reinforcements for 

polymer nanocomposites. However, majority of studies have considered the samples 

containing a single or perfectly aligned nanofillers, which is usually not the case for the 

as-synthesized samples. Through molecular dynamics simulation, this work 

systematically assessed the tensile performance of poly(methyl methacrylate) (PMMA) 

nanocomposite with randomly dispersed carbon nanothread (NTH) - a new one-

dimensional ultrathin nanofiller. It is found that NTH causes deterioration on the tensile 

properties due to the introduction of continuous lower density interphases surrounding 

the filler, while such negative impacts can be turned into positive enhancements by 

functionalization. In particular, the cross-linking at the NTH/PMMA interface is able 

to effectively promote the enhancement effect from the nanofiller. Our results show that 

the samples with random but vertically aligned NTHs outperform their counterpart with 

randomly dispersed NTHs. Overall, it is shown that the enhancement effect is 

significantly influenced by the NTHs dispersion, length, weight fraction, 

functionalization and cross-linking. This study provides a comprehensive 

understanding of the influence on the tensile performance of polymer nanocomposites 

from the dispersion of nanofillers, which should benefit on the fabrication and 
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application of high-performance polymer nanocomposites. 
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To achieve high propulsion ratio requirements for aero engines, the stress on the engine blades is 
getting higher and higher [1,2]. Due to the outstanding creep performance, nickel-based single 
crystal superalloys become a key material for aeroengine blades. The creep phenomenon is a long-
time deformation process that involves with dislocation movement, grain sliding, and directional 
diffusion. It is critical to study the vacancy diffusion in nickel-based single crystal superalloys, 
especially under high-pressure as induced by the high centrifugal force in aero engine. Due to the 
limitation of time scale, traditional molecular dynamics (MD) is unable to capture the infrequent 
vacancy diffusion event [3]. In this study, collective variable-driven hyperdynamics (CVHD) is 
used to accelerate the vacancy diffusion event in the Ni-Al-Re superalloys with varying pressure. 
As expected,, the diffusion rate of vacancies in the nickel-based single crystal superalloys increases 
when the pressure increases. This work provides atomistic insights for the diffusion phenomenon 
in Ni alloys, which could benefit the design of next-generation high-performance alloys. 
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Acoustic metamaterials possessing unusual properties have been viewed as good candidates for the 
manipulation of elastic/acoustic waves. Liu et al. [1] first presented the advantage of the local 
resonant mechanism which broke the phononic crystals’ limitation. Since then, this novel concept 
has been widely applied in various kinds of engineering structures. There are many different types 
of forms in locally resonant units, such as a spring-mass system [2,3], a soft rubber cylinder in 
epoxy host [4], a spiral structure [5], and a beam-like structure [6]. The decorated membrane 
resonators also has shown their good performance in wave blocking at low frequencies [7]. By 
adjusting the geometric or physical properties of the resonator, the desired bandgap range can be 
achieved. In this study, a metamaterial plate consisting of a perforated plate equipped with multiple 
membrane-mass systems is proposed. A theoretical model based on extended plane wave expansion 
method is developed to predict bandgap location and width for the present structure. Finite element 
simulations and experiment measurements are carried out to verify the analytical results. Parameter 
studies are conducted to reveal the effect of parameters on bandgap property. The use of the double-
layered structure can increase the bandwidth of the attenuation zone.  
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Designing composite materials with tailored stiffness and toughness is challenging due to the 
astronomical number of possible material and geometry combinations. Although various studies 
have applied machine techniques and optimization methods to tackle this problem, we still lack a 
complete understanding of material effects at different positions and a systematic experimental 
procedure to validate the results. Here we study a 2D binary composite system with an edge crack 
and grid-like structure using Genetic Algorithm (GA) [1] and Conditional Variational 
Autoencoder (CVAE) [2], which can design composite with desired stiffness and toughness. We 
use finite element simulations to generate a machine learning dataset and perform tensile tests on 
3D-printed specimens to validate our results. We show that adding soft material behind the crack 
tip, instead of ahead of the tip, tremendously increases the overall toughness of the composite. 
We also show that while GA generates composite designs with slightly better accuracy, CVAE 
takes considerably less time to generate designs. Our findings may provide insights on the effect 
of adding soft material at different locations of a composite system and may also provide 
guidelines on conducting experiments to validate the results. 
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This study aims to characterize the mechanical properties of nanocomposites with aligned 
graphene platelets. Both analytical model and experiments were conducted and the results 
were compared with each other. For the modelling, the mechanical properties of 
nanocomposites were characterized using Mori-Tanaka micromechanical model in which the 
graphene platelets were assumed to be disk-like plates aligned in one certain direction. The 
distribution of the aspect ratio of the platelets and the orientation of the graphene plates were 
considered in the micromechanical model. On the other hand, the nanocomposites were 
fabricated by compounding the epoxy resin and graphene platelets using mechanical mixer 
together followed by sonication. The mixture of graphene platelets and epoxy was subjected 
to electrical field in order align the graphene platelets. Coupon specimens with the aligned 
graphene were tested under tensile loading. The Young’s moduli of the nanocomposites with 
different degree loadings of graphene platelets were measured and the results were compared 
to the model predictions. Results indicated that the micromechanical model can characterize 
the mechanical properties of the nanocomposites with the aligned graphene platelets.    
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Plant tissue can perform complex motion via shape transformation to achieve various purposes—
this effect origins from the interaction between multi-scale structures and mechanical properties in 
plant materials [1]. For example, pine cones absorb water to fold scales to prevent seeds from damp 
[2].  
 
Bauhinia x blakeana, or the Hong Kong Orchid Tree, is a natural hybrid of great horticultural value 
cultivated in gardens, streets, and parks. Its seed pods open between April and August and have 
two distinctive chirality-creating mechanisms, referred to as “inversion” and “eversion” here—the 
initially flat pod valve is turned into a helix but with different chirality. Inversion tends to occur 
around April, whereas eversion tends to occur later in August. Previous studies have discussed the 
shape transformation of many kinds of seed pods and utilized simulation and synthesis gel models 
to verify the transformation mechanism [1, 3]. However, it is still unclear how these two different 
helical morphologies may be created by changing the layered structure and composition. In this 
paper, we create a multi-layered seed pod model by 4D printing to reproduce inversion and eversion 
morphology. We then speculate how the seed pods transform. 4D printing, a combination of 3D 
printing and active materials, is convenient and controls the deformed shape through 
parameterization. By contrast, the conventional gel model requires a molding process and cannot 
be easily parameterized. Furthermore, we verify the feasibility of the 4D printing model by 
simulation, and the results are consistent. In the future, we will investigate the microstructure of 
the layered cells in the seed pods and measure the mechanical properties of the plant materials, 
which will be used to fine-tune our 4D printing model to mimic the actual situation of the Bauhinia 
blakeana seed pods. 
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Contrary to straight carbon nanotubes, there is no theoretical model for carbon nanocoils (CNC) due to
the difference between internal and external diameter of the coil. Some researchers performed molecular
dynamics simulations on CNCs[1, 2]; however, simulated CNCs usually show kink and facet shape
due to buckling of internal circle. Here we obtained a CNC with flat ribbon cable shape (referred as
FRCNC) from initial circular tube made of unit rings of zigzag or armchair carbon nanotube (CNT),
by molecular dynamics simulation with AIREBO potential. FRCNC has no defect or all carbon atoms
show six-membered ring. The formation of FRCNC depends on the relationships between the unit ring
radius (or tube radius), unit ring structure (zigzag or armchair), coil radius and the initial location radius
R where the ring distance d is set to that of natural C-C bond length (right schematic). On the other hand,
formed FRCNC always shows R′ almost identical to the location radius R, and the flat ribbon width w is
almost constant, w≈ 0.34 nm. This value is the equilibrium distance between graphene sheet in AIREBO
potential. Thus the obtained FRCNC maybe a potential dependent phenomena; however, we discuss the
formation mechanism and mechanical properties of the FRCNCs as a new type of carbon material.
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In this paper, the mechanical properties of the Graphene/Aluminium (Gr/Al) composites under 
uniaxial tensile and compression  were investigated using molecular dynamics (MD) simulation 
method. Six different simulation models are used to investigate that graphene significantly 
improves the stiffness and strength of Gr/Al composites. Moreover, the research results shows 
that the existence of graphene layer can effectively prevent the propagation of dislocations at the 
interface, so the mechanical properties of the composites are improved. The dislocation 
movement of Al matrix during compression was further investigated. It was found that stair-rod 
dislocation and hirth dislocation occurred in Al matrix, which was helpful to improve the 
mechanical properties of the composites. In addition, the average curvature of compressed 
graphene surface is measured, and the deformation characteristics of composite graphene are 
considered by geometric method. The deformation mechanism of composites is studied by 
comparing the effects of deformation behavior, compressive stress, potential energy and 
dislocation. 
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Since they were produced in 2004 [1], graphene sheets (GSs) have been attracted plenty of 
attention among scholars because of their superior material properties. In especial, GSs have been 
supposed to be the base materials adopted in nanoelectromechanical systems (NEMS) [2].  

In this study, we foucs on two basic mechanical properties, stiffness and fundamental 
frequency, of  GSs and propose a consistent optimal shape design methodology of GSs by 
introducing lattice defects. This methodology consists of the molecular mechanics (MM) method, 
the free-form optimization method, the Phase-Field-Crystal (PFC) method, Voronoi tessellation, 
and molecular dynamics (MD) simulation. Details are shown as following. 

At first, based on the MM method, C–C bonds of GSs are simulated as equivalent continuum 
beams by a combination of molecular and continuum mechanics [3], so the atomic structures of 
perfect 2-dimensional GSs, i.e., the initial shape of GSs, can be treated as frame structures. Then, 
we adopt the free-form optimization method for frames [4] to determine the optimal shapes of 
GSs in stiffness maximization problem and fundamental frequency maximization problem. 
However, the obtained optimal shapes and GSs do not satisfy the stationary-action principle due 
to the complicated interatomic force among carbon atoms. Hence, to obtain the stable atomic 
structures of the determined optimal shapes of GSs, we introduce lattice defects in the optimal 
shapes of GSs using a combination of PFC method, Voronoi tessellation, and MD simulation [5].  

The optimal results [6,7] show that the stiffnesses or the fundamental frequencies of given GSs 
can be significantly enhanced using this proposed methodology, which is helpful for designing 
GSs as base materials in NEMS. 
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Since 1991 after the discovery of carbon nanotube (CNT), CNT plays an important role in 
the field of nanotechnology because of their unique structural, mechanical properties and 
electrical properties [1][2]. The density of CNT is very low which is about half of 
aluminium, and the strength of CNT is about 20 times stronger than steel, making them an 
excellent material with high natural frequencies. In this study, we aim to design a model 
which can considered to be used as a nanoscale sensor by using Multi-Walled Carbon 
Nanotubes (MWCNT) which has higher frequency than the Single-Walled (SW) CNT. The 
vibration analysis of MWCNT is performed using the molecular dynamics (MD) method. 
We design different kinds of MWCNT including SWCNT, Double-Walled (DW) CNT, 
Triple-Walled (TW) CNT and Quadruple-Walled (QW) CNT with different lengths, 
similar to the shape of a probe. The diameter of the innermost layer CNT in the analytical 
model is 3.892Å. The interlayer distance of the MWCNT is set to be the same value which 
is ∆r=3.114Å due to the van der Waals force between the adjoined layers. The results show 
that with the increasing of layers of MWCNT, the natural frequency becomes higher. Then, 
we use QWCNT as our model for vibration analysis by changing the radius of the innermost 
layer. The interlayer distance of the QWCNT is set to be around ∆r=3.114Å, and the height 
of each layer is fixed in this simulation. The results show that the natural frequencies 
become higher, when the radius of the innermost layer increases. In next simulation, the 
radius of the innermost layer of the model QWCNT is set to be 1.946Å, and interlayer 
distance is set to be around ∆r=3.114Å. The results show that the natural frequencies 
become higher, when the length of the QWCNT decreases. From these results, MWCNT 
has high natural frequency, and it is highly likely to be utilized as a nanoscale sensor.   
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This paper presents an application of the isolated element method (IEM) to fracture mechanics 
analysis. In the IEM, the body of interest is described as a collection of isolated elements [1]. The 
displacement functions are defined independently for each isolated element. The principle of 
minimum potential energy that is expanded to satisfy the continuity of the displacement at the 
interface between neighbouring isolated elements is applied. Using these remarkable properties of 
the IEM over the conventional finite element method (FEM), the IEM is applied to fracture 
mechanics problems. In the IEM, the local refinement of isolated elements near the crack tip can 
be achieved without smooth connection of neighbouring isolated elements. In addition, higher order 
displacement function and the displacement function for crack tip can be locally used for isolated 
elements near the crack tip. These special techniques can enable us analysing the fracture mechanics 
problems without extensive efforts to generate finite element mesh with a particular design near the 
crack tip and with a sufficient numerical accuracy.  
 
As a demonstration of the application of the IEM to fracture mechanics problems, a plate with a 
crack under tension loading is analysed. The problem has a simple geometry and boundary 
conditions, and thus, symmetric (displacement) boundary condition can be applied. In the 
symmetric boundary condition, the displacement in the loading axis direction is fixed at the 
ligament part of the crack. However, the displacement in the IEM solution at the ligament part 
cannot be perfectly fixed. The stress intensity factor calculated using the displacement extrapolation 
method also has a subsequent numerical error. To improve the numerical accuracy of the IEM in 
the fracture mechanics analysis, the displacement function of the isolated elements at the ligament 
part is rearranged to satisfy the displacement boundary condition. The centre of the displacement 
function is shifted to the ligament part, and some terms in the displacement function is removed to 
completely satisfy the displacement boundary condition. The numerical results using the special 
displacement function at the ligament part shows a perfect satisfaction of the displacement 
boundary condition. Using the numerical solution of the displacement near the crack tip, the stress 
intensity factor is calculated. The numerical accuracy of the stress intensity factor can be drastically 
improved compared to the IEM solution without the special displacement function. Furthermore, 
the crack tip displacement solution is embedded into the displacement function for isolated 
elements near the crack tip. We found that the application of the crack tip displacement function 
can also improve the numerical accuracy of the stress intensity factor calculation. 
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For the safe operation of nuclear reactors, it is important to understand and control the effects of 
radiation damage on the mechanical properties of nuclear materials. Radiation damage consists of 
various processes occurring on different time scales, such as the radiation damage formation in 
ns~ps, the recovery of radiation defects just after the formation in ps~ns, and the long-term 
evolution of defect complexes in hour~year. For the radiation damage formation process, two 
computational methods have been widely used. One is the binary collision approximation (BCA) 
[1] and the other is the molecular dynamics (MD). BCA has the advantage of high computational 
efficiency because it approximates many-body atomic collisions to two-body atomic collisions, 
but it cannot give accurate defect structures due to its approximation. On the other hand, MD can 
simulate many-body collisions as they are, and thus can give an accurate defect microstructure if 
an accurate potential model is prepared. Therefore, in order to achieve accurate and effective 
computer simulation of radiation defect formation, it is important to seamlessly couple BCA and 
MD and to prepare an accurate potential model for MD. In this paper, we present our recent 
attempt to solve these two problems by applying machine learning (ML). 
  
For seamless coupling of BCA and MD, we constructed two machines based on the MD collision 
simulation results up to several tens of keV. Specifically, one machine generates a pseudo-
random defect structure satisfying statistics such as defect number distribution and defect position 
distribution, referring to the MD simulation results. The other machine is trained to classify the 
MD-generated defect structure and the random defect structure, and determines whether the 
generated quasi-random defect structure by the first machine is reasonable or not. By using the 
BCA code until the damage energy becomes several tens of keV, and then switching to the 
machines, we can generate defect structures similar to MD at a speed comparable to BCA. 
 
To create a highly accurate MD potential model, we constructed a moment tensor potential [2], a 
kind of ML potential model, by referring to the results of first-principles calculations for various 
defect structures and material properties. The constructed ML potential model agrees well with 
the first-principles calculations and shows much better performance than the conventional 
potential model. It was confirmed that the generated ML potential can be used stably in collision 
simulations. In this presentation, we will discuss an effective way to generate ML potentials for 
radiation damage simulations. 
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In this study, the authors create various open structures that reflect an atomic-level 
structure database. And we design open structures with higher Young's modulus, shear 
modulus and bulk modulus. In a modeling process for the open structure, the atomic 
positions were imported from the Materials Project, an open access materials database. 
Then we modeled open structures by considering the atomic positions as vertices and 
connecting them with circular 1D beams. As a result, open structures were modeled with 
various atomic arrangements belonging to different space groups. In a test process, the 
mechanical properties were calculated by compression along the x-, y- and z-axis using 
the FEM tool. Authors introduce open structures with the higher Young's modulus, shear 
modulus and bulk modulus. We discuss what geometric factors strongly affect the moduli 
of elasticity in open structures. 
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Glass fiber-reinforced polymer composites (GFRPs) are made by combining polymer with 
reinforcement glass fiber yarns to produce lightweight yet strong materials. This study is to build 
a Multiphysics and Multiscale model to predict the synergistic effect of environmental exposure 
to fatigue-damage of the composite. 
Based on the authors’ previous UV/moisture exposure experiment-computational study, this 
extended study couples environmental deterioration induced material weakening to continuum 
fatigue-damage model. The extended research developed a fatigue-damage model at the structural 
length scale, using diffusion coefficient tensor and stiffness tensor homogenized from a plain-
woven RVE at mesoscale length scale. The experimental validated computational model shows 
that environmental exposure causes material degradation, which leads to a mild change of 
damage variable field and considerable change of fatigue parameter after 1000 hours of 
accelerated cyclical UV/moisture exposure. The synthetic effects of these two changes reduce 
structural stability. The most significant effect is observed by measuring bending moments after 
the tension-tension fatigue test. After 100,000 cycles, the bending moment of cyclic UV/moisture 
degraded samples decreased up to 40 percent compared to undegraded samples. This model can 
be incorporated into many commercial finite element codes for a sustainability study of 
composite structures/systems. In future work, the models developed in this study will be 
combined with life cycle assessment (LCA) tools to better support sustainability focused design 
of new material, thus reducing costs and environmental impacts of the built environment. 
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Yttria is one of the protective materials due to its excellent mechanical and thermal stability. In 
addition, the tunable bandgap and high dielectric constant make yttria a promising material for 
optoelectronic devices [1]. This versatile yttria thin film has great advantages in that it can be 
applied to complex shapes through plasma spray coating [2]. Nevertheless, the plasma spray 
coating has been performed relying on empirical indicators from numerous experiments. The 
absence of a theoretical understanding of these plasma spray coatings motivates our works. In this 
study, we present a multiscale analysis method to explain the origin of interface formation by 
plasma spray coating. 

 
Our multiscale framework consists of the direct simulation Monte-Carlo (DSMC) method and 

molecular dynamics (MD). The solution of the Boltzmann transport equation to obtain the 
trajectory and spatial distribution of powder is approximate through the DSMC methods. 
Meanwhile, the formation of the interface according to the particle incidence is analyzed through 
MD simulations. 

 
To evaluate the effect of powder feed and spray distance on the film formation, spatial particle 

distribution was extracted. The spray cone angle was proportional to the number of powder 
particles. This tendency is due to the high probability of particle collision in space. Meanwhile, 
the large cone angle is a major factor in determining the incident trajectory of the particles 
constructing the interface. We investigate the formation of the Y-O-Al network structure with the 
incident trajectory of the particles using molecular dynamics simulations. The interface formed by 
the particles at a gentle incidence angle to the surface had poor adhesion strength as well as a 
significantly lower density of the Y-O-Al network. These results provide a crucial foundation for 
analyzing the interface under plasma spray coating. 
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This paper presents an application of the discrete dislocation dynamics (DDD) method to fatigue 
crack growth simulations of multiple surface cracks. Sheng et al., have developed a DDD based 
fracture mechanics analysis technique for surface cracks [1]. The boundary conditions of the finite 
elastic body with cracks can be satisfied by the application of the superposition principle. In the 
application of the superposition principle, the entire dislocation (crack) problem in a finite elastic 
body is defined as a summation of a dislocation problem in an infinite elastic body and a correction 
problem. The correction problem is an elastic problem and is solved by the finite element method 
(FEM). The boundary condition of the correction problem is determined to eliminate the virtual 
traction calculated in the dislocation problem. In the calculation of the virtual traction in the 
dislocation problem, the virtual traction becomes singular along the dislocation line at the free 
surface. Sheng et al., added a virtual dislocation loop outside the finite elastic body to remove the 
singularity along the dislocation line at the free surface. Finally, they demonstrated that the DDD 
based fracture mechanics analysis technique can calculate the stress intensity factor with a 
sufficient numerical accuracy. In the fracture mechanics analysis using the finite element method 
(FEM), the elements near the crack tip must be very fine to obtain a numerical solution with 
sufficient numerical accuracy, and re-meshing is necessary to perform the fatigue crack growth 
simulation. In some cases, the re-meshing could be a bottleneck to perform the fatigue crack growth 
simulation particularly of multiple cracks including their coalescence. On the other hand, in the 
DDD for fracture mechanics analysis, the crack is modelled with a collection of pile-up discrete 
dislocations, and therefore, the crack shape can be easily modelled and updated by changing the 
shape of the dislocation line. Therefore, it is easy to deal with the complex dislocation shape and 
interactions in the fatigue crack growth process.  
 
In this paper, the DDD method for surface cracks is applied to the fatigue crack growth problems 
of multiple surface cracks. The elastic interaction of multiple surface cracks can be naturally 
considered in the numerical simulation. The crack geometry change due to the fatigue crack growth 
is calculated by the Paris law. The crack shape updated by the fatigue crack growth can be easily 
modelled by updating the shape of dislocation line, which describes the crack front shape. The 
crack coalescence is also dealt with in the fatigue crack growth simulation. The coalescence can be 
easily performed as the dislocation annihilation process, which is normally used in the DDD 
simulation of plasticity, particularly for the Frank-Read source simulation. Finally, as the 
demonstration of the DDD based fatigue crack growth simulation, the coalescence and penetration 
of multiple surface cracks are presented. 
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Recently, tungsten(W) as a plasma-facing-material(PFM) in the extreme environment of nuclear 

fusion has been spotlighted as an important material in related fields due to its excellent physical 
properties [1]. However, as the harsh condition of nuclear fusion suffers hydrogen bombardment 
accompanied with intense irradiations, which leads degradation of the material such as formation 
of defects and hydrogen embrittlement, it is not easy to guarantee PFMs life [2, 3]. Therefore, 
understanding the mechanisms and influence of the trapping of hydrogen in neutron irradiated W 
is important. In this study, hydrogen retention models by Molecular dynamics simulations 
describing the interaction between H and dislocation are presented. The properties of the W and 
trapping rate of hydrogen are calculated with varying external conditions such as stress and 
temperature gradient as well as number and type of dislocations. 
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Fabrication of liquid crystal polymer (LCP) nanocomposites using a multi-walled carbon 
nanotube (MWCNT) sheet has attract significant interests as it complements the low mechanical 
properties and offers multi-functionality [1]. In this study, we investigated the interfacial 
properties between LCP and MWCNT from the mechanical and structural point of view. The neat 
LCP and LCP/MWCNT microstructures were constructed in all-atom molecular dynamics 
environment, and load transfer characteristics as well as internal stress distributions were 
thoroughly evaluated. Key design consideration of this study is the concentration of MWCNT 
filler in the nanocomposites. Since the LCP/MWCNT is experimentally fabricated by penetrating 
liquid crystal into a densified MWCNT sheet, the filler generally has a high volume fraction of 
25 % or more. Therefore, different MWCNT volume fractions from 25 % to 48 % were prepared. 
 
To evaluate the alignment characteristics of LCP by interaction with filler, an orientaional order 
was derived in the radial direction of the MWCNT. In the vicinity of the nanotube surface, the 
both components constituting LCP, mesogen and side chain, showed high directionality. This is 
because the rigid core of the LCP consisting of three aromatic rings has the maximum contact 
area when aligned parallel to the nanotube. These aromatic rings are distributed with two different 
conformations (parallel and T-shaped alignment) depending on the distance with MWCNT and 
form a layered structure. In other word, MWCNTs significantly enhance the crystallinity of 
adjacent LCPs.  
 
To evaluate the interfacial load transfer, tensile simulation of LCP/MWCNT nanocomposites was 
carried out. The results indicate improved elastic stiffness in both axial and transverse directions 
as the concentration of MWCNT increases. As the volume fraction occupied by MWCNT 
increases, the region with high crystallinity in the LCP matrix becomes predominant. This not 
only greatly improved the effective properties of LCP but also enabled strong coupling with 
MWCNT, resulting in more effective load transfer. 
 
The present study is the first to explore the interface of LCP-MWCNT at non-dilute filler 
concentrations. Polymer nanocomposites using MWCNT sheets lacked microscopic insight 
compared to their experimental novelty. Therefore, this study can be utilized as a guide for the 
robust design of applications. 
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Nanoparticle sintering becomes a new choice for high-temperature packaging for microelectronic 
applications due to the low sintering temperature of nanoparticles when compared with macro-sized 
ones while having a good property with high stability. Conventionally, silver nanoparticles are 
deemed to be ideal because of their high stability, electrical and thermal conductivity, yet the actual 
usage is limited due to their high price. In this respect, a Cu@Ag core/shell nanoparticle has been 
suggested by substituting a part of the molecule with the cheaper metal. In addition to a reduction 
of cost, the core/shell nanoparticle has several advantages of reasonable conductivity and resistance 
to oxidation.  
In this study, we investigate Cu@Ag core/shell nanoparticle sintering using molecular dynamics 
simulation. Firstly, we investigate heat-induced sintering in terms of melting temperature and 
microstructure evolution. Additionally, we study the pressure-assisted sintering (PAS), which 
allows further reduction of pores without excessive heat, preventing damage of heat-sensitive 
substrates e.g., polymer. We also investigated the effect of interfaces to the sintered structure, which 
are underpinned by comparing mechanical, and lattice properties of structures with different 
sintering path.  
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During the semiconductor process, more than 90% of the etching is performed using 

plasma. Plasma discharged with various etching gases emits ions with energy and angle 
distribution, radicals with high chemical reaction rate, and electrons with isotropic velocity 
distribution to the substrate. These particles are transported into the substrate to be etched, 
and etching occurs as the conditions of ion-assisted surface activation, heterogeneous 
reaction by radicals, and charge build up by electron and ion [1]. With the recent 
development of V-NAND, the aspect ratio of the trench structure risen sharply due to the 
rapid increase in stack thickness. In the early days of V-NAND, it was possible to predict 
the situation intuitively for structures with a small aspect ratio. However, it becomes 
difficult to predict the state of the particles reaching the deep bottom for etching as the 
frequency of wall collisions of particles transported inside the high aspect ratio pattern 
increases. Therefore, understanding the states of ions, radicals, and electrons after wall 
collision is essential for etching prediction. Therefore, in this study, the energy dissipation 
efficiency, energy loss and angle deviation after wall collision are calculated using 
molecular dynamics with ReaxFF [2]. Based on the calculated results, a regression analysis 
with a tendency for the input and output values was performed, and the results of 
calculating the etching time for each depth from the state of each particle predicted after 
wall collision were reinforced by learning through Bayesian regularization. At this time, 
the radicals supplied as a pattern together provide the radical concentration at each depth 
from the diffusion model reflecting the appropriate diffusivity and rate constant from OES 
data of plasma. Finally, a high aspect ratio etch time prediction model including charging 
effect was constructed by adding a component that slows down ions by calculating the 
electric field formed from charge separation due to the difference in velocity distribution 
between electrons and ions. Through this model, it is expected that the etching time by 
plasma state can be predicted in the structure of next generation products. 
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Magnesium alloys with the long period stacking order (LPSO) structure show the superior 
strength and are expected as the next generation structural material. In the LPSO materials, kink 
deformation is an important deformation mechanism as well as slip deformation in the crystalline 
scale and may be the origin of the material strengthening. Therefore, understanding the kink 
strengthening phenomena is essential. In the LPSO-type magnesium alloy, band-shaped kink is 
sometimes observed. Kink band causes the strain gradient around the band. The higher-order 
gradient crystal plasticity is an efficient way to represent the strain gradient effect in the 
crystalline scale. In this model, an additional governing equation expressing the dislocation 
density filed is introduced, and both the displacement and dislocation density fields can be solved 
simultaneously. 
 
In this study, a higher-order gradient crystal plasticity analysis is conducted to evaluate the stress 
field around kink band to understand the strengthening mechanism due to kink. The finite element 
method sometimes provides an improper solution in the higher-order gradient crystal plasticity 
analysis; therefore, the reproducing kernel particle method, which is a kind of meshfree method, 
is introduced into the higher-order gradient crystal plasticity analysis.  
 
The numerical result shows there are two main origins of kink strengthening, i.e., the geometrical 
strengthening and defect strengthening. The former one is also known as the geometrical 
hardening and caused by the rotation of crystal orientation. The latter one is a strengthening by 
geometrically necessary dislocation density around the kink boundary. Although both 
mechanisms cannot be negligible in the kink strengthening, the present result suggests that the 
defect strengthening is more dominant in the strengthening of LPSO-type magnesium alloy. 
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Tungsten (W) is one of the promising base materials for plasma facing components in fusion reactor 
thanks to its excellent thermo-mechanical properties[1]. However, W is also known to have poor 
performance against irradiation damage. Its weakness comes from a lack of point-defect-controlling 
mechanism; specifically, the migration energy barrier of a self-interstitial atom (SIA) in unary W 
is extremely low. 
 
Meanwhile, solute atoms in alloys can attract point defects and can change the mobility of them. In 
W-based transition metal binary systems, solute atoms such as Re prefers to make solute-SIA mixed 
dumbbell and migrates through the non-dissociative migration mechanism[2]. This non-
dissociative migration mechanism raises the migration energy barrier up to some level. However, 
the migration energy gap between vacancy and interstitial remains still huge. 
 
To control mobility of interstitial further, adding additional alloying agent is unavoidable. Thus, 
we chose W-Ta-Re system as the first ternary system to investigate, and, have conducted both 
energetics and dynamics analysis via first-principles calculations to find stable interstitial defect 
structure and check its mobility. 
 
It is confirmed that, in such system, Ta and Re pair strongly attracts a W SIA, forming a Ta-Re-
SIA triple complex. The interaction is stronger than that between Re and SIA in binary system. The 
strong interaction restricts the well-known non-dissociative migration motion of Re-SIA mixed 
dumbbell and effectively reduce the interstitial mobility. Reduced mobility in such ternary system 
can offer the increase in the odds of vacancy-interstitial recombination in collision cascades and 
the retardation of interstitial clustering.  
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Abstract 

In memory semiconductors for a high-aspect-ratio structure, it is common to observe shape 
distortion such as bowing and tilting in a plasma etching. Since this distortion leads to degradation 
of device performance, it is essential to analyse the cause based on an understanding of the etching 
process. In this study, the authors present a Monte Carlo (MC) based etching computational 
simulation technique by considering recoil atoms produced in the substrate via collision cascade 
after ion bombardment. We confirm the relationship between ion energy and etching amount in the 
ion-assisted chemical etching process through the number of recoil atoms [1]. The model also 
shows that the results qualitatively agree with well-known etching phenomena such as feature size 
dependent etching (FSDE) and aspect-ratio dependent etching (ARDE) [2]. 
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This paper presents a virtual dislocation core (VDC) model for dislocation dynamics (DD) 
simulation of dislocation-precipitate interactions. In the conventional DD method, dislocations are 
described as a curved line with a directional displacement jump equivalent to the Burgers vector. 
The elastic interaction between dislocations and the self-interaction can be accounted for in the 
calculation of the force acting on the dislocations. The force is then converted to the dislocation 
velocity based on a simple mobility (linear) law. However, in the DD method, the influence of the 
structural change in the dislocation core during the dislocation-precipitate interaction process 
cannot be considered. Takahashi et al. has proposed a DD simulation technique, which is an 
application of discretized Peierls-Nabarro model to the dislocation-precipitate interactions [1]. In 
the method, dislocations are discritzed with several fractional dislocations, and the dislocation core 
structure is described as the 2-dimensional planar arrangement of the fractional dislocations. The 
lattice restoring force arising from the difference in the generalized stacking fault energy in the 
matrix and the precipitate is changed according to the position of the fractional dislocation. The 
method can consider the influence of the structural change in the dislocation core, and however, 
the necessary computational cost is quite high. In addition, the numerical stability is also 
problematic due to the close interaction of fractional dislocations within the dislocation core.  
 
In this study, a VDC model is proposed to enable us simulating the dislocation-precipitate 
interactions using the DD method with a realistic computational cost and high numerical stability. 
In the VDC, the dislocation core structure is locally defined as a 1-dimensional arrangement of 
virtual fractional dislocation (VFD) at the integral point along the dislocation segment. The VFD 
experiences the self-force and the elastic interaction force calculated in the DD method. In addition, 
the lattice restoring stress and the elastic interaction between VDC within the dislocation core are 
also considered. Thus, dislocations can be modelled as a single curved line, which drastically 
reduces the computational cost and improves the numerical stability compared to the DD simulation 
with full fractional dislocations. As a demonstration of the dislocation-precipitate interaction 
simulation using the VDC model, the g-precipitate interaction with dislocation is simulated, and the 
critical resolved shear stress (CRSS) of the interaction is calculated. The CRSS calculated with the 
VDC model is comparable to that calculated using the DD method with the full fractional 
dislocations. Moreover, the dislocation shape and the core structure calculated with the VDC model 
are in good agreement with those calculated with the DD method with full fractional dislocations. 
The VDC model is further applied to the dislocation-sheared spherical precipitate interaction 
problem. The lattice restoring stress for the matrix, precipitate and the interface between the matrix 
and precipitate is used. The CRSS and the interaction mechanism are discussed in the paper. 
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It is well established that the strength and ductility of the polycrystalline metals are significantly 
influenced by the interaction between the dislocations and grain boundaries (GBs). Several 
representative phenomena are observed when the dislocation impinges the GB: 1) the dislocation 
is absorbed into the GB; 2) the dislocation transmits through the GB and slips on a certain plane 
in adjacent grains; and 3) the dislocations plie up before the GB, which imitates a wall or barrier 
to the movement of dislocations. Several factors can affect the interaction mechanisms and 
critical interaction shear stress (CISS), such as the local GB structure, GB energy, material 
elements, type of dislocations, and so on.  
To investigate the influences of GB energy on the defect interaction, molecular dynamic (MD) 
simulations were performed for edge dislocation-<112> axis symmetric tilt GBs in Cu. It was 
found that the CISS would decrease when the GB energy increases if we only consider the 
weakest point alone the GB plane. Meanwhile, the interactions between a screw dislocation and 
coherent twin boundary (CTB) were implemented to interpret the material influence on the CISS 
in Cu, Al, Ni, Ag, Au, Pd. The CISS will be influenced by the difference between the unstacking 
fault energy and stacking fault energy.  
Furthermore, as the dislocation-GB interactions were usually treated as the thermally activated 
process which could be accurately estimated by the transition state theory, we used the nudged 
elastic band (NEB) method to determine the saddle point and energy barrier of the interaction in a 
certain deformation state. It was found that the energy barrier would decrease when the shear 
stress increases because the high-stress state promoted the interaction and reduced the energy that 
should be externally introduced to trigger the interaction. The subsequently derived activation 
volumes (13~31 3b ) and strain rate sensitivities corresponded well with the experimental data for 
the edge dislocation-<112>axis GB in Cu. A similar process was also applied to the screw-CTB 
interaction, the activation volumes and strain rate sensitivities corresponded well with the 
experiments. This process also quantitatively linked the MD to the realistic experiments.   
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Dislocation has been regarded as the essential lattice defect in plastic deformation, especially 
in metallic materials. The fundamental properties of the dislocation core have a dominant 
influence on the intrinsic ductility or brittleness of materials. The interaction between dislocations 
and other crystal defects plays a critical role in determining the mechanical properties of metals. 
The classical strengthening mechanism was developed by this central premise, and the 
mechanical properties of metals have been developed by understanding and controlling the 
dislocation behavior.  

Especially, plastic deformation in BCC metals is achieved by a fundamental motion of screw 
dislocations through a kink mechanism. Alloy elements influence the mechanical properties 
significantly, where the classical strengthening mechanism can no longer be applied to the alloy 
design due to the complex effect derived from the electronic structure. The first-principles 
calculations have been widely applied to calculate the dislocation core of various metals directly. 
The core structure of dislocation in pure BCC metals and the effects of solutes on core structure 
have been investigated by the first-principles calculations. In the present study, we evaluated 
softening/strengthening behavior of dilute and highly-concentrated BCC alloys by the first-
principles calculations. The introduction of dislocations within our periodic cell was 
accomplished by applying a continuum linear elastic theory solution for the periodic dislocation 
dipole array [1]. Then, we proposed new analytical models describing the kink process of screw 
dislocations, in which the fundamental properties are evaluated by the electronic structure 
calculations. The analytical models based on the solid solution and the line-tension model were 
applied efficiently to predict the fundamental mechanical properties. The first-principles 
calculations of dislocation core provided a clear trend in interactions between a solute and a screw 
dislocation depending on the type of alloying elements, revealing that the electronic structure 
around the dislocation core strongly influences the kink process. Furthermore, the analytical 
model reproduced the macroscopic solid solution softening/strengthening behavior in dilute 
alloys and the unique slip behavior in highly-concentrated alloys. 
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It is worthwhile to investigate the interplay between impurities and dislocations in metals from both 
a basic and a practical standpoint since there are several intriguing topics to consider. In a crystal, 
impurity atoms, complexes, and impurity clusters scattered throughout the crystal all have an effect 
on the mobility of dislocations via a variety of mechanisms. In this study, we use extensive 
molecular dynamics (MD) calculations, based on a highly-accurate interatomic potential to 
examine how hydrogen atoms impact the mechanisms behind the mobilities of edge dislocations in 
body-centred cubic (bcc) alpha-Iron (α -Fe) at a temperature ranging from 300 K to 500 K. The 
edge-dislocation mobility in α-Fe is shown to be temperature and hydrogen concentration-
dependent in this MD investigation. It is demonstrated from the results that hydrogen impurities 
that are efficient in locking dislocations exist in the form of complexes that are scattered discretely 
along the dislocation line and that these complexes operate as extremely effective impediments to 
the mobility of edge dislocations. The hydrogen impact on the edge dislocation motion from the 
dislocation velocities versus shear stress reveals that the movement of edge dislocations in α-Fe 
with Hydrogen is much damped as the hydrogen concentration increases. Increased hydrogen 
concentration produces internal strain in the α-Fe cristal; hence, the shear stress increases with 
decreasing dislocation mobility. According to the atomistic structure study results, when the 
dislocation velocity is very low (less than 1 m/s), the movement of Hydrogen atoms with the edge 
dislocation segment is enhanced because the longer time is given for Hydrogen to catch up the 
dislocation motion. Therefore, the synchronized motion of the Hydrogen and dislocation segment 
is increased with decreasing dislocation velocity. Furthermore, the drag coefficient calculated from 
the dislocation velocity vs stress graph reveals that it decreases with temperature in α-Fe containing 
hydrogen atoms. As the temperature decreases, it is clear that Hydrogen has a more significant 
influence on edge-dislocation mobilities with increased shear stress, as seen by the data. Even with 
small cell size, a unique locking mechanism is identified in the α-Fe, which increases the necessary 
stress for dislocation migration in α-Fe. Specifically, our studies indicate the prominent processes 
of edge-dislocation motion in α-Fe, as well as particular implications of temperature and Hydrogen 
on these mechanisms, all of which have the potential to have a considerable influence on the 
mechanical properties of α-Fe. As a result of this research, it is concluded that temperature and 
hydrogen concentration is very significant determinants of deformation in hydrogen-containing 
metals since much lower temperatures are used for Hydrogen storage applications [1,2]. 
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Predicting fracture of iron-based alloys (steels) as a function of alloying/chemistry and loading conditions
is crucial to optimize their mechanical performance for many applications. Fracture is controlled by
multi-scale mechanisms that originate at the atomistic scale. Therefore, understanding fracture of pure
iron at the atomistic scale is essential to build a predictive model of fracture for iron-based alloys.

Molecular dynamics (MD) is a suitable tool to explore atomistic mechanisms occurring at crack tips.
The reliability and accuracy of MD depends on the interatomic potential (IAP). Many Fe IAPs have
been published, but none of them is capable of reproducing the experimental evidence of fracture in iron
[1]. Here, we develop a new Gaussian Approximation Potential (GAP) for fracture in iron, by extending
a previous Fe GAP [2]. We enrich the existing density function theory (DFT) database [3] by adding
crack-relevant configurations, including highly deformed primitive cells and surface separation.

The new Fe GAP preserves DFT-accurate properties (elastic constants, surface energies, and Bain path).
Together with other state-of-the-art IAPs, mode-I fracture process of single-crystal iron is studied for
several crack fronts and planes, by performing molecular statics. The cleavage plane and critical stress
intensity factor are compared with experiments and with Griffith theory. The competition between cleav-
age on {100} and {110} planes is studied and simulations, theory, and experiments are compared. Our
study provides a systematic strategy for improving machine learning IAPs for fracture.
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Wiredrawing is a conventional method for plastic working to make wires narrower and it has 

been applied to wide variety of metallic materials. Industrial needs for smaller sized wires, such 

as those with micro-meter or nano-meter size dimension, are now continuing, whereas there is no 

clear insight of the wiredrawing when the process size comes to such an extremely narrow region. 

This study aims to acquire the possibility of fabrication technique of very small wires and to 

establish the theoretical foundation concerning wiredrawing process in nanometer-sized region. 

Contrast to conventional simulating method based on finite element analysis (FEA) which has 

been already widespread in industry, molecular dynamics (MD) analysis (atomistic simulations) 

will become a central methodology to investigate the process in near future. 

So far, material models of pure iron (Fe) and pearlitic steel which contains carbon atoms as well 

as Fe atoms are well established by the present authors [1], and theoretical prediction concerning 

plastic deformation mechanism and atomic processes in drawing of Fe-based materials has been 

paid attention. Recently, our simulations are going to be applied to pure-magnesium (Mg) 

nanometer-sized wire. The Mg material contains well-known difficulty in any cold plastic 

working due to restriction of slip systems inherent to hexagonal closed-packed (h.c.p.) structures. 

We will compare our previous results of plastic process in wiredrawing of Fe-based (body-

centered cubic: b.c.c.) material [1] with h.c.p. wires. 

In the simulation of metallic wire, a conical die with semi-angle of 7 degrees is spatially fixed and 

the wire passes through the die with a given drawing speed. Since intact interaction energy 

between die and wire atoms offered by EAM potential function is tremendously large, the 

interaction for pairs in the vicinity of the interface is adequately reduced by modifying the 

strength. Simultaneously, the wires are subjected to plastic strain which is needed for the 

reduction ratio of the diameter. By using wire models made of Mg single crystal with various 

crystal orientations, it is found that deformation twinning works very effective for accumulation 

of the plastic strain. On the other hand, it is observed that slip systems inherent to Mg crystal are 

fatally limited in contrast to pure Fe crystal, as crystallographically predicted. We can observe 

atomistic processes of formation and propagation of twin planes, basal slips and their 

combination, which are unique to the Mg crystal. Interestingly, deformation twins are followed 

by phase transformation from h.c.p. phase to b.c.c. phase. It is concluded that nanometer-sized 

wiredrawing is theoretically possible for the Mg material, but deformation process there is totally 

different from Fe-based material and drawing orientation strongly affects the plasticity. Therefore, 

we can suggest that a selective condition of wiredrawing certainly exists for Mg in any size-scale. 
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Line defects like dislocations and disconnections play critical roles in the thermodynamics and 
kinetics of interfaces in crystalline solids; the Burgers vector content of the defects accommodates 
mismatch and misorientation across the interface, while the step character of disconnections 
enables migration of the interface via their glide motion. While the continuum perspective on 
interfacial line defects has greatly matured in recent years thanks largely to the development of the 
topological model by Pond and Hirth [1], atomistic analysis of interfacial line defect structures is 
still in its infancy. This is largely due to the difficulty of identifying and characterizing interfacial 
line defects in atomistic datasets. While the revolutionary dislocation extraction algorithm (DXA) 
tool can automatically identify interfacial dislocations, it requires the specification of an atomic 
motif for the interface structure [2,3]. This is labor-intensive and often difficult to accomplish in 
practice. Furthermore, DXA cannot identify disconnections. Building on the success of DXA, we 
develop a new technique for identifying interfacial line defects which is based on the concept of 
constructing Burgers circuits between coincidence sites in the interface. This technique does not 
require any structural input about the interface and can identify both interfacial dislocations and 
disconnections. Using this new technique, which we call the dislocation and disconnection 
extraction algorithm (DDXA), we analyze interfacial migration during martensitic transformation 
in Fe, revealing the key interplay between bulk and interfacial line defects.   
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Precise prediction on strength of polycrystalline materials needs the knowledge of hardening 
behaviour with slip transfer across grain boundaries (GBs). In this study, plastic deformation near 
GB of bicrystal was numerically analized using crystal plasticity finite element method (CPFEM). 
To describe the hardening behaviour by CPFEM, a constitutive equation based on Kocks-Mecking 
model [1] with slip transfer effect across GB was proposed and implemented by using a user 
material subroutine of LS-DYNA. For the description of GB interaction, the geometrically 
necessary dislocation (GND) density near GB induced by strain gradient was affected by the 
transmission factor representing the degree of slip transfer across GB. In the present model, the 
factor is based on a criterion considering the intersection between slip plane and GB proposed by 
Shen et al. [2]. To discuss the validity of the introduced GB model based on CPFEM, two models 
were considered; one is a bicrystal subjected to uniaxial tension normal to GB and the other is one 
subjected to simple shear perpendicular to GB. The former is for numerical verification comparing 
with the reference [3], and the latter for that to the GB interaction criterion. The preferential slip 
system across GB and the plastic deformation near GB were especially discussed for several kinds 
of GBs of aluminium bicrystals. 
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The mechanical properties of nanoscale metallic materials differ from those of bulk materials 
because of lack of dislocation sources inside the materials [1] and the increased influence of 
surfaces [2]. For example, Cao et al. indicated by molecular dynamics (MD) simulation that the 
yield stresses differ between quadrangular prism and cylinder nanorods of Cu single crystal with 
the same crystal orientation [2]. In the case of bulk materials with the same crystal orientations, 
the yield stress is independent of the cross-section shape and the critical resolved shear stress, 
τCRSS, is constant (Schmid’s law). The research by Cao et al. suggests in contrast that Schmid’s 
law may not hold in the nanoscale materials. However, the effect of surface orientations and edge 
between them, which should play a vital role in slip occurrence in nanorods, has not been 
clarified. 
 In this study, we performed a uniaxial tensile deformation simulation using MD for Cu 
single crystal nanorod models in which the cross-section shape was systematically changed. To 
evaluate the basic slip deformation, we set a crystal orientation of the nanorods so that the slip of 
the specimen under the uniaxial tensile load becomes a single slip. The cross-section shapes of 
the nanorods were square (Sqr), square rotated by 45 degrees (Sqr45), regular octagon (Oct), and 
circle (Cir). The length of one side of Sqr and Sqr45 models and the diameter of Cir model were 
20 nm, and the length of one side of Oct model was 8.28 nm. The lengths in the loading direction 
of all models were 34 nm. With the periodic boundary condition only along the loading direction, 
we conducted MD simulation at 300 K to evaluate the slip deformation and calculate τCRSS. 
 In the Sqr, Oct and Cir models, the deformation occurs only in the main slip system, and 
the τCRSS of each rod was 1.34, 1.59 and 1.69 GPa, respectively. On the other hand, although the 
crystal orientation is the same as that of the other models, the deformation in the Sqr45 nanorod 
occurs in the second slip system and the τCRSS is 1.00 GPa. These results indicate that the cross-
section shape remarkably affects the slip deformation and that Schmid’s law does not hold in the 
nanoscale materials. To investigate the effect of surface edge on the slip deformation, we also 
conducted MD simulation for nanorods with varying chamfers in square. We will discuss the 
detailed mechanism in the presentation. 
 Financial support by JST through a CREST program for “Nanomechanics” is gratefully 
acknowledged. 

REFERENCES 

[1] Nowak, J.D., Beaber, A.R., Ugurlu, O., Girshick, S.L. and Gerberich, W.W. Small size 
strength dependence on dislocation nucleation. Scripta Mater. (2010) 62: 819-822. 

[2] Cao, A. and Ma, E. Sample shape and temperature strongly influence the yield strength of 
metallic nanopillars. Acta Mater. (2008) 56: 4816-4828. 

1599



Effects of Dynamic Segregation on Grain Boundary Migration in High-entropy AlloysKohei Shiotani, Tomoaki Niiyama and Tomotsugu Shimokawa

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

 Effects of Dynamic Segregation on Grain Boundary Migration  
 in High-entropy Alloys 

 
Kohei Shiotani1*, Tomoaki Niiyama2 and Tomotsugu Shimokawa3 
1 Kanazawa University, 920-1192, k.shiotani@stu.kanazawa-u.ac.jp 
2 Kanazawa University, 920-1192, niyama@se.kanazawa-u.ac.jp 

3 Kanazawa University, 920-1192, simokawa@se.kanazawa-u.ac.jp 
 
Key Words: High-entropy alloy, Molecular dynamics, Grain boundary, Segregation, Solute-drag 
 
 
High-entropy alloys (HEAs), which are solid solution materials obtained by mixing more than 

five elements with near equiatomic fractions, have attracted significant attention because of their 
excellent mechanical properties such as thermal stability at high temperatures [1]. The excellent 
thermal stability of HEAs needs to suppress the activation of grain boundary (GB) migration that 
causes grain growth. Hence, understanding a detailed atomic behavior at GBs in HEAs is 
indispensable to elucidate the mechanism realizing the thermal stability of HEAs. Elemental 
segregation to GBs, where equiatomic fraction breaks, have been reported in HEAs [2]. This 
suggests that dynamic GB segregation and drag of atoms might occur when the migration of the 
GBs is sufficiently slow. These dynamic phenomena could increase a driving force required for 
the continuous GB migration. However, it is not easy to capture the dynamic behavior of atoms 
using only experimental approaches. In this study, we investigate the influence of the dynamic 
GB segregation on the GB migration in HEAs through molecular dynamics (MD) simulations.  
Equiatomic FeNiCrCoCu-HEAs with a Σ17(530)[001] high-angle tilt GB is modeled with 

interatomic interactions developed by Farkas et al [3]. The GB is moved by an applied shear 
strain parallel to the GB plane. In this study, we investigate GB velocity dependence of GB 
migration through controlling shear strain rate. These simulations are performed at T = 0.85 Tm, 
where Tm = 2090 K is melting temperature of the HEAs. For the comparison with HEAs, we 
conduct the same analyses with an interatomic potential of pure Cu developed by Mishin et al [4]. 
The GB migrates at various velocities from 0.07 m/s to 15 m/s under different driving forces. In 

pure Cu, the relation between the GB velocity and the driving force is almost linear. The HEA 
also exhibits the same linear relation, but the susceptibility of the GB velocity to the driving force 
in the low GB velocity region significantly smaller than that in the high-velocity region. We 
confirm dynamic GB segregation occurs in the low-velocity region. The effect of the segregation 
on the GB migration could be explained in terms of the reduction of atomic diffusion at GBs 
because the GB migration requires atomic rearrangements at the GBs which would be reflected in 
the atomic diffusion. To examine the effect of GB segregation on GB migration, we compare the 
activation energy of the atomic diffusion under no external load between two types of GBs; a GB 
where the elements are assigned randomly and a GB where the elements are assigned closely to 
thermal equilibrium obtained by a hybrid procedure of Monte Carlo and MD simulations. The 
later GB distribution mimics the composition of the dynamically segregated GB. The activation 
energy of diffusion in the thermally equilibrated GB is higher than that in the randomly assigned 
GB. Therefore, the dynamic GB segregation increases the energy barrier for GB diffusion, which 
can be related to an increase in the driving force required for the GB migration at lower velocities. 
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Magnesium has attracted much attention from engineering viewpoint because of its low density 
and relatively high specific strength. At room temperature, magnesium has only the major slip 
systems of basal slip and non-basal slips are difficult to be activated. Deformation twinning is an 
essential mode of plastic deformation. There are two typical modes of twinning. While the critical 
resolved shear stress (CRSS) for the {101"1} compressive twinning is high, the {101"2} tensile 
twinning has low CRSS and appears in an early stage of plastic deformation, related to the low 
dislocation energy and the low Peierls barrier of {101"2}  twinning dislocation [1]. Although 
{101"2} twins are considered to generate preferentially from inhomogeneous regions associated 
with grain boundaries and dislocations [2], understanding homogeneous nucleation of twins gives 
us fundamental information on {101"2}  twinning. In this study, we energetically evaluate 
homogeneous nucleation of {101"2} twin using the nudged elastic band (NEB) method. The NEB 
analyses of homogeneous twin nucleation under shear strain are carried out and the shear strain 
dependence of the activation energy barrier is discussed. The NEB results are compared with a 
simple nucleation model. 
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Al-Mg-Si alloys are widely used in the automotive and aeronautical industries because of their 
excellent properties, including high strength-to-weight ratios, good formability, and high corrosion 
resistance. The hardness of the alloys is increased through aging, in which the formation of solute 
clusters and metastable precipitates hinders the motion of dislocations. During precipitation of Al-
Mg-Si alloys, solute atoms diffuse and aggregate to form nanosized clusters while maintaining 
coherency in the matrix. Then, the metastable 𝛽𝛽” phase, which is the main strengthening phase of 
the alloys, begins to nucleate as the clusters grow. Because the strength of the alloys changes 
significantly depending on the temperature during aging [1], solute clusters formed before 
nucleation of the 𝛽𝛽” phase are believed to affect the resultant strength of the alloys. Therefore, 
identifying the specific process involved in the short-range ordering of solute atoms during aging 
is essential in controlling the mechanical properties of this alloy system and in designing new alloys 
with superior performance. A previous experimental study [2] revealed that the compositions and 
thermal stabilities of solute clusters in Al-Mg-Si alloys changed dramatically depending on 
temperature. However, the details of the atomic structures of solute clusters have yet to be clarified. 
 
In this study, we evaluated the interaction energies between solute atoms and vacancies in the Al 
matrix using first-principles calculations and constructed a multi-body potential for the Al-Mg-Si 
system. Atomistic Monte Carlo (MC) simulations were then performed to analyze the formation 
behaviors and thermal stabilities of solute clusters. Equilibrium MC simulations without detailed 
balance [3] were conducted to simulate the thermal equilibration of the Al-Mg-Si system under 
various temperatures. Results indicated that the temperature range in which the solute clusters were 
formed was limited, and the sizes and compositions of the clusters changed temporarily with 
temperature. At low temperatures, the sizes of the clusters were relatively small and their 
compositions were widely distributed from Si-rich to Mg-rich. In addition to many small Si-rich 
clusters, Mg-Si or Mg-rich clusters with L10-type ordered structures were formed. However, at high 
temperatures, the sizes of the clusters were relatively large and their compositions asymptotically 
approached Mg/Si = 2 (i.e., Mg-rich) as the cluster size increased. The Mg-rich clusters formed at 
high temperatures also had internal L10-type structures. We found that Mg-Si or Mg-rich clusters 
that were initially formed under low temperatures grew under higher temperatures, whereas Si-rich 
clusters maintained their sizes and compositions during MC sampling. Our results on the 
relationship between cluster size and Mg/Si ratio were consistent with those of the experimental 
counterpart [4]. Our study provides a modeling approach that efficiently uses first-principles-
calculated energies and an MC model in a scale-bridging manner to elucidate the thermodynamic 
characteristics of the formation of solute clusters. 
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INTRODUCTION 
The Bauschinger effect intrinsically involves multiscale problems of complex kinds when it 

comes to its rational modeling beyond phenomenological approaches that rely on kinematic 
hardening laws, despite being one of the classical issues in plasticity. The associated transient and 
permanent softening behaviors, including apparent reduction in the elastic moduli as well as the 
early re-yielding phenomena, stem strongly from deformation-induced inhomogeneous fields to 
be developed in plural scales, e.g., intra-granularly evolving dislocation substructures and those 
associated with inter-granular nonuniformities. 

The present study intends to tackle this issue from the persepctive of evolving 
inhomogeneous fields that naturally bring about irreversibilities during load reversal based on 
Field Theory of Multiscale Plasticity[1] (FTMP). FTMP allows us to reproduce dislocation 
substructure evolutions in single crystals, simply by additively introducing the incompatibility 
tensor-based defect degrees of freedom in an appropriate manner in the hardening law to be used. 

CONDITIONS 
We extend such series of simulations to polycrystal models under tension-compression 

straining, with 163, 613, 1351, and 2377 grains, respectively, by allocating six typical orientations 
of (100)[001], (110)[001], (100)[011], (1̅1̅0)[1̅10], (11̅0)[111], and (111̅)[123] randomly 
to them, where the intragranular substructure evolutions are simulated simultaneously. 

RESULTS AND CONCLUSION 
The transient softening tends to appear even in the 163 model and is shown to be enhanced 

with increasing number of grains, while the permanent softening seems to require sufficent 
number of grains for it to naturally emerge. Contributions from intra and inter-granular 
inhomogeneities are examined by carefully separating each by taking differences among 
simulation results obtained under selected conditions with and without the incompatibility 
models. 

At the same time, the associated energy conversions from elastically-stored states to local 
plastcity measured by variations of the incompatibility is scrutinized based on duality diagram 
representation scheme, where the diagram is constructed by plotting the incompatibility trace 
against the fluctuation of the elastic strain energy. SThe ratio of the ordinate to the abscessa of the 
diagram at the maximum tension, referred to as duality coefficient, representing the energy 
conversion rate, is demosntrated to correlate well the Bauschinger strain, as a measure of transient 
softening. This eloquently implies that the irreversibilities causing transient softening stem 
majorly from the inhomogeneous fields evolved during the forward loading. 

The comparison among the four models is further made to systematically examine the effect 
of inter-granular inhomgeneities on the transient softening. 
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Kink-strengthening for mille-feuille structures has attracted many attentions in recent years. This 
study aims at identifying the kink formation/strengthening mechanisms via numerical 
reproductions of emerging kink-like morphologies. Reproducing ridge kink morphologies and the 
attendant strengthening for a single crystal Mg model are explored based on CP-FEM devised with 
FTMP (Field Theory of Multiscale Plasticity). In FTMP, defects in a crystal are considered as 
torsion and curvature, and these are calculated as dislocation density tensor and incompatibility 
tensor in continuum mechanics. By introducing these two into the hardening ratio in the hardening 
development law, the theory can reproduce the heterogeneous deformation inside the material. The 
incompatibility tensor-based relevant underlying microscopic degrees of freedom satisfying rank-
1 connectivity condition, referred to as “kink model,” is introduced either explicitly or implicitly to 
the conventional slip-based constitutive framework. The use of the explicit model exhibits 
realistically-resembling ridge kink morphologies. The energy release associated with the kink also 
approximates the results observed in experiments. whereas the implicit model allows raised stress 
response accompanied by relatively heterogeneous kinking structures, provided appropriate initial 
imperfections as well as mille-feuille structures that can effectively store excessive elastic strain 
energy. We have predicted that the mechanism of kink generation is the mutual exchange of energy 
stored in each of the hard and soft layers. The simulation results described above include an 
experimentally-observed unique feature reported based on the AE (acoustic emission) technique, 
demonstrated to exhibit power-law type distributions both in the strain energy fluctuation and the 
incompatibility from the early stage of deformation even before the massive emergence of kink-
like regions, analogous to the AE observations. They lead us to tentatively conclude that the layered 
structure associated with the incompatibility-based relevant degrees of freedom, in addition to a 
sufficient constraint of the basal slip activity, can play pivotal roles in reproducing the targeted 
feature. Extended discussions of all the above are further made via the corresponding duality 
diagram and scale-free representations. Also demonstrated is a successful reproduction of the 
peculiarly-deformed specimen under slightly-inclined tension experimentally observed recently, 
shown to brought about by kinking deformation as well. This further backs up the validity of our 
simulation model. 
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Anisotropic multilayered materials in a nanoscale thickness have been applied to the electronic 
devices such as a semiconductor, sensors, MEMS and NEMS. Misfit dislocation networks 
frequently occur at the interface in multilayered structures composed of different crystal 
structures. Furthermore, atomic structures near the interface are different from each bulk structure. 
The interface energy occurs in a similar manner to the surface energy[1]. Then, the interface 
energy can be expressed a function of surface strain. The interface stresses and interface elasticity 
originated from the atomic structures near the interface are calculated from the first derivative and 
the second derivative of the interface energy with respect to the interface strain. In the present 
paper, the interface properties, such as the interface stresses and interface elasticity, are obtained 
using the molecular statics analysis. On the other hand, stress and displacement fields for the 
multilayered structures with misfit dislocation networks are deduced using a three-dimensional 
Stroh’s formalism[2][3]. Until now, the transfer matrix method was usually applied for analyzing 
the stress and the displacement around a misfit dislocation at the interface in the multilayered 
materials[4]. When the interface properties are taken into the boundary condition at the interface, 
the transfer matrix method cannot be used. So, a new method is needed to develop for the analysis. 
Furthermore, when the boundary conditions for the top surface and the bottom surface are 
prescribed, the unknown vectors using in the displacement and traction expressions become very 
complicated. In the present analysis, a simplified expressions for the unknown vectors including 
all boundary conditions, such as the interface properties, are deduced through some recursive 
formulae of the m-th layer. Then, the expressions for displacement and traction for arbitrary 
number of layer could be explicitly deduced.  The procedure for the expressions can be extended 
to isotropic materials. The interaction of misfit dislocation networks existing at different interface 
is investigated and also the influence of the interface properties on the interaction is clarified. The 
stress and displacement fields for the derived solutions are compared with those obtained by the 
molecular statics analysis to demonstrate the validity of the solutions. 
 

REFERENCES 

[1] Koguchi, H. and Hirasawa, Y. Stress and Displacement fields around misfit dislocation in 
anisotropic dissimilar materials with interface stress and interface elasticity. J. Appl. Mech. 
(2015) 82: 081005-1-081005-12. 

[2] Ting, T. C. T. Anisotropic Elasticity-Theory and Application. Oxford University Press. New 
York. (1996) 

[3] Vattre, A. J. and Demkowicz, M. J. Determining the Burgers vectors and elastic strain 
energies of interface dislocation arrays using anistropic elasticity theory. Acta Mater. (2013), 61: 
5172-5187. 

[4] Bonnet, R. Elasticity theory of straight dislocation in a multilayer. phys. Stat. sol. (a). (1996) 
180: 487-497. 

1605



Investigation of interaction between dislocations and obstacles in BCC iron by using neural 
network atomic potential
Hideki Mori, Mitsuhiro Itakura, Masahiko Okumura, Tomohito Tsuru, Yoshinori Shiihara and 
Daisuke Matsunaka

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Investigation of interaction between dislocations and obstacles in BCC iron
by using neural network atomic potential

Hideki Mori1, Mitsuhiro Itakura2, Masahiko Okumura2, Tomohito Tsuru3,
Yoshinori Shiihara4, Daisuke Matsunaka5

1 College of Industrial Technology, Amagasaki Hyogo 661-0047 Japan, morih@cit.sangitan.ac.jp
2 Center for Computational Science and e-Systems JAEA, Kashiwa Chiba 277-0871 Japan

3 Nuclear Engineering Research Center JAEA, Tokai-mura Ibaraki 319-1195 Japan
4 Toyota Technological Institute, Nagoya Aichi 468-8511 Japan

5 Shinshu University, Nagano Nagano 380-8553 Japan

Key Words: BCC iron, Dislocation, Obstacle, neural network atomic potential

Interaction between dislocations and obstacles, such as void and precipitates are important in the strength
of BCC iron. Because of size of dislocation core which is typically less than 1 nm, the investigation of
the interaction between dislocations and obstacles requires the use of atomic modeling. Because of
long range elastic interaction of dislocations, atomic modeling for dislocation dynamics require usu-
ally 100,000∼ atoms. Therefore, usually, empirical atomic potentials, such as embedded atom method
(EAM) are used for investigation of dynamic interactions between dislocations and obstacles. However,
the predicted structure and energetics of the dislocation core by empirical inter-atomic potentials are not
consistent with the results of first principles calculations based on density functional theory (DFT). Thus,
the exact details of the interaction between dislocations and obstacles are still obscure. To overcome this
problem, we constructed the atomic potential with DFT accuracy based on an artificial neural network
(ANN) framework. [1]. In this research, by using the ANN potential, to investigate the interaction be-
tween edge dislocation and obstacles, we performed 1000,000 atoms molecular dynamics simulation
with DFT accuracy.

This study was partially supported by JSPS KAKENHI Grant Numbers JP 21K04631.
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In recent materials science, controlling heterogeneity, where different microstructures coexist in 

a single material, has been regarded as a fundamental strategy to achieve both strength and 
durability in structural materials. The elastic state is also spatially inhomogeneous in such 
structures; however, any computational method has not yet been established to reveal such an 
inhomogeneous elastic state at the atomic level. 

We have developed a local stiffness calculation scheme based on the first-principles atomic stress 
calculation [1][2] and have applied this method to the MAX phases, Ti3AC2 (A = Al, Ga, In), which 
possess an atomic-level stacking structure (Fig. 1). As shown in Table 1, the computational results 
obtained by this scheme properly represents the difference between the soft layer (Ti-A-Ti) and the 
hard layer (Ti-C-Ti-C-Ti) inside the MAX phases. In the presentation, we will discuss the details 
of the local stiffness calculation and the electronic structure of the MAX phases behind their local 
stiffness. 
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A Layer C11 C33 C44 
Al Hard 427 335 133 
 Soft 315 304 129 

Ga Hard 427 393 149 
 Soft 311 262 119 

In Hard 398 362 137 
 Soft 300 227 92 Fig. 1: Layered structure of Ti3AC2 MAX phase. 

Table 1: Local stiffness [GPa] of Ti3AC2. 
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This study attempts to clarify a sort of an application limit of  FTMP (The Field Theory of 
Multiscale Plasticity) [1] in describing semi-discrete microscopic processes of dislocations, through 
a systematic series of simulations on micropillar compressions against single crystal samples. 
Micropillar tests [2] have been recently attracted attentions as a direct measure to tangibly investigate 
mechanical properties of materials in micrometer regions, and have been further extended to 
nanometer regions. The marked features include intermittent as well as isolated nucleation and 
expansions of dislocation loops generated from a limited number of sources that are statistically   
pre-existed within the sample to be tested, resulting in extremely high yield stress followed by strain 
bursts with eventual terminations due to source starvations [3], leaving finely and massively stepped 
surface morphologies through which dislocation loops had been passed away. FTMP, on the other 
hand, possessing prominent descriptive capabilities for deformation-induced inhomogeneities of 
evolving kinds, has been demonstrated to enable crystal plasticity-based finite element (CP-FE) 
simulations to easily and naturally reproduce dislocation substructures with various morphologies 
and the associated misorientation developments, simply by adding the incompatibility tensor-
related appropriate defect degrees of freedom to the hardening law being employed,[1] and recently 
has been successfully applied also to “kinking” related stuff in Mg, including both their formations 
and contributions to the strengthening. Here, we perform some preliminary approaches aiming at 
reproducing the above features, assuming a 2D single crystal sample with nearly ideal strength, 
equipped with a few regions having high Schmid factor, as a source of dislocation generations. 
Demonstrated tentatively are expanding dislocated regions at the onset of the first strain burst, as 
well as the resultant emergence of surface steps. The results are further examined in detail by 
visualizing the energy transfer from elastically-stored states to local plasticity via the variation of 
the incompatibility field, by using duality diagram representation scheme, where the diagram 
correlates the trace of the incompatibility tensor with the fluctuation of the elastic strain energy. 
There observed an abrupt increase in the incompatibility with strain energy fluctuation nearly 
unchanged at around the onset of the strain burst, representing a nucleation of a set of dislocations 
from one of the introduced source regions. The completion of the present study will greatly extend 
the wing of the possibilities of continuum mechanics-based top-down approach toward micro-
plasticity.   
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In this research, we investigate the size dependent elasto-plastic deformation of screw dislocations 
in a nano-scale object.  Our method is based on the continuum mechanics on the Riemann-Cartan 
manifold [1-3]. This mathematical framework introduces the three different configurations, 
reference R, intermediate B, and current S configurations, in order to express the elasto-plastic 
deformation. Here, the first map, from R to B, represents the plastic deformation and the second 
one, from B to S, corresponds to the elastic relaxation. The total deformation gradient is expressed 
by the multiplicative decomposition of the respective deformation gradients: Fp and Fe. 
 
For a given distribution of the dislocation density, we solve the weak form of Cartan first structure 
equation to obtain the plastic deformation gradient 𝐹𝐹𝑝𝑝 and Riemannian metric of the intermediate 
state B. The elastic deformation gradient Fe is then obtained from the minimization of strain energy 
functional. Note that, from a mathematical viewpoint, the elastic deformation is understood as the 
embedding of the Riemann-Cartan manifold into the conventional Euclidean space. We solved the 
variational problems numerically using the finite element method. 
 
We investigated the stress and displacement fields of screw dislocations in a three-dimensional 
rectangular bar with the aspect ratio 1:1:10. Size of the bar is in the order of nano meters. The first 
model includes a single screw dislocation whose Burgers vector and dislocation line is set parallel 
to the longitudinal direction. Present numerical analysis revealed that the stress fields show no 
singularity even at the dislocation core. Deformation fields showed novel twisting phenomenon, 
which is called Eshelby twist, and the magnitude showed notable size dependence. That is, 
magnitude of the twisting angle increases monotonically with decreasing the size. The second 
model includes five twist boundaries along the longitudinal direction. Here, each boundary includes 
a pair of screw dislocations whose dislocation lines cross perpendicular in the boundary planes. 
Numerical analysis showed similar twisting as well as the size dependence of deformation. We will 
discuss the similarity of the two different configurations of screw dislocations from a view point of 
the differential geometry. 
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Diamond-like carbon (DLC) film has superior tribological properties such as low friction and high 
wear resistance. However, one of the major problems with DLC films is the delamination during 
operation, which reduces the adhesion strength. High residual stress inside the film is reportedly 
one of the causes of DLC film delamination [1]. Thus, it is essential to elucidate the mechanism of 
residual stress generation in a DLC film during deposition. Numerical simulation studies for such 
mechanism are indispensable [2] as the experimental measurement of residual stress is challenging. 
 
Recently, we elucidated through molecular dynamics (MD) simulations the residual stress 
mechanism in a DLC film during the deposition of carbon on a diamond substrate [3]. We 
performed the MD simulations using LAMMPS, which is a free and open-source software for 
classical molecular dynamics. Here, we found that the compressive stress in the film is caused by 
the structural change from sp2 to sp3 during the deposition process. As the bond length of sp3 
structure is larger than that of sp2, the structure transition from sp2 to sp3 and the growth of sp3 
cluster causes the compression stress in the film.  
 
In this study, the deposition processes of carbon on an Fe substrate were simulated by MD using 
LAMMPS. We compared the results with our previous work with a diamond substrate [3] to 
investigate the effect of substrate material on the stress generation in the DLC film.  
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While the fatigue mechanism in macroscopic metal materials is well described by self-
organization of dislocation structures, presumably such a description can no longer account for 
fatigue in nanometer- or submicron-sized materials because the dimension of a specimen is 
smaller than that of slip bands consisting of dislocation structures [1,2]. The fatigue mechanism 
of materials with nanometer or submicron dimensions, which we call “nano-micro fatigue”, has 
been little understood, urging establishment of theories to explain the mechanism.  

To tackle this fascinating but challenging problem, we are performing multiscale simulations 
covering the atomistic, mesoscale and micrometer scale levels. We first discuss atomistic model 
simulation with molecular dynamics (MD) of single crystal nano-sized metal models to observe 
dislocation behaviors under monotonic and cyclic loading. In a MD simulation of nanofilms 
under cyclic loads, we found slip localization when the initial structure contained distributed 
vacancies while slip deformations were almost evenly distributed in a pristine model, indicating 
an increased fatigue strength in nanometer-sized specimens where few defects are expected. We 
also performed a MD simulation of nanorods to find some peculiar behaviour at the nanoscale; 
e.g., activation of different slip systems depending on the temperature, nontrivial effects of 
surface edge structure on slip behavior, etc. 

We are also performing simulation of dislocation structure formation by means of the rate 
equation approach, which solves differential equations of the development of density distributions 
of mobile and immobile dislocations under mutual interactions [3]. Using a thin film model, we 
confirmed that certain combinations of input parameters such as dislocation diffusivities and 
mobile-immobile dislocation interactions produce formation of aligned dislocation density peaks 
with certain distances between them, which is indicative of the dislocation wall structure. 
Whether the formation occurs and the dislocation structure (e.g. distances between dislocation 
walls) depend on the parameters. As it is difficult to determine the parameters for the 
phenomenological model, we constructed an artificial neural network (ANN) model to map 
between input parameters of a simulation method and output simulation results, which enables us 
to find parameters that result in realistic dislocation structures observed in experiment. 
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Controlling static and dynamic behaviors of the bubble-like magnetic skyrmion exhibits great 
potential in the application of spintronics. Especially, as a natural property, temperature plays an 
important role in the control of skyrmion behaviors. For example, statically, the temperature can 
lead to the phase transition of the topological magnetic structures (such as skyrmions) by 
affecting their stability; dynamically, fluctuated or inhomogeneous temperature fields can drive 
the skyrmion motion. However, due to the limitation of existing hypothesis-based simulation 
methods, the study of temperature-related behaviors of skyrmions from the perspective of 
thermodynamic free energy is rare. Here, we developed a temperature-related phase field 
simulation to predict and explain the skyrmion behaviors in temperature fields. Statically, we 
demonstrate the skyrmion lattice of a room-temperature ferromagnetic thin film lose the thermal 
stability near the 340 K, and obtain the temperature-magnetic field-strain phase diagrams of 
topological structures in MnSi thin film, which consists with the experimental results very well. 
Dynamically, we study the rectilinear motion of the individual asymmetrical skyrmion driven by 
temperature gradients, i.e., acceleration and deacceleration of skyrmions, and propose a kinematic 
equation to describe it. Therefore, our work demonstrates the temperature-related phase field 
simulation is a reliable method to simulate the skyrmion behaviors in temperature fields, and 
propose the thermodynamics explanation on both static and dynamic features of skyrmions, 
which is anticipated to be the theoretical support for further research about temperature-related 
behaviors of skyrmions, i.e., elementary development of topological defect dynamics, and their 
potential applications in functional devices. 

 
 
REFERENCES 
[1] Y. Wang and J. Wang. The temperature–strain phase diagrams of ferromagnetic thin films 
under different magnetic fields. J. Phys.: Condens. Matter. (2021) 33: 235802  
[2] Y. Wang, T. Shimada, et al. The rectilinear motion of the individual asymmetrical skyrmion 
driven by temperature gradients. Acta Mater. (2021) 221: 117383  
 
 
 
 
 
 
 
 
 
 
*  wang.yu.51p@st.kyoto-u.ac.jp 
 

1612



Reproduction Method of Mechanical Anisotropy Induced by Cold Rolling in Crystal Plasticity 
FE Simulation 
Yusuke Yaginuma and Yoshiteru Aoyagi

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Reproduction Method of Mechanical Anisotropy 
Induced by Cold Rolling in Crystal Plasticity FE Simulation 

 
Yusuke Yaginuma1*and Yoshiteru Aoyagi2 

1 Tohoku university, 6-6-01 Aramaki Aoba, Aoba-ku, Sendai, 980-8579, JAPAN, 
yuusuke.yaginuma.s6@dc.tohoku.ac.jp 

2 Tohoku university, 6-6-01 Aramaki Aoba, Aoba-ku, Sendai, 980-8579, JAPAN, 
aoyagi@tohoku.ac.jp (https://web.tohoku.ac.jp/aoyagi/) 

 
 
Key Words: High entropy alloys, Crystal plasticity, Finite element analysis, Rolling texture, 

Mechanical anisotropy 
 
 
The crystal plasticity FE analysis considering the microscopic information describes the 
mechanical response of polycrystalline metals at the grain level. When the crystal orientation 
information of the actual material is applied to the analytical model for the crystal plasticity FE 
analysis, the crystal orientation is often randomly extracted from the EBSD measurement data. The 
number of crystal grains in crystal plasticity FE analysis is limited to a small number compared to 
the actual crystalline metals due to the problem of calculation cost. The conventional method of 
randomly selecting the crystal orientation does not reproduce the analytical model, and it results in 
significant variations in the analytical results depending on the combination of crystal orientation. 
It is essential from the viewpoint of computational cost to reproduce the crystal orientation 
distribution of the actual material in an analytical model with a small number of grains. 
 
In addition, the rolling texture induced by the rolling process significantly affects the mechanical 
properties of rolled metals, and mechanical anisotropy caused by the rolling texture appears. 
Numerical reproduction of the rolling texture of the actual material reproduces the mechanical 
anisotropy of rolled metals in a crystal plasticity FE analysis. 
 
This study investigates a method to reproduce mechanical anisotropy by accurately reflecting the 
rolling texture in an analytical model with a small number of grains for crystal plasticity FE analysis. 
We propose a method to extract the crystal orientation representative of the rolling texture from the 
crystal orientation measured by EBSD and reflect it in the analytical model. Using the presented 
method, we perform crystal plasticity FEM analysis. Based on the analysis results, the validity of 
the proposed model is discussed in comparison with conventional methods. 

 

1613



Room-temperature deformation behavior of semiconducting crystalsAtsutomo Nakamura

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Room-temperature deformation behavior of semiconducting crystals 
 

Atsutomo Nakamura1* 
1 Osaka University, 560-8531, a.nakamura.es@osaka-u.ac.jp 

 
Key Words: Dislocations, Plastic deformation, Photomechanical effects, Photoindentation 
 
Generally, non-metallic compounds called ceramics and semiconductors are known to be brittle. 

This is partly due to the high Peierls potential, which cause higher force required for the motion of 
the dislocations responsible for plastic deformation. Recently, it has been reported that such 
materials can exhibit large plasticity even at room temperature by controlling the internal 
microstructure and/or outside external field. For example, we reported that quick room temperature 
deformation can be realized in strontium titanate (SrTiO3) by using the internal elemental ratio 
close to the stoichiometric composition [1]. Also, we demonstrate a reversal of yield stress for 
SrTiO3 crystals with different point defect concentrations and existing dislocation densities [2]. On 
the other hand, it was found that extraordinarily large plasticity appears in bulk compression of 
single-crystal ZnS in complete darkness even at room-temperature [3]. This is believed to be due 
to the less interactions between dislocations and photo-excited electrons and/or holes. However, 
methods for evaluating dislocation behavior in such materials with small dimensions under a 
particular light condition had not been well established. Therefore, we proposed a new 
nanoindentation method that incorporates well designed lighting system for exploring dislocation 
behavior depending on the light conditions in advanced semiconductors [4]. Then, we also used 
ZnS as a model material because its bulk deformation behavior has been well investigated. It is 
confirmed that the decrease of dislocation mobility with light observed in conventional bulk 
deformation tests can be understood even by the nanoindentation tests at room-temperature. It is 
remarkable that dislocation mobility appears to be more sensitive to light exposure than dislocation 
nucleation. Thus, we have investigated methods to plastically deform brittle materials and the 
effects of the internal microstructure and/or outside external field condition on the dislocation 
behavior. It is also attractive that the deformed brittle materials have a potential to exhibit unusual 
functional properties due to the special electronic states at around the dislocations cores [5-6]. 

REFERENCES 

[1] Nakamura, A., Yasufuku, K., Furushima, Y., Toyoura, K., Lagerlöf, K.P.D. and Matsunaga, 
K. Room-temperature plastic deformation of strontium titanate crystals grown from different 
chemical compositions. Crystals (2017) 7: 351. 

[2] Fang, X., Ding, K., Janocha, S., Minnert, C., Rheinheimer, W., Frömling, T., Durst, K., 
Nakamura, A. and Rödel, J. Nanoscale to microscale reversal in room-temperature plasticity 
in SrTiO3 by tuning defect concentration. Scr. Mater. (2020) 188: 228-232. 

[3] Oshima, Y., Nakamura, A. and Matsunaga, K. Extraordinary plasticity of an inorganic 
semiconductor in darkness. Science (2018) 360: 772-774. 

[4] Nakamura, A., Fang, X., Matsubara, A., Tochigi, E., Oshima, Y., Saito, T., Yokoi, T., Ikuhara, 
Y. and Matsunaga, K. Photoindentation: A New Route to Understanding Dislocation Behavior 
in Light. Nano Lett. (2021) 21: 1962-1967. 

[5] Nakamura, A., Matsunaga, K., Tohma, J., Yamamoto, T. and Ikuhara, Y. Conducting 
nanowires in insulating ceramics. Nature Mater. (2003) 2: 453-456. 

[6] Muhammad, Q.K., Porz, L., Nakamura, A., Matsunaga, K., Rohnke, M., Janek, J., Rödel, J. 
and Frömling, Till. Donor and acceptor-like self-doping by mechanically induced dislocations 
in bulk TiO2. Nano Energy, (2021) 85: 105944. 

1614



Spherulite Microstructure Formation Simulation Based on Effect of Molding Conditions on 
Polylactic Acid
Hong Liqin, Koichi Tatsuno and Yoshiteru Aoyagi

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Spherulite Microstructure Formation Simulation Based on Effect of 
Molding Conditions on Polylactic Acid 

 
Liqin Hong1*, Koichi Tatsuno2 and Yoshiteru Aoyagi3 

1 Tohoku University, 6-6-01 Aoba, Aramaki, Aoba-ku, Sendai, 980-8579, JAPAN, 
hong.liqin.p7@dc.tohoku.ac.jp 

2 Tohoku University, 6-6-01 Aoba, Aramaki, Aoba-ku, Sendai, 980-8579, JAPAN,  
k-tatsuno@dc.tohoku.ac.jp  

3 Tohoku University, 6-6-01 Aoba, Aramaki, Aoba-ku, Sendai, 980-8579, JAPAN, 
aoyagi@tohoku.ac.jp (https://web.tohoku.ac.jp/aoyagi/) 

 
Key Words: Crystalline polymers, Polylactic Acid, Spherulite, Mechanical Properties, Monte 
Carlo Simulation 
 
 
Thermoplastic polymers are increasingly being used in a wide range of fields because of their light 
weight, low cost and excellent formability. Crystalline polymers, which means thermoplastic 
polymers with semicrystalline phase, have a mixture of a crystalline phase with a stable folding 
structure of molecular chains and an amorphous phase with a disordered structure on a microscopic 
scale. These two layers are alternately stacked to form a structure: lamellar crystal. In addition, it 
is known that lamellar crystals grow radially to produce a crystalline structure, which is called a 
spherulite. The mechanical properties of crystalline polymers are closely related to the dimensions 
of the spherulite and the crystallinity, and the morphology of spherulite depends on the molding 
conditions such as temperature and pressure. 
 
Evaluation of the effect of the spherulite microstructure on the mechanical properties of crystalline 
polymers can improve the accuracy of structural analysis. Various studies have been conducted on 
microstructure and crystallization models. However, since the spherulite is a complicated structure 
composed of amorphous and crystalline phases, the effects of actual molding conditions on 
spherulite microstructure formation and changes in mechanical properties depending on spherulite 
microstructure remain to be clarified. 
 
This study investigates a simulation model predicting spherulite microstructure formation based on 
experimental observations. The crystallization process of polylactic acid is observed at different 
molding temperatures by in-situ observation, and the rate of spherulite formation and growth is 
estimated. Furthermore, according to the Turnbull-Fisher primary nucleation model and the 
Lauritzen-Hoffman secondary nucleation model, Monte Carlo simulations of spherulite 
microstructure formation are performed based on the obtained experimental results. The validity of 
the method is verified by a comparison of the simulated and the experimental results. 
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FTMP framework has been extended to that in Finsler space, allowing it to additionally 
accommodate vectorial fields to be interpreted as “network microscopic degrees of freedom” 
representing “free volume” for modeling amorphous polymers. By utilizing thus extended FTMP, 
we perform here a systematic series of parametric studies of mille-feuille structured polymeric 
materials with different shear strength levels to investigate the conditions for the hard layers to 
yield “kinking” or fold buckling. Transverse stretching are subsequently carried out to further 
examine whether or not thus developed kinked mille-feuille structures can contribute to the 
additional strengthening. Demonstrated is the positive contribution to the stress rise, provided 
moderately kinked layers are formed during the pre-tension process, whereas over-stretched case 
tends to yield sudden stress drop accompanied by accelerated strain energy release, confirmed 
visually on the corresponding duality diagram, as well as physically via damaged region appeared 
on the corresponding strain energy fluctuation contour. For further examining the distinction 
between the two conditions, we performed extended simulatoins focussing exclusively on the MFS 
areas with and without a surrounding thin layer. A severely damaged region emerges in the late 
stage of transverse stretching for the overstretched model w/o thin layer, manifested as sudden 
volumetric strain burst, affecting also the free volume distribution, bringing about steep 
incompatibility rise on the duality diagram, whereas thin-layered model is shown to greatly mitigate 
the trend. This implies that the damage produced in the MFS region has been converted to the 
matrix in the full model, bringing about eventual stress drop.     
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Dendrites are a typical growing morphology for determining solidification microstructures. The 
phase-field method is the most accurate numerical model for expressing dendrite growth. However, 
there are serious issues in phase-field simulations of dendrite growth, such as the lack of solid–
liquid interfacial properties of interfacial energy, interfacial mobility, and those anisotropy. 
Nevertheless, a conclusive prediction method of the interfacial properties has not been developed 
yet. 
 
Recently, Ohno et al. [1] developed an inference method of the interfacial properties using data 
assimilation and phase-field method based on temporal change of solidification microstructures 
obtained by molecular dynamics simulation. This method can predict multiple interfacial properties 
simultaneously without setting special computational conditions. Nagatsuma et al. [2] also inferred 
the interfacial properties of a pure Ni through data assimilation. 
 
In this study, we systematically infer the temperature-dependent interfacial properties of some pure 
metals through data assimilation. The temporal changes of solidification microstructures, which are 
used as the observation data, are obtained by molecular dynamics simulations using LAMMPS. 
Data assimilation is conducted based on the ensemble Kalman filter. To accelerate data assimilation 
with a massive number of phase-field simulations, we conduct parallel computations using multiple 
graphics processing units. 
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Power laws are omnipresent and actively studied in many scientific fields, including microscale 
plasticity of materials. Recently, it was found that the magnitude distribution of second and 
subsequent pop-ins during load-controlled nanoindentation testing for body-centered cubic (BCC) 
iron (Fe) and face-centered cubic (FCC) copper (Cu) at room temperature obeys a power law in 
our previous study [1], and the obtained scaling exponent values were ≥ 3.0 and experimentally 
described to be much higher than those typically observed in micro-pillar plasticity, which are 
less than 2.0 [2][3]. Although the tendency of the exponents is partly suggested also in 
nanoindentation molecular dynamics (MD) simulations, systematic simulations, which are done 
in different temperatures and materials, have not been conducted yet. Further, although we 
suggested a theory of power law distribution for the pop-in size [1], the validity is still unknown. 
 
In this study, we conduct a statistical analysis of pop-in magnitude in nanoindentation MD 
simulations for BCC Fe at 5, 300, 500, and 700 K and FCC Cu at 5 K. The obtained distributions 
of second and subsequent pop-in magnitudes follow power-law distributions. The values of 
scaling exponents are more than 3.0 for all the cases and decrease with temperature increases for 
BCC Fe cases. The results agree with the nanoindentation experiments and the suggested theory 
[1]. Furthermore, we discuss the validity of the theory by estimating the activation volume of 
dislocation migration from the equation in the theory and the simulation results. Including the 
previous study, we believe that the power law distribution seen in the nanoindentation pop-in 
magnitude provides a new insight into micro- and nanoscale plasticity in materials. 
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In order to better represent the volumetric time-dependent of foamed rubber, we examine the 
spherically symmetric response of a spherical shell comprised of an incompressible, hyperelastic 
material. The material is considered to be represented by a Parallel Rheological Framework as 
described by Hurtado et al. [1] with two networks which each have a Neo-Hookean elastic 
response. One of the networks has a power law viscoplastic response as well, allowing an elastic-
plastic decomposition of the deformation gradient.  We develop a solution algorithm to update the 
elastic Cauchy-Green tensors in the elasto-viscoplastic network at any given radial location based 
on the previous values at the point and a radial deformation applied on the outer surface of the 
sphere. 
 
A numerical integration scheme is then demonstrated to update the total radial stress on the 
outer surface of the sphere approximately based on the internal stresses and radii at 
appropriate radial quadrature points. This approach is then used to describe the volumetric 
time-dependent response in a mechanical constitutive model for foamed rubber as an 
extension to the CHIPFoam model by Lewis [2]. Note that this model is appropriate for 
materials with moderate to high relative densities (0.3-0.99). 
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Thermal barrier coating (TBC) is one of the key thermal protection system for high-temperature 
components in gas turbines and aeroengines. Modulus and thermal insulation are two vital 
parameters that affect the performance and durability of the TBC system, which are close relative 
to the pore structural parameters (porosity, pore size, pore distribution, etc.) and has gained a lot 
of attentions in recent ten years [1]. While, to date, the influence of TBC’s pore structural 
parameters on its performance is mainly theoretically investigated with ideal homogeneous pore 
model, or using local-image-based finite-element analysis method. These researches are not 
sufficient to statistically catch the real TBC’s microstructure characteristics and reveal the 
specific performance of TBC with diverse pore structural parameters. Thus, in this work, a real-
pore-microstructure-reconstruction method [2] is adopted to build the TBC’s microstructure 
models with different porosities, pore sizes and pore distributions. Then the finite element method 
is used to study the variation of Young's modulus and thermal conductivity with pore structural 
parameters. It is found that [3], the microstructure with larger porosity and smaller pore size 
makes TBC the lower thermal conductivity, lower Young's modulus, providing better thermal 
insulation and thermal mismatch resistence for TBC system. In addition, the microstructure with 
smaller pore angle and larger pore aspect ratio has the lower thermal conductivity, and the 
microstructure with larger pore angle and larger pore aspect ratio has the lower Young's modulus. 
The above results may provide better understanding of TBC’s failure mechanism, and have 
certain guiding significance for its future design. 
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Spacecraft experience extreme thermal, mechanical, and chemical environments during atmospheric
reentry. Some vehicles use a woven carbon-carbon (C/C) composite as a heat shield, where the car-
bon matrix is typically derived from pyrolized phenolic resins [1]. These composites are commonly used
due to their exceptional material properties within these environments to protect and ensure survivability
of the vehicle interior. However, designing new C/C based components for a wide variety of applications
and atmospheric conditions is challenging. Fundamental knowledge of material properties across var-
ious length scales must be known. Additionally, understanding how manufacturing ultimately dictates
performance must be well characterized.

To address the above challenges, we developed a mesoscale (tow-length scale) model of an idealized
C/C composite geometry that simulates the manufacturing process. The geometry consists of woven
tows impregnated with and surrounded by a resin, where the resin is modeled as a porous material. De-
composition of the resin is based on the Arrhenius equation, while pressure from pyrolysis gas formation
are governed by Darcy’s law and the ideal gas law for gases within open and closed pores, respectively.
Mesoscale material properties are approximated using measurements of individual constituents, effective
medium theory [2], and the Biot coefficient for porous solids [3].

A parametric study was performed to investigate the relationship among model input parameters and
local stress concentrations. Initial results show a large increase in internal stresses during heating due to
gas phase pressurization and shrinkage of the phenolic resin. While internal stresses continued to increase
during cooling, they were small comparatively. Increasing the heating ramp rate had a large effect on the
resulting stress, while little change occurred from varying the ratio of open to closed porosity.

SNL is managed and operated by NTESS under DOE NNSA contract DE-NA0003525
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A model for large-strain, geometrically nonlinear elasto-plastic dynamics in single crystals will be pre-
sented. The key feature of this model is that the plastic dynamics are entirely driven by the movement
of dislocations, that is, 1-dimensional topological defects in the crystal lattice. It is well known that
glide motion of dislocations is the dominant microscopic mechanism for plastic deformation in many
crystalline materials, most notably in metals. However, a comprehensive model linking the dynamics of
individual dislocations to elaso-plastic evolution has been missing to date.

A geometric language is proposed, built on the concepts of space-time “slip trajectories” and the “crystal
scaffold” to describe the movement of (discrete) dislocations and to couple this movement to plastic
flow. The energetics and dissipation relationships in our model are derived from first principles drawing
on the theories of crystal modeling, elasticity, and thermodynamics. The resulting force balances involve
a new configurational stress tensor describing the forces acting against slip. In order to place our model
into context, it can be shown that several laws known in special cases before can be recovered, most
notably the equation for the Peach–Koehler force (linearized configurational force) and the fact that the
combination of all dislocations yields the curl of the plastic distortion field.

The mathematical framework developed has enabled existence proofs for some special cases of the
model, and the development of new tools in geometric measure theory. Details of these are referenced
below.
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This talk presents a novel geometric language [1, 2] to describe the movement of dislocations, which is
built on the concept of space-time slip trajectories, that is, the 2-dimensional surfaces “traced out” by the
dislocations as time progresses. This in particular allows one to compute all relevant quantities (Burgers
vector, slip velocity, dislocation orientation, etc.) in a straightforward way and thus to directly couple
the dislocation dynamics to plastic ßow. One decisive feature of this approach is that it retains more
information than the corresponding Kröner dislocation density tensor (which can be computed from the
geometric description, but not the other way round).

The geometric language can furthermore be made mathematically rigorous, furnishing a “weak formula-
tion” of the equations describing dislocation motion. This then enables a proof [3] of the well-posedness
of the associated rate-independent (quasi-static) system of large-strain elasto-plastic evolution driven by
dislocation ßow.
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We model important physical observations in rupture dynamics including static and dynamic friction,
short-slip and slip obtained via crack-like models, using field dislocation mechanics (FDM). FDM is a
non-linear pde based model of the mechanics of dislocations, where individual dislocation are treated as
a continuously distributed field, instead of singular lines, and the plastic deformation is accounted for
due to motion, interaction and nucleation of dislocations [1].

We utilize an ansatz to produce an exact, reduced, plane model of FDM, where the dislocations are
allowed to move in a planar fault layer (which is sandwiched between elastic blocks), as initially devel-
oped by Zhang et. al (2015) [1]. The model yields a non-linear Hamilton-Jacobi (H-J) equation for the
evolution of plastic shear strain enabling the representation of a propagating rupture front. The plastic
strain in the fault layer is assumed to damage the elastic modulus behind the rupture front. This leads to
an energetic driving force contribution for evolution of plastic strain that was noted, but not accounted
for, in the rupture-related simulations in [1]. Here, we account for this driving force to complete the self
consistent evaluation of the rupture model. The H-J equation for front propagation is solved using an
implementation of a Central-Upwind scheme developed by Kurganov et. al (2001) [2].

Our simulations recover static and dynamic friction laws as emergent features of our continuum model,
also resembling the Mohr–Coulomb failure criterion for geomaterials, including well-defined features of
cohesion and friction angle. As in earlier work [1], we are also able to recover the short-slip with lesser
‘elastic damage’ behind the front, as well as the square-root dependence of slip on time for the greater
damage (crack like model) case with the present algorithm.
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Graphene has been suggested to be capable of detecting gas compositions in a person's breath to 
diagnose sickness down to the ppb-level [1,2], because of its large surface-to-volume ratio and high 
carrier concentration. The resistance of graphene was found to change clearly due to the adsorption 
of gas molecules such as CO, NO2, and so on. When plural different molecules adsorb on graphene 
at the same time, however, it is impossible to identify the adsorbed molecules individually. The 
development of the selectivity of the adsorbed molecules, therefore, is indispensable for applying 
this gas-adsorption-induced resistance change of graphene to a health monitoring sensor. Since the 
mixed gas in a person's breath is a natural environment, understanding how to detect a target object 
selectively is of permanent interest to the development of novel gas sensors. Recently, it was found 
that the effective activation energy of chemical reactions varies drastically under the application of 
mechanical stress and strain [3]. This result indicates that the adhesion energy of gas molecules can 
be shifted from negative one to positive one under the application of appropriate strain. 

In this study, the strain-induced change of adsorption behaviour of gas molecules on graphene 
was analyzed by using first-principles calculation to achieve selective detection of gas molecules. 
First, the optimal adsorption positions for each gas molecule (CO, H2O, NH3 and NO2) on graphene 
were determined by using adsorption energy 𝐸𝐸!" and Bader charge transfer ∆𝑄𝑄. Then, change of 
the 𝐸𝐸!" and ∆𝑄𝑄 was analyzed under the application of uniaxial strain to graphene from -10% to 
10%. It was found that both values changed almost linearly with the applied strain. In addition, 
there was a critical strain of each molecule at which adsorption energy changed from negative value 
to positive value, in other words, adsorption behaviour changed to desorption behaviour. This result 
clearly indicated the possibility of the selectivity of gas molecules which adsorb on graphene by 
applying appropriate strain. The change of the current-voltage (I-V) relation of graphene under the 
adsorption of gas molecules was also analyzed using nonequilibrium green’s function (NEGF) 
formalism. It was confirmed that the I-V curves altered obviously with the change of the adsorbed 
molecules and applied strain. These findings clearly showed that the adsorption behaviour on 
graphene can be tuned by external strain for multi-object detection, paving the path for graphene-
based gas sensor in biosensing applications. 
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Abstract:  

When a graphene is cut into a narrow ribbon with nano-scale width, referred to as graphene 
nanoribbon (GNR), a GNR starts to show semiconductor properties. To employ a semiconducting 
GNR as the device element, a metal electrode must be attached to the GNR to form stable ohmic 
contact and conduct current through the GNR. In order to develop a simple and versatile method 
for forming ohmic contacts between metal electrodes and GNRs, we have proposed a novel 
structure named the dumbbell-shape GNRs (DS-GNRs) [1]. The dumbbell-shape structure consists 
of one narrow segment sandwiched by two wide segments. Since GNRs in the wide segments of 
the DS-GNR exhibit metallic electronic properties, ohmic contact with metal electrodes can be 
expected, and in fact, the I-V characteristics of a GNR with a width of 40 nm in the narrow segment 
have been successfully measured by applying the dumbbell-shape structure. On the other hand, 
since a DS-GNR comprises both metallic and semiconducting regions in one molecule (structure), 
Schottky barrier is expected to form at the junction interface between the wide and narrow segments. 
Therefore, the electron transport properties of DS-GNR is expected to be strongly affected by the 
electronic state of this junction interface. In this study, first-principles calculations based on density 
functional theory were performed to analyze in detail the electronic transport properties of DS-
GNRs and the strain dependence of their current-voltage characteristics (I-V characteristics).  

The electronic band structure of a dumbbell-shape structure consisting of a semiconducting 
GNR with a band gap of 1.6 eV in the narrow segment and GNRs with metallic conduction 
properties in the wide segments was investigated. In the longitudinal direction of the narrow 
segment from the junction interface betwen wide and narrow segments, the region was divided into 
units with the length of a six-membered ring of carbon atoms as one unit, and the density of states 
analysis was performed for each region. The energy barrier for electronic conduction between each 
region was defined by the energy difference of the lowest conduction band in each region. A clear 
energy difference of conduction band was observed between the junction interfaces between the 
wide and narrow segments, indicating the existence of a large energy barrier (Schottky barrier) near 
the junction interface. In the narrow segment near the junction interface, new electronic states 
appeared within the 1.6 eV wide forbidden band due to the exudation of a wave function from the 
wide segment into the narrow segment. As a result, the energy barrier in the narrow segment was 
not constant, but a gradient Schottky barrier appeared, in which the minimum energy of the 
conduction band increased monotonically from the junction interface region to the central region 
of the narrow segment. Furthermore, the gradient Schottky barrier changed as the band gap of the 
narrow segment decreased due to uniaxial tensile strain, and it was confirmed that the Schottky 
barrier disappeared at 8% tensile strain, and the junction interface between the wide and narrow 
segments became a metallic-metallic junction. Therefore, it is feasible to control the gradient 
Schottky barrier and switch from semiconducting to metallic conduction in the dumbbell-shape 
GNR by applying an appropriate range of strain. 

Reference: 
[1] Suzuki, K., Nakagawa, R., Zhang, Q., & Miura, H. (2021). Development of Highly Sensitive Strain Sensor Using 

Area-Arrayed Graphene Nanoribbons. Nanomaterials, 11(7), 1701. 

1627



1200 - Modeling and Analysis of Real World and Industry Appli-
cations
MS1201 - NON-CONVENTIONAL METHODS FOR SOLID AND FLUID ME-
CHANICS (NMSFM)
Organized by Wojciech Sumelka, Tomasz Blaszczyk, Hongguang Sun, 
Jacek Leszczynski and Giuseppe Failla 
Experimental analysis and numerical modeling utilizing fractional calculus of selected roofing 
felts
Bartosz Luczak and Wojciech Sumelka

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Experimental analysis and numerical modeling utilizing fractional calculus
of selected roofing felts

Bartosz Łuczak1∗, Wojciech Sumelka2∗

∗ Poznan University of Technology, Institute of Structural Analysis, Piotrowo 5, 60-965 Poznań, Poland
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Due to its low cost and relatively simple installation, roofing felt is well-known material for decades and
is still widely used as a waterproof insulation in commercial and residential buildings. They are available
in many types and variants, differ in purpose, thickness, materials or finishing.

In presentation, we will focus on a selected representatives of this group. Research methodology, results
of determination of detailed mechanical behaviour, microscopic photos of the material structure and
maps of chemical composition of different types of roofing felt will be presented. The presented results
will show how heterogeneous and anisotropic structure the roofing felt is.

Based on the obtained results computational modelling strategy utilizing hyperelastic fractional damage
material model with memory presented by W. Sumelka and G.Z. Voyiadjis in [1] will be presented.
Results of numerical analysis have been prepared with symbolic mathematical calculations software
Wolfram Mathematica extended with AceGen/AceFem software in which implementation of the concept
of hyperelastic fractional damage material model with memory has been prepared. The choice of AceFem
software was dictated by its structure (the system combines symbolic and numeric approaches) and
because its environment is designed to solve multi-physics and multi-field problems.
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A reduced-order dynamic-stiffness method is formulated in order to compute the dynamical response of
locally resonant metamaterial plates, i.e. plates coupled with periodical arrays of resonant subsystems.
The formulation rests on a dynamic-stiffness model obtained by exact condensation of all the degrees of
freedom within the resonators. The main results are twofold: a) after having built the global dynamic-
stiffness matrix, the natural frequencies and undamped modes are computed by means of the Wittrick-
Williams algorithm [1, 2, 3]; b) two orthogonality conditions are derived for the modes associated to the
plates only and employed to find closed analytical forms for the modal response under arbitrary loads,
both in time and frequency domain, under the assumption of classical damping [4, 5]. The results are
compared with finite-element solutions assessing the accuracy of the proposed formulation.
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The research presented in this paper is focused on the numerical simulation of a propagative instability
called Portevin-Le Chatelier (PLC) effect using large strain thermo-plasticity models. The PLC effect
is attributed to dynamic strain aging and characterized by serrated response (stress-jumps) in the stress-
strain plot, related to moving shear bands. It affects several material parameters like the yield stress,
hardening rate (and thus material ductility) and ultimate tensile strength. The PLC effect occurs in
metals, for example steel and aluminium alloys, under certain strain rate and temperature conditions [1].

A large strain thermo-visco-plastic Estrin-McCormick model [2] is employed in the analysis. The Mc-
Cormick part of the model is based on [3]. The thermo-visco-plasticity formulation is an extension of the
work [4]. It incorporates strain hardening, strain rate sensitivity to represent viscosity as well as the dy-
namic strain aging, and thermal softening. The rate-dependence is treated in the model as a regularization
method, but the model is also optionally equipped with a gradient enhancement.

A parametric study for different values of strain rate, temperature, strain ageing time and, when relevant,
internal length is carried out. Comparisons with experimental data from [5] are performed. All com-
putations are executed using AceFEM and AceGen numerical packages within Wolfram Mathematica
[6]. Viscosity is shown to be necessary to avoid problems with convergence. Moreover, the influence of
the gradient enhancement on the simulations is evaluated. Good agreement with experimental findings
in terms of global load-deformation response is obtained, but a model correction is needed to eliminate
serrations in the post-peak (necking) regime.
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The study presents recent results on nano/micro-beam modelling in the framework of space-Fractional
Continuum Mechanics. According to this formulation, the scale effect is modelled using fractional
derivatives and determined by parameters: α (order of fractional derivative) and ℓ f (length scale).

The development of space-Fractional Euler-Bernoulli and Timoshenko beams theories considering elastic-
plastic properties will be presented. The Huber-Mises-Henky plasticity criterion, isotropic hardening,
and grain-size-dependent strengthening (described by the Hall-Petch relation) will be included. A signif-
icant result is a demonstration that the material microstructure determines the scale effect. In particular,
it will be identified that the length scale ℓ f is represented by the grain size of a microstructure. The
presentation will include the effect of microstructure on the formation of plastic hinges for beams under
bending.

In conclusion, consideration of the microstructure is essential in analyzing nano/micro-beams, and a
direct reference to the microstructure is possible with fractional models.
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Remote monitoring of structures is an important advance in modern engineering for safety, 
maintenance and management purposes. Recent developments in sensor technologies, fast data 
communication networks and Internet-of-Things enabled the prospect of smart structures which 
can be observed remotely for real-time changes in deformation and stress distribution.  
Distributed Fiber Optic Sensing (DFOS) is an excellent sensor of choice for structural monitoring 
applications because of its light weight, high spatial resolution, high accuracy and resistance to 
harsh environments [1]. However, measured fiber strain data from DFOS must be translated to 
structural deformation and stress using a numerical inverse analysis method. Isogeometric Analysis 
(IGA) is a good candidate for this purpose since its higher efficiency and accuracy over traditional 
FEM has been proven [2, 3, 4]. 
In this work, an integrated method of inverse IGA and DFOS fiber model is proposed. This method 
can be used to calculate the deformation and stress distribution of a structure from measured fiber 
strains. In the proposed method, both structure geometry and fiber geometry are modelled using 
Non-Uniform Rational B-Splines (NURBS) functions which constitute the core of IGA. This 
integrated approach not only enables direct input from Computer-Aided Design (CAD) models for 
streamlined practical application but also improves the efficiency of numerical calculations. In 
addition, spatial resolution and sampling locations can be changed to match the measurement mode 
of DFOS instrument which is not possible in fixed point-sensor models. 
The proposed method is first verified with a simulated example. Then, it is applied to a practical 
model using measured DFOS data from experiment. The results show that the inverse method is 
accurate, fast, robust and can accurately reproduce structure deformation and stress using the 
measured strain distribution in the optical fiber direction. Hence, the method shows a promising 
potential for industrial applications. 
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Abstract. Fiber reinforced polymers (FRPs) have been increasingly used in various fields. 
However, fiber wrinkling in manufacturing and service will have a great impact on the 
mechanical properties of composites, which requires non-destructive testing and evaluation 
(NDT&E) for potential structure defects[1]. Considering that a purely analytical approach 
relied on the assumption of plane wave, e.g. recursive stiffness matrix[2], fails to offer 
accurate ultrasonic Ascan signal for wavy FRP, this study builds dedicated FRP models 
with out-of-plane fiber winkling using the cloud-based commercial finite element 
simulation platform OnScale[3], in order to assess the fiber wrinkling in the layered FRP. 
Then the wrinkling imaging is performed in the ultrasonic Bscan imaging by information 
extraction from the echoed signals based on the principle of interply resonance, in which 
several parameters, including signal amplitude, phase, frequency, and bandwidth, are 
studied for improvement of imaging quality. The analysis result indicates that the single-
side pulse-echo method may give false waviness imaging results at local regions attributed 
to the wave beam deviation from the fiber wrinkling. Hence, a double-side ultrasonic 
testing method is proposed, i.e. to excite ultrasound from both sides of FRP, in order to 
optimize the out-of-plane fiber wrinkling imaging quality. In the proposed method, two 
imaging results from each single-side pulse-echo are superposed with different weights at 
each specific imaging region, thereby improving the imaging effect. The proposed method 
has great potential on FRP characterization of fiber wrinkling in the manufacturing stage. 
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The contact Ultrasonic Testing (UT) technique has been widely used for Non-destructive Damage Testing
of different materials such as wood. In this light, the time of flight and velocity of the ultrasonic wave in a
wood section has been traditionally monitored and correlated with the wood quality. However, the results
of such practice have not been satisfactory, prompting researchers to devise new strategies to tackle the
problem. This study mainly focuses on the feature engineering of contact ultrasonic testing results for
the quality evaluation of wooden sections. To this end, the Variational Mode Decomposition algorithm is
employed to extract some informative features out of ultrasonic signals to be fed into Machine Learning
(ML) algorithms. The developed ML algorithms are set to solve some supervised classification problems
based on data gathered from testing specimens with different health conditions. Artificial hole defects,
of various sizes, have been introduced to the specimens to simulate different severity of the defect in the
specimens. The study focuses mainly on the effectiveness of different types of features in solving the
classification problem of wooden specimens based on their health state. To this end, different features
are obtained out of the extracted modes of the ultrasonic testing result, including the centre frequency
of the extracted modes, the root mean square value of the instantaneous frequency of the modes, as well
as some statistical features such as mean, median, skewness and kurtosis of the instantaneous frequency
of the modes. A comprehensive comparison of the obtained classification results is made when different
types of features were fed into the classification problem.
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The low profile, lightweight and flexibility of direct-write (DW) sensors made of piezoelectric 
coatings have great advantages in ultrasonic structural health monitoring (SHM) applications. The 
DW sensors can be printed on the surface of the structure or embedded into the structure through 
scalable processing with improved consistency and lowered implementation cost. To selectively 
excite and receive the ultrasonic guided wave (UGW) signal, a comb-shape DW sensor is usually 
designed with element pitch same as the mode wavelength. A good match between the element’s 
pitch and the wavelength of the designed mode is crucial for accurately and efficiently recording 
the arrival signal. In real situations, the structural and material properties may not be uniform or 
degraded during in service. Changes in these properties may alter the UGW wavelength, causing a 
deviation in the match between the comb-shape sensor and the pre-selected wave mode. As a 
consequence, the designed comb-shape sensor may fail due to an inaccurate evaluation of wave 
received.  
 
In this paper, we first examine the effect of mismatch of comb-shape sensors on the wave arrival 
time in an adhesive structure (Al-Epoxy-Al). To simulate the mismatch phenomenon, the 
degradation of adhesive material properties and the variation of adhesive thickness in actual 
adhesive structures are taken into account when modeling the adhesive layer. By selecting an 
appropriate UGW mode, it can be determined whether disbond has occurred in the adhesive layer 
based on the differential arrival time of the wave. However, the wave arrival time in the disbond 
case may be completely different from the design stage when the mismatch occurs. This mismatch 
prevents the comb-sensor from detecting disbonds in adhesive structures. To solve this challenging 
mismatch problem, we present a new comb sensor design that can adapt to the mode wavelength. 
In the new design, the pitch and width of the elements can vary with the length of the elements. 
Pitch variations are tuned to correspond the changes in mode wavelength. Simulation results 
showed that the high-amplitude wave packet can correlate to the designed mode packet. 
Accordingly, the varying-pitch comb-shaped sensor provides a more reliable evaluation of 
structural health by adapting to the mode wavelength. 
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Heterogeneity embedded in natural media and flow field challenge the application of Fick’s

1st Law in anomalous diffusion well documented in many disciplines. Anomalous diffusion is

one of the major topics in theoretical physics and statistical mechanics, and it is also the

fundamental physical process with good potential application in environmental and hydrologic

sciences and engineering. As a novel modeling tool in mathematics and physics, the fractional-

order derivative diffusion equation models characterize anomalous diffusion with history-

dependence and spatial non-locality, accurately describe the tailing in breakthrough curves of

solute transport. We summarize the recent progresses and discuss the key challenges of fractional

derivative diffusion equation models including the existed research and current development,

fractional derivative modeling, numerical algorithms, and related applications in the field of

environmental fluid mechanics. Here also made some preliminary discussions on issues of

fractional derivative diffusion equation model, such as statistical description, model parameter

determination and dimensional analysis, which may contribute to the further study of anomalous

diffusion.
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We present a domain decomposition method for the efficient simulation of nonlocal problems. Our
approach is based on a multi-domain formulation of a nonlocal diffusion problem where the subdomains
share “nonlocal’ interfaces of the size of the nonlocal horizon. This system of nonlocal equations is first
rewritten in terms of minimization of a nonlocal energy, then discretized with a meshfree approximation
and finally solved via a Lagrange multiplier approach in a way that resembles the finite element tearing
and interconnect method. Specifically, we propose a distributed projected gradient algorithm for the
solution of the Lagrange multiplier system, whose unknowns determine the nonlocal interface conditions
between subdomains. Several two-dimensional numerical tests on problems as large as 191 million
unknowns illustrate the strong and weak scalability of our algorithm, which outperforms the standard
approach to the distributed numerical solution of the problem. This work is the first rigorous numerical
study in a two-dimensional multi-domain setting for nonlocal operators with finite horizon and, as such,
it is a fundamental step towards increasing the use of nonlocal models in large scale simulations.
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Cohesive-frictional materials usually experience inelastic deformations during their progressive 
damage. In constitutive modeling, the classical peridynamic theory has gained increasing interests 
in describing elastic damage and failure of brittle materials essentially by means of bond breakage. 
In order to remove the limitation of the Poisson’s ratio, the bond-based peridynamics has been 
recently enriched with bond rotation effects.  
 
In order to enlarge its application particularly for geomaterials which presents material damage and 
inelastic deformation under compressive loading, the present paper aims at integrating the 
description of plastic strains into the extended bond-based peridynamic model (XPDM). For that, 
the total strain approximated locally is decomposed into an elastic part and a plastic part. The 
evolution of plastic strains is determined in the classical plasticity theory. In other words, 
commonly used elastoplastic models can be incorporated directly in the proposed framework.  
 
For validation, the von Mises type yield function without hardening effect and the Drucker-Prager 
type yield function with an isotropic plastic hardening are taken into account for validation purpose. 
On numerical aspects, the XPDM with plasticity is implemented by following a peridynamic/finite 
element coupling procedure. Numerical predictions by the XPDM with plasticity are compared 
with those from finite element analyses and experimental data. In that process, numerical accuracy 
and computational efficiency of the proposed method are assessed. 
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Fatigue crack propagation in structural materials is one of the most common problems in 
aeronautical applications where cracks are closely monitored on the field with very limited attempts 
to simulate their evolution. In this study Peridynamics (PD) [1,2] a nonlocal continuum theory 
formulated with integral equations, is adopted to simulate the crack propagation due to fatigue 
phenomena. Inspired by [3] the peridynamic formulation has been enriched introducing a damaging 
effect due to the high cycle fatigue phenomena applied to a bilinear constitutive law [4]. 
Consequently, the fatigue degradation of the bond stiffness can be evaluated. The total load is 
composed by blocks of cycles, each block is characterized by a fixed load amplitude and a given 
number of cycles. Two components of damage increment are considered: the static damage, and 
the fatigue damage, both of which contribute to defining the damage state of the material. 
Furthermore, combining the capability of Peridynamics in modelling crack propagation with a 
FEM-PD coupled method [5] the computational effort can be reduced. Peridynamics is adopted in 
the region of the model where the crack is expected to propagate while the remaining part of the 
specimen is discretized by using FEM.  
The proposed approach is applied to model 2D structures in presence of voids and inclusions under 
fatigue load conditions considering isotropic homogeneous and heterogenous materials. Results are 
evaluated taking into account different mesh sizes, horizon dimensions, crack initial lengths and 
crack orientations to demonstrate the capabilities of the proposed method. 
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We present an in-plane anisotropic continuum-molecular formulation for elasticity, fracture and diffusion-
based problems in the peridynamic theoretical framework. Following a mechanistic approach, we define
constitutive laws for long-range interactions such that the macroscopic behavior of the material is the
result of the assigned micro-interactions properties. Elastic and inelastic pair potentials act on interact-
ing oriented material points within a cutoff distance and enable to derive pairwise actions as energetic
conjugates to specific pairwise deformation measures. The non-central force assumption, together with
the definition of specific direction-dependent micro-moduli functions respecting material symmetries,
allow to obtain a continuum formulation for anisotropic media using a purely pairwise descriptions of
deformation and general constitutive properties. Non-uniform material toughness is modeled adopting
an anisotropic energetic failure criterion related to direction-dependent fracture energy functionals. This
is the first two-dimensional fully anisotropic bond-based type model without restrictions affecting the
number of independent material moduli. Applications proposed include comparison against analytical
solutions and fracture and damage sensing in conductive tissues.
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ABSTRACT: 

In this talk, we explore the theory and implementation of wave propagation in a one-
dimensional bi-material system using the local and nonlocal models, respectively. The 
local description is based on a coupling of two local continuum mechanics and the 
nonlocal description is based on a coupling of two nonlocal peridynamics with 
different constants. To study the physical reflection coefficients and diminish the 
artificial reflection rising from the simulation, one need to maintain the conservation 
laws across the material interface on a discrete level. We study the conservation laws 
of linear momentum and total energy for both local and nonlocal models in a 
continuous setting and then propose the numerical discretization accordingly to 
preserve those quantities. We test various propagating waves to study the reflection 
coefficients in a one-dimensional bi-material system. Several numerical tests are 
performed to confirm our theoretical findings. 
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There has been a growing interest in the study of nonlocal models and fractional PDEs as more general
and sometimes more realistic alternatives to the conventional PDE models. However, high computa-
tional cost could be induced by numerical approximations of integral formulations of nonlocal deriva-
tives. Meshfree methods based on radial basis functions (RBF) provides an alternative to solve fractional
PDEs without the use of numerical quadratures. Although computationally convenient, there is little
understanding of the properties of meshfree methods for fractional PDEs based on RBF. For example,
stability of the numerical methods is not guaranteed theoretically and the way to choose the RBF shape
parameter is ad-hoc. In this talk, we will introduce a stable RBF meshfree method for fractional PDEs
using Gaussian kernels where the RBF shape parameter is correlated with the mesh parameter. We study
the convergence of the proposed method and provide numerical examples for practical guidance.
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Because nonlocal methods do not assume or require continuous displacement fields, they allow a 
computational model to capture the nucleation and progression of damage with potentially great 
generality. In this work, the effect of microstructure on the high-rate tensile failure (spall) of 
additively manufactured 304L stainless steel is studied. The simulation method uses state-based 
peridynamics with a new model for the time dependence of high-rate failure within grains. A crystal 
plasticity model incorporates anisotropy in the elastic and plastic response of the grains. The grain 
shapes and lattice orientations are initialized directly from Electron Backscatter Diffraction (EBSD) 
images.  
 
The model results are compared with test data from plate impact experiments over a range of impact 
velocities. Although it takes place within a very short time interval, the process of dynamic failure 
has an observable effect in the measured data. This effect is, to a large extent, reproduced by the 
model. 
 
Simulations with different realizations of the microstructure reveal the sensitivity of the failure 
process to the random nature of the grains. This is important with additively manufactured steel 
because of the wide variations in sizes and shapes of grains at different positions within the sample. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
i Sandia National Laboratories is a multimission laboratory managed and operated by National 
Technology and Engineering Solutions of Sandia LLC, a wholly owned subsidiary of Honeywell 
International Inc. for the U.S. Department of Energy’s National Nuclear Security Administration 
under contract DE-NA0003525. 

1643



Peridynamics Computations at the ExascalePablo Seleson and Samuel Temple Reeve

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Peridynamics Computations at the Exascale 
 

Pablo Seleson1* and Sam Reeve2 
1 Oak Ridge National Laboratory, One Bethel Valley Road, P.O. Box 2008, MS-6013, Oak 
Ridge, TN, 37831-6013, United States, selesonpd@ornl.gov (https://pabloseleson.ornl.gov/)     
2 Oak Ridge National Laboratory, One Bethel Valley Road, P.O. Box 2008, MS-6085, Oak 

Ridge, TN, 37831-6085, United States, reevest@ornl.gov  
 
Key Words: Peridynamics, Large-Scale Fracture Simulations, GPUs, Performance Portability, 
Exascale Computing  
 
 
Peridynamics is a nonlocal reformulation of classical continuum mechanics suitable for material 
failure and damage simulation, which has been successfully demonstrated as an effective tool for 
the simulation of complex fracture phenomena in many applications. However, the nonlocal 
nature of peridynamics makes it highly computationally expensive, compared to classical 
continuum mechanics, which often hinders large-scale fracture simulations. In this talk, we will 
present ongoing efforts to develop a GPU-enabled, performance portable, and exascale-capable 
peridynamics code designed to run on U.S. Department of Energy supercomputers, in particular 
Summit (currently ranked #2 in the TOP500 list) and Frontier (to be deployed later this year), 
both at Oak Ridge National Laboratory. 
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The key features of the combined finite-discrete element method (FDEM) [1] are the following: (a) 
compute the contact interaction and motion of bodies, (b) calculate the stresses and deformations 
and (c) compute the transition from continua to discontinua when fragmentation occurs. 
This talk will cover some of the most recent applications of FDEM for multi-body dynamics and 
fracture mechanics. This includes applications to the packing and breakage of catalyst pellets, fibre-
reinforced concrete tunnels, armour units for coastal defence, and the simulation of breakouts and 
solid production in drilled rock formations [2, 3, 4, 5].  Some of the discussion will focus on open 
problems and on the challenging aspects of FDEM in fracture simulations, such as the joint-element 
induced artificial compliance, element size constraints due to the discretisation of the process zone, 
dynamic effects induced by the application of boundary conditions (e.g. in-situ stresses), and others. 
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In VUCA (Volatility, Uncertainty, Complexity, Ambiguity) era such as COVID-19 pandemic, 
global manufacturing industry should be transformed into the new paradigm of smart 
manufacturing based on Cyber Physical Systems (CPS) with Digital Twins including 
uncertainty and complexity of human/society and systems/services. Especially concerning to 
the global supply chain management (SCM) network which is heavily damaged under 
COVID-19 pandemic, the complexity of the network structure should be considered and 
modeled properly for the inclusion to the Digital Twins. 
 
In MS196 of WCCM2020, we have introduced the foundation of "Computational Information 
Science" in order to incorporate the human and the society into the Digital Twin models for 
the implementation of the smart services in Society5.01). On the uncertainty quantification of 
the CPS process, the human and the society have quite wide range of uncertainty for the 
modeling of human behavior and social decision making. We have defined Uncertainty of 
Things as the uncertainty in data from devices and uncertainty in Digital Twin models which 
are created as Surrogate Models from CAE analyses and Machine Learning regressions. Also, 
we have defined Uncertainty of Subject as the uncertainty of the human and the society, 
which are the beneficiaries receiving services and have bounded rationality of human based 
upon Prospect Theory2). Then, we will introduce Digital Twin model for SCM process having 
complexity and fragility based upon Complex Network theory3). 
 
 Finally, Digital Twins for design process, production process, global SCM process and 
service delivery process are introduced and discussed in view of realizing human centered 
Society5.0. Furthermore, we will consider the crisis recognition of the global manufacturing 
industry and the global supply chain logistics from a new perspective, including uncertainty 
and complexity. In order to promote business transformation (DX) under new-normal 
condition, we will create Digital Twins with CPS including SCM and value chain networks.  
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The rapid digitalization is changing the manufacturing paradigm as Industrie4.0 exemplifies. 
Japanese manufacturing industry seems to be falling behind this digitalization. We should 
transplant the strength of Japanese manufacturing industry, if there is, to the new vessel 
(namely, digitalization). Perhaps the strength is high-quality in manufacturing, which results 
in high-quality products and cost down and no defect in production. For transplanting the 
strength of Japanese manufacturing industry or to a new vessel, we are proposing Digital 
Triple. Since Industrie4.0 takes rather a top-down approach, it is difficult to make full use of 
field experts’ knowledge and skill, which are typical strongest points of Japanese 
manufacturing industry. For solving this issue, Digital Triplet aims to support engineers and 
technicians to solve problems and to crate various values throughout a product life cycle, 
which leads to human centered digital manufacturing. 

While CPS or digital twin consists of physical world and cyber world, Digital Triplet 
consists of physical world, cyber world, and intelligent activity world done by human so as to 
create values from data and information by employing human knowledge. Digital Triplet 
integrates these three worlds to realize the integrated support of engineering activities 
throughout a product life cycle. 

Specifically, we propose a novel method for structurally describing decision-making 
processes by mapping intention and judgment of engineers to actions on CPPS. Digital Triplet 
aims at recording various engineering processes executed by engineers on cyber physical 
systems and supporting other engineers by reusing the recorded engineering processes.  

Finally, this study illustrates an experiment for performance improvement by 
engineers on the prototype system of a learning factory. The experiment verified that the 
Digital Triplet concept is successfully realized, and the proposed method is effective to 
represent the engineering processes of engineers. 
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In a human centred society, sense of safety perceived by people is important to consider as well 
as actual safety. The gap between expectations and reality in safety causes social problems. 
Overestimation of safety provokes dangerous behaviours, while underestimation of safety 
causes excessive behavioural restraint. For example, in COVID 19 pandemic, the 
overestimation may lead to the spread of infection due to dangerous behaviours, and the 
underestimation may lead to slow consumption due to excessive self-control.  
 
In this talk, I propose a mathematical framework to model sense of safety using Bayesian 
inference. Recent neuroscience studies suggest that human brain activities can be explained as 
a Bayes’ model(Knill & Pouget, 2004). Here, based on Helmholtz’s epistemology, I assume 
that safety x is inferred as the cause of observation (data: y) and define the sense of safety as 
Bayesian posterior p(x|y) that is proportional to a product of a prior p(x) and likelihood p(y|x). 
The prior and the likelihood represent the expectation of safety and the safety based solely on 
the data (observed safety), respectively. In this model, the prior (safety belief) is updated to the 
posterior (perception of safety).  
 
The difference between the posterior mean and the peak of likelihood represents the gap 
between perceived and observed safety. This gap is regarded as a cognitive bias termed 
expectation effect (Yanagisawa, 2016). In our previous study, we modelled the expectation 
effect as a function of three parameters: a prediction error (difference between prior mean and 
peak of likelihood), prior precision (inverse variance of the prior), and observation precision 
(inverse variance of the likelihood). We found that there are two types: assimilation and contrast. 
Assimilation diminishes the prediction error, and contrast exaggerates the prediction error.  The 
expectation effect explains several psychological biases that lead to abnormal behaviours, such 
as normalcy bias, excessive anxiety, and overconfidence. Based on the expectation effect model, 
I discuss the condition of each psychological bias in safety. In addition, I discuss how to model 
emotions such as anxious and fear in a mathematical manner by applying information theoretic 
quantities such as surprisal and free energy (Yanagisawa, Kawamata, & Ueda, 2019). 
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Recently, there are more opportunities to hear the term Digital Twin (DT). In particular, it is 
often used as one of the elements to realize the "super-smart society" set forth in Society 5.0 
described in the 6th Science and Technology Basic Plan (2021-2025). While DT used to be mainly 
discussed in the manufacturing context as for Industry 4.0, recent DT is extensively even focused 
on the social phenomena (weather, earthquakes, etc.) and the social activities (smart city, healthcare, 
etc.). In October 2019, Hexagon M.I. and Tokyo University of Science (TUS) signed a joint 
research to promote research on DT and smart manufacturing, infiltrate the core competency into 
Japanese manufacturing industries and develop human resources thereof. In April 2020, in order to 
increase the opportunities for interaction between academia and industry, Hexagon/TUS Digital 
Twin Laboratory (DTlab) was established at the Katsushika Campus of TUS [1]. 

As is well known, DT consists of three elements, i.e. a physical entity, a virtual counterpart, 
and the data connections in between. A widespread definition and extensive concepts about DT 
have been employed so far, and DT is conceived as a major tool in the manufacturing industry to 
carry out smart manufacturing, fault diagnosis, robotic assembly, quality monitoring, job shop 
scheduling, and decision making. The main enabling technologies for DT [2] can, in our recognition, 
be categorized into: (1) elemental level (e.g. physics-based modelling, data-driven modelling, big 
data cybernetics), (2) system level (e.g. infrastructure and platforms, human-machine interface.) 
Also DT can be divided depending on their applications: product DT, production DT, and 
performance DT. At the DTlab, the research of elemental level technologies was started initially 
particularly focused on the production DT phase where computational simulation is no doubt one 
of the keys, and high-fidelity physics-based simulation, multi-objective optimisation, design space 
exploration and data science approach including PCA, machine learning are being studied [1].  

In this paper, the basic idea and background, and the aim of a strategic effort launched at the 
TUS DTlab in 2020 to infiltrate DT competency into Japanese manufacturing industries are first 
summarized. Next, some preliminary research results at DTlab are presented, for example, the 
numerical evaluation of the compression after impact strength for CFRP laminate with the help of 
X-ray CT image information, the numerical prediction of warpage in additive manufacturing, the 
indoor airflow analysis by CFD with a 3D as-built model based on the point cloud data obtained 
from 3D laser scanning, and the acoustic anomaly detection for predictive maintenance using 
machine learning. Finally, the future perspective on the DT joint research and the DTlab activities 
will be discussed including the idea of establishing a smart factory research centre which provides 
a place for practice of DT between TUS and the joint research companies. 

REFERENCES 
[1] Fujii, K., “Toward Digital Twin in Smart Manufacturing – From Computational Engineering 

Views”, J. JSCES, Vol. 26, No. 3, 4231-4236, (2021) in Japanese. 

[2] Rasheed, A. San, O. and Kvamsdal, T., “Digital Twin: Values, Challenges and Enablers”, 
IEEE Access, Vol. 8, 21980-22012, (2020). 

1649



Real World Modelling beyond the Paradigm of Industrie4.0 and Society5.0Teruaki Ito

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 
Real World Modelling beyond the Paradigm of Industrie4.0 and Society5.0 

 
Teruaki Ito1* 

1 Okayama Prefectural University,  
Kuboki 111, Soja, Okayama 719-1197, JAPAN 

tito@ss.oka-pu.ac.jp 
 
Key Words: Digital transformation, IoT, Industrie 4.0, Society 5.0, beyond the paradigm  
 

The digital transformation is one of the key challenges of, not only global product 
development and production, but also all areas of business processes. In addition to that, it also 
has a significant impact on every society and even each individual. Depending on the cultural 
and industrial background, this transformation has diverse effects on the different economic 
systems and areas, where the penetration of IT changes manufacturing systems, business 
processes and even people's lives for the better in every aspect.  

For this digital transformation, there are two major paradigms which are on-going in the 
name of Industrie 4.0 and Society 5.0. Industrie 4.0 represents the forth industrial revolution 
that has occurred especially in manufacturing industries originally initiated by Germany. 
Industries 4.0 application includes wide areas, such as logistics, supply chain, autonomous 
equipment and vehicles, robots, additive manufacturing, IoT and cloud, opportunity 
identification, and so on. In the meantime, Society 5.0 covers human life activities as opposed 
to Industrie 4.0 covers manufacturing activities. Society 5.0 was proposed in the 5th Science 
and Technology Basic Plan as a future society that Japan should aspire to. It follows the hunting 
society (Society 1.0), agricultural society (Society 2.0), industrial society (Society 3.0), and 
information society (Society 4.0) [1].  

These two paradigms seem to have differences in the focus of digital transformation: one 
targets industries while the other targets societies. However, when looking at these digital 
transformations from the viewpoint of interdisciplinary, connectivity, and network, there are 
many common issues where both countries are facing. Japan-Germany Symposium on IoT 
design, systems and applications, or JGIoT-DSA[2] is one of the academic platforms organized 
by the volunteers, where researchers from both countries discuss the issue from the different 
perspectives in terms of design, systems, and applications. As a result, this platform offers an 
meaningful and significant opportunity to discuss these issues and to propose a common 
solution to these two paradigms. This talk shares ideas regarding what is expected beyond the 
paradigm of Industrie 4.0 and Society 5.0, which has been discussed in this platform, and it also 
discusses real world modelling of cyber-physical systems beyond these paradigms. 
 

REFERENCES 
[1] Cabniet office, Society 5.0, https://www8.cao.go.jp/cstp/english/society5_0/index.html (accessed 

on Jan.7, 2022) 
[2] Ito, T. , Beyond the paradigm of Industrie 4.0 and Society 5.0., (2019) DOI: 

https://doi.org/10.1299/jsmemecj.2019.C12201. 
 
 

1650



MS1206 - Condition assessment of railway infrastructuresOrganized by Pedro Montenegro, Munemasa Tokunaga, Matsuoka Ko-
dai and Diogo Ribeiro 
Development of Pre-evaluation Method for Applicable Points of Non-Target Image Displace-
ment Measurement
Haruki Yotsui, Kodai Matsuoka and Kiyoyuki Kaito

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Development of Pre-evaluation Method for Applicable Points of Non-
Target Image Displacement Measurement 

 
Haruki Yotsui1*, Kodai Matsuoka2 and Kiyoyuki Kaito3 

1 Osaka University, 2-1 Yamadaoka, Suita, Osaka, Japan, h.yotsui@civil.eng.osaka-u.ac.jp 
2 Railway technical research institute, 2-8-38 Kokubunji, Tokyo, Japan, matsuoka.kodai.13@rtri.or.jp 

3 Osaka University, 2-1 Yamadaoka, Suita, Osaka, Japan, kaito@ga.eng.osaka-u.ac.jp 
 
Key Words: Railway Bridge, Image Displacement Measurement, Multipoint Measurement 
 
 
Displacement of a railway bridge due to the passage of a train is one of the typical performance 
indicators, and various measurement methods have been developed to realize efficient and quantitative 
maintenance. Displacement measurement with a video camera can measure multiple points at the same 
time, and there is a possibility that the curvature of bridge deflection, which is highly sensitive to damage, 
can be easily calculated. In previous studies, the accuracy of non-target multipoint displacement 
measurement of bridges by a video camera was verified, and it was shown that the displacement 
responses in the mid-span of a bridge can be measured with constant accuracy as the existing method 
[1]. However, there were some measurement points in the image where the displacement response could 
not be obtained due to overexposure points and so on [1]. For determining the curvature of bridge 
deflection, it was necessary to establish a method for pre-extracting such points. In this study, a new 
method to pre-extract measurement points suitable for displacement estimation is proposed. 

 
The displacement estimation was premised on the use of the digital image correlation method, which 
calculates the amount of pixel movement by normalized cross-correlation (ZNCC). In addition, the sub-
pixel estimation is based on the fitting of a quadric surface to 9 points composed of the maximum ZNCC 
pixel and the surrounding 8 pixels [1]. The purpose of this study is to make a simple evaluation as to 
whether such sub-pixel estimation is possible based on this premise. Authors focus on the second-order 
differential value at the maximum quadratic surface point used for subpixel estimation, and extract 
information on displacement estimation accuracy from the determinant of the Hessian matrix at each 
measurement point. To calculate the displacement response, multiple images that make up the captured 
video are required, however this method only uses the values calculated by sub-pixel estimation between 
the first and second frame images, which are the reference images.  

  
As a result of applying the proposed method by continuously setting measurement points in the 
longitudinal direction of a main girder of a steel railway bridge, higher index values are taken at the 
position where the stiffener exists, and displacement response can be obtained at these higher index 
points. On the other hand, it was confirmed that displacement response could not be obtained at most of 
the measurement points where the determinant of the Hessian matrix had a value close to 0. In addition, 
the positions of these higher values have almost the same as those of the higher values of the variance 
of the luminance in the vicinity of the measurement point. This fact can indicate that displacement 
response can be easily obtained at a measurement point where the change in texture is large. By 
projecting obtained image information on measurement accuracy onto an image scheduled for video 
recording, it is possible to understand the points that can be used as measurement points before 
displacement estimation. This method can also be used to adjust the camera position, which is suitable 
for measurements with many displacement estimation points. 
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Methods to estimate bridge frequencies and modal shapes using sensors installed on traveling vehicles 
are proposed as efficient bridge-monitoring methods [1] and have gained much attention as they enable 
drive-by bridge inspection [2]. One of the typical performance indexes of railway bridges is the 
deflection under train passage. If bridge deflections can be measured by the traveling vehicles, the time- 
and cost-intensive ground measurements can be avoided. In addition, measurement by traveling vehicles 
can greatly contribute to realizing quantitative and high-frequency condition evaluations. However, not 
much progress has been made in the field of bridge deflection evaluation based on on-board 
measurement data (acceleration of each vehicle part or track irregularity) in theoretical or experimental 
works. 

This study aims to contribute to establishing this innovative drive-by bridge deflection estimation 
method. As the first step, a drive-by Bridge quasiStatic Deflection (BSD) estimation method was 
developed in this study. This method is based on the track irregularities of the first and last vehicle 
positions that are actually measured on a daily basis. Based on the measurement of the track irregularity 
of the front and rear bogie positions of one vehicle, theoretical examination revealed that the difference 
between these irregularities and the BSD are in a proportional relationship, and the proportionality 
coefficient depends only on the bridge span length and the load interval. In addition, it is clarified that 
this relationship can be extended to the track irregularities measured by the first and the last vehicles of 
a train with multiple vehicles. Thereafter, a method of estimating easily the maximum BSD when the 
train travels is proposed. This estimation is based on the maximum value of the difference between the 
track irregularities measured by first and last vehicles using a conversion coefficient corresponding to 
the span length. 

The effectiveness of the proposed method was verified by numerical simulation. Thereafter, a 
correction coefficient was added according to the measurement method, such as string or chord length, 
of the track irregularity required for application to actual railways. Thereafter, the proposed method was 
applied to the track irregularities measured for the first and the last vehicles of an actual train traveling 
at a speed of about 100 km/h, and the BSDs on the railway line were estimated. Furthermore, the 
estimated values of six of these bridges were compared with the deflection measured from the ground 
during the passage of trains at a low speed. The results demonstrate that the proposed method measured 
the BSD with good accuracy within 10% error. This method was developed considering special 
conditions in which the dynamic response of bridges was ignored; hence, the applicable conditions are 
limited when the traveling train speed is low. Despite such drawbacks, this work makes a remarkable 
scientific contribution by paving the way for advances in drive-by BSD estimation via original 
theoretical and field studies. 
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The local member vibration of steel railway bridges that occurs under train passages can lead to fatigue 
and structural noise. Existing research indicates that structural noise, in particular, adds to ambient noise 
in a wide frequency band from 100 to 2,000 Hz in I-girder open steel railway bridges with directly 
connected tracks. However, the mode shapes of the higher-order vibration mode that is the source of 
such structural sound are more complicated than those of the lower order and have several nodes in the 
same member. Therefore, to evaluate the predominance of high-order local vibration modes and this 
contribution to structural noise under train passages, the mode shapes of the local vibration mode in the 
actual bridge must be identified. Nevertheless, a large-scale multipoint measurement that can identify 
complex vibration mode shapes cannot be applied to field tests with high temporal and spatial constraints. 
Thus far, few examples have been given concerning the identification of high-order local vibration mode 
shape of railway bridges that exceed 100 Hz. 
 
The present research proposes a new method for identifying the frequencies and mode shapes of the 
local vibration modes of steel railway bridges using field tests. This method significantly reduces the 
time and labor required to install a sensor using multipoint excitation with an impulse hammer instead 
of multipoint measurement. Furthermore, by exchanging the relationship between the input and the 
output points that are obtained as transfer functions based on Maxwell’s reciprocity theorem, the 
vibration mode can be identified based on a simulated large-scale multipoint measurement. In addition, 
the method includes an entirely original phase-referenced procedure that corrects for the slightest phase 
synchronization error between the hammer and sensor, which is crucial in the reciprocity theorem. 
 
The proposed method was applied to a steel I-girder bridge with a span length of 20 m. The frequencies 
and mode shapes up to around 1,000 Hz of the steel bridge main members such as the upper flange, web, 
lower flange, and stiffener for one panel (approximately 1,000 mm in the longitudinal direction) 
separated by the stiffeners were identified using a multipoint hammering test. In particular, on the web, 
it was found that high-order complex vibration modes, such as vertical 7th order and horizontal 3rd 
order, which had previously only been identified using theoretical analysis, also exist in actual bridges. 
Moreover, a comparison with an existing identification method based on multipoint measurement and 
theoretical calculations confirmed that the proposed method could identify the frequencies and mode 
shapes of the members with a high level of accuracy. Subsequently, the identification result was 
compared against the measurement spectrum when trains passed; the local member vibration modes, 
which can be the source of the structural noise, were identified. Furthermore, it was suggested that the 
specified vibration modes vibrate significantly when a train passes owing to the coincidence with an 
excitation frequency that is caused by periodical track irregularity. 
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The local member vibration of steel railway bridges that occurs when a train passes can cause fatigue 
damage and structural noise. In particular, rail joints on steel bridges may cause fatigue damage due to 
the introduction of impact forces with high frequencies and the corresponding Higher-order Local 
Vibration Modes (HLVMs) of steel bridges [1]. However, mode shapes of HLVM are more complicated 
than those of the low order modes, and have many nodes in the same member. Therefore, in order to 
evaluate the effect of HLVM, it is necessary to identify the mode shape of the HLVM in an actual bridge. 
However, large-scale multipoint measurement that can identify complex vibration mode shapes cannot 
be applied to field tests with large temporal and spatial constraints. So far, there have been few HLVM 
identification results of railway bridges exceeding 100 Hz [2]. In addition, the modal damping ratio, 
which greatly affects the repetition of HLVM, is an open problem that has not yet been clarified. 
 
In this study, a novel identification method for frequencies, mode shapes and the modal damping ratio 
of the HLVMs of steel railway bridges was developed. The proposed method consists of the following 
four contents: 1) multi-point excitation with impulse hammers instead of multi-point measurement, 2) 
Maxwell's reciprocity theorem [2] for exchanging input points and output points, 3) estimation of 
multipoint free vibration by back calculation from transfer functions and 4) modal identification by ERA 
method from estimated multipoint free vibrations. 
 
The proposed method is applied to a steel I-girder bridge with a span length of 10 m, and the HLVMs 
up to about 1000 Hz of upper flange, web, lower flange, and stiffener for a panel (about 600 mm in the 
longitudinal direction) separated by a stiffener have been identified. Since the number of measurement 
points has increased significantly due to multi-point excitation compared to the conventional 
measurement method, it is clearly shown that the mode shapes of HLVM with a complicated shape can 
be precisely identified. In addition, the modal damping ratio of the identified HLVMs indicated low 
values of around 1% in many modes. This means that the vibration duration of the HLVMs can be long. 
In other words, it is suggested that it may have a great effect on repetition in fatigue damage. The 
obtained results provided important basic information in the fatigue evaluation of steel railway bridges 
considering the influence of HLVMs. 
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Viaducts and bridges enable daily transportation of goods and passengers throughout the entire 
country. Railway network is subject to increasing travelling loads and traffic frequency. In 
addition, most of the bridges were built in the last century: they are subject to ageing and 
degradation [1], as an unavoidable phenomenon. It is therefore necessary to develop proper 
structural health monitoring systems that can support periodical visual inspections. That is why 
infrastructure managers are always looking for new technologies to assess in an almost 
continuous way the health status of their network components. Direct monitoring systems consist 
of mounting a set of different sensors on the structure under analysis, whose measurements are 
then used in order to assess structure mechanical performances and status. Given the nature of the 
bridge/viaduct to monitor and the kind of damage to detect, it is important to choose the proper 
typologies of sensing devices. Moreover, the following step is represented by the choice of an 
adequate damage-sensitive index (or set of them), that is able to capture and reflect eventual 
changes in structure performances during time. This paper is the result of a numerical study 
performed on a 3D FE model based on an existing structure: the studied bridge is a Warren truss 
railway bridge, located in Northern Italy, built few year after the second world war. The authors 
investigated the performances of different vibration-based methods [2]-[3], namely two modal-
parameters based approaches and a non-modal ones. The former, based on the use of modal 
parameters (natural frequencies and mode shapes) as damage-sensitive indexes, was shown to be 
slightly sensitive to damage, also applying important flaw intensities. Instead, the latter, that do 
not imply the computation of any modal parameter, showed better results, both in terms of 
damage identification and localization. In particular, exploiting the RMS values of the signals 
recorded by a mesh of velocimeters placed along the span can represent a possibility to detect 
damage presence and its approximate location. This analysis has been performed for a set of 
different damage scenarios, suggested by the infrastructure managers. The simulations were run 
adopting a complete multi-body train model. Furthermore, in the attempt to get closer to real 
operating conditions, the actual track profile featuring the considered line portion was inserted in 
the simulation program.  
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In order to promote introduction of a large-scale offshore wind power generation system, it is 
necessary to accurately evaluate the wind conditions at sea and optimize the wind turbine layout in 
a wind farm. In a wind farm consisting of multiple wind turbines, the effects of upstream wind 
turbines cause wake where spatial and temporal variations of wind speed occur. Therefore, it is 
essential to correctly evaluate the influence of upstream wind turbines on the wind conditions in 
the wake and to determine the separation distance between wind turbines. We have been conducting 
joint research with the Institute of Applied Mechanics, Kyushu University and Hitachi Zosen 
Corporation since 2018 to develop a versatile wake model [1].  

In the wind turbine wake region, there are velocity distributions in both horizontal and vertical 
directions.  It is important to understand this characteristic, and in this study, we used computational 
fluid dynamics (CFD) to clarify the three-dimensional wind speed distribution in the wake region. 
The CFD simulation base on the unsteady Reynolds-averaged Navier-Stokes (RANS) equations 
was performed. The simulation indicates that wind speed vector in a wake region shows complex 
changes. 

In order to verify the accuracy of the simulation, we carried out measurements of the wake at a 
wind power plant site by using Doppler beam swinging (DBS) Light Detection and Ranging 
(LiDAR). The single LiDAR unit measures the wind speed distribution in the vertical direction at 
the LiDAR placement location and cannot evaluate the wind speed distribution in the horizontal 
direction. To measure the wind speed distribution in the horizontal direction, simultaneous 
measurements using two LiDAR units were performed. One of them was set along the inflow 
direction and  another one was set with 45 degrees rotation. From the results of the comparison 
between the simulation and the measurement, it was confirmed that the simulation do not agree 
with the trend of the measured results for sea wind. On the other hand, the simulation agreed with 
the trend of the measured results for the land wind. 
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During a wind turbine is in operation, a wake is created behind the wind turbine and it reduces 

the power generation and lifetime of a wind turbine located downwind. Therefore, it is important 
to accurately predict the effects of wake in order to assess the feasibility of a wind farm. Hitachi 
Zosen Corporation has been conducting joint research with the Institute of Applied Mechanics, 
Kyushu University and Toshiba Energy Systems & Solutions Corporation since 2018 to develop a 
versatile wake model [1]. In this paper, we report the three-dimensional structure of the unsteady 
wind turbine wake and the behaviour of the wake when wind direction variation is given to the 
inflow wind, obtained by numerical simulation of the Omonogawa wind power plant conducted 
during the development process.  

We conducted numerical simulations to reproduce wind turbine wake using the “RIAM‐
COMPACT” real urban version [3]. The following findings were obtained from the simulation 
results. Inside the wake in 1D downstream of a wind turbine, a flow field that rotates in the 
direction opposite to the blade rotation direction occurs. There is no significant difference in the 
flow field of the wind turbine wake between the up-wind type and the down-wind type. In 5D 
downstream of a wind turbine, the vertical distribution of the mainstream velocity component is 
almost the same regardless of the power of the inflow profile in the swept area of the wind turbine. 
When the inflow wind has a wind direction variation defined by a sinusoidal function with a 
maximum value of 10 degrees, the wind turbine wake is quite diffuse and the results of its vertical 
profile are in good agreement with the field measurement results by a vertical profiling lidar. 
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The construction of offshore wind farms where it is easy to obtain stable winds in large areas is becoming
more and more active. Since the efficiency of a wind turbine is proportional to the cube of the wind speed
and the square of the blade length, wind turbine blades built in the farms have been getting enormous in
recent years. In order to realize larger wind turbine blades in the future, it is necessary to design lighter
and stronger wind turbine blades. This study performed fluid structure interaction (FSI) analysis [1]
combining a multiscale structural analysis, a three-dimensional unsteady fluid analysis around the wind
turbine blade, and structural sizing based on the FSI analysis result. We investigated the influence of the
material properties of CFRP reinforced fiber types on the design solution in terms of the thickness and
weight of the wind turbine blade.

Fig. 1 Phase averaged non-dimensionalized
pressure p∗ distribution on blade [2]
surface (0.61 ≤ p∗ ≤ 0.65).

Fig. 2 Skin panel (pressure side) thickness
along blade [2] span.
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This study provides a development of a new wind turbine(wake) modelling method based on 
machine learning for precise wind prediction by numerical simulation. (wake: Area where the wind 
speed generated on the downstream side of the wind turbine is low, and the airflow is complicated 
and turbulent.) Evaluation of site-specific wind conditions is required in wind power since 
turbulence is cause of wind turbine failure, although wind is source of energy. In a large-scale wind 
farm consisting of multiple wind turbine groups, the interaction of “wake” between wind turbines 
causes a decrease in the total power generation and an increase in the risk of failure. Therefore, in 
the wind power generation business, it is important to select the optimal installation site taking into 
account the effects of wakes, the optimal design of the wind turbine layout, and the operation of 
the power plant with minimal risk of failure. 
 
Wind simulation has been utilized in the design and operation of wind farms. These simulations 
enable highly accurate prediction of power generation and evaluation of the risk of wind turbine 
failure by precisely reproducing the reduction in wind speed and wind turbulence caused by wakes, 
together with meteorological and oceanographic characteristics and topographic turbulence. In the 
field of wind simulation, a number of physical models (wake models) have been proposed and 
validated to reproduce wakes with high accuracy. Uchida et al. [1] succeeded in developing a CFD 
porous disk model, which simulates a part of a wind turbine rotor with a resistive element, and 
demonstrated its effectiveness by comparing it with actual measured data of wind farms in coastal 
areas. In recent years, however, expectations for new modeling methods based on machine learning 
have been rising. Machine learning has the potential to accurately model complex nonlinear 
phenomena that are difficult to formulate, such as wakes. In this study, we constructed and verified 
the accuracy of a new wake model using machine learning, which is different from the conventional 
fluid dynamics viewpoint, in order to realize a wake model with high robustness and versatility that 
does not require complicated parameter adjustments. For the supervisory data of the machine 
learning model, we used wind tunnel tests, LiDAR measurements for coastal wind turbines, and 
time series data during the inflow wind speed and wake region from the CFD analysis (without 
modeling the wake). These measurements and analyses produce a variety of wind data sets at 
different wind turbine outputs (blade lengths) and wind conditions. 
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In recent years, there have been calls for the expansion of renewable energy both in Japan and 
abroad, and bidding for offshore wind farms has begun in Japan. In Europe, many offshore wind 
farms have already been installed, but in order to accelerate the introduction of offshore wind power 
in Japan, Japan's unique problems must be solved. In Europe, offshore wind farms are more than 
10 km from the coast, whereas in Japan, offshore wind farms will be only a few km from the coast 
because the water depths deepen near the coast. As a result, the site will be strongly influenced by 
the onshore topography, and the wind speed distribution in the site may not be uniform and the 
turbulence intensity may be high. In addition, it is known that airflow separation due to topography 
is affected by atmospheric stability [1], but there are very few studies on how atmospheric stability 
affects offshore sites in Japan, since atmospheric stability varies with region and season. In order 
to solve these problems unique to Japan, it is essential to verify the accuracy of wind flow 
simulations that can reproduce the effects of topography and can be set to any atmospheric stability 
level, rather than just the conventional atmospheric stability neutral. 
 
In this study, the annual frequency of atmospheric stability and the effect of topography were 
investigated using ERA5 data and observation data from wind observation masts installed at four 
locations on the island for a site under development where bidding will soon begin. As a result, it 
was found that a variety of atmospheric stabilities appeared at the site and that the annual average 
events were not neutral but unstable, and the deviation from neutral varied depending on the season 
and wind direction. The turbulence intensity varies greatly depending on the mast position and wind 
direction, and it is necessary to reproduce the wind flow separation due to topography in order to 
predict the wind conditions of wind turbines located close to the island. The accuracy of the wind 
flow simulation by LES was verified using the mast-to-mast wind speed ratio. As the simulation 
software, we used the commercial Riam-Compact [2], which is widely used in Japan, based on which 
the atmospheric stability can be arbitrarily set. As a result, it was found that the accuracy could be 
improved by refining the analytical wind direction classification and taking the average of the 
results calculated with several atmospheric stability levels. 
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In order to develop tires that can run safely even on snowy road, it is necessary to elucidate the 
complex frictional phenomena between tires and snow. Since it is difficult to elucidate this 
mechanism through experiments alone, it is necessary to apply prediction technology. Since the 
properties of snow vary depending on a variety of factors, prediction technology that can reproduce 
the differences in snow behavior is needed. Finite Element Method (FEM) [1] based on the 
Lagrangian formulation is commonly applied for deformation analysis of tires. However, if FEM 
is applied to snow, large deformation of snow distorts elements. Therefore, in order to solve the 
complex interaction between snow and tires, Material Point Method (MPM) [2] is applied to predict 
snow deformation in this research. 
 
MPM is a particle method based on continuum mechanics. Physical quantities such as stress and 
strain are placed in the particles, and the equations of motion are solved by a grid placed in the 
background. MPM is suitable for large deformation analysis, and there are examples of its 
application to snow simulation [3]. 
 
FEM can change the resolution of the analysis by changing the size of the elements, but MPM is 
difficult to change the resolution of the analysis. Therefore, modeling both tires and snow with 
MPM requires a huge amount of calculation time. Therefore, FEM is applied to tires, and MPM is 
applied to snow. 
 
Tires have designed grooves called a tread pattern, which affect the traction performance of the tire 
on snow. As a fundamental research for the development of tread patterns with higher traction 
performance, the coupled MPM-FEM method was applied to predict the friction prediction on snow 
of rubber blocks. The prediction analysis was performed under different conditions of snow 
properties and rubber block shapes, and was verified by comparing with experiments. 
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LIXIL Co. handles a wide range of water-related products such as toilets, baths, and kitchens. 
The fluid behaviour control is a key technology for developing of these products. Therefore, 
the numerical simulation with CFD plays an important role in product and technical 
development.   
The flow of water in a toilet has been simulated with the finite volume method (FVM). However, 
the simulation with a large number of fine droplets such as in a shower needs a lot of 
computational cost. To deal with this problem, MPS particle method[1] has been introduced to 
take advantages of enabling for simulating such as liquid splashing, and mixing. In this paper, 
the application of the simulation to the design of a showerhead is discussed.  
The discussed shower has high water-saving performance. The impeller inside the showerhead 
rotates at high speed while half blocking the holes in the showerhead. By increasing the pressure 
in the blocked area, strong water flows can be released even with a small amount of water. This 
enables a bathing experience with a sense of water volume while maintaining high water-saving 
performance. The possibility with the MPS for product development was investigated for this 
shower, too. 
The major subjects to be studied are as follows; 
 
(1) Prediction of impeller rotation speed and transition 
(2) Prediction of water behaviour and droplet size 
(3) Prediction of internal pressure of the showerhead 
 
In conventional MPS particle method, the accurate prediction is difficult because an only 
constant rotational velocity can be applied to the impeller. To improve the accuracy, it is 
necessary to solve the problem by coupling the water flow and the motion of the impeller. 
Therefore, in this research, a coupling technique of MPS and rigid body dynamics are applied. 
As a result, the simulated results show a good agreement with the experimental one.  
This paper focuses on the application of the MPS particle method to the showerhead design. 
Since computational efficiency is also an important factor for the product development, the 
computational performance of multi-GPU for the MPS particle method is also discussed. 
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It is industrially important to understand the flow properties of materials containing multiple 
components such as particle dispersion in liquids and droplets. For example, controlling the 
rheological properties of the slurry solution is effective in battery development and clarifying the 
evaporation mechanism of ink droplets improves image quality of the inkjet printer.  
 
In these fine particle dispersion system, the experimental study is difficult because the size of 
particles is so small (ranged from nm to µm) and particles interact intricately with each other. In 
these situation, simulation methods for such systems have been studied recently. SPM(Smoothed 
Profile Method) has been developed and applied to analyse the motion of dispersed colloidal 
particles in a shear flow [1] and SPH(Smoothed Particle Hydrodynamics) with lubrication force 
model has been studied for shear-thinning phenomenon [2].  
 
We develop a method based on MPS (Moving Particle Semi-implicit) [3] to analyse the rheology 
of the fluid with dispersed particles in a shear flow. The algorithm and some applications to the 
fine particle dispersion system will be discussed in our presentation. 
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In manufacturing processes and in the operation and maintenance of industrial products, the 
accretion of foreign matter in products affects performance, the creation of defects, maintenance 
periods, etc. Therefore, it is necessary to have techniques to predict where accretion will occur and 
the amount. There are various examples of accretion phenomena such as dust in inspection 
apparatuses, carbon accretion in automobile engines, frost on the heat exchangers of air 
conditioners, and snow on the bogies of high-speed trains. In this study, a simulation for predicting 
snow accretion on high-speed trains was developed as a common technique for the above problems. 
Allain et al. [1] developed a snow-accretion simulation for high-speed trains. Snow was modeled 
as spherical particles, and an Euler-Lagrange approach was applied to simulate the interaction 
between snow and air. The snow concentration in the air was assumed to be small enough to have 
no significant influence on the solution of the flow field. The ratio between the mass flux of the 
simulated particles and the real mass flux was used to estimate the actual snow-accretion mass. 
Murotani et al. [2] developed a snow-accretion analysis method that reproduced snow-accretion 
growth processes. Snow was also modeled as a sphere, and the boundary shape, modified by the 
snow-accretion form, was reflected in the boundary shape of an air flow simulation. The approach 
was validated with a snow-accretion experiment on a cubic model, and the results agreed well with 
the snow accretion in the experiment. These two studies demonstrated excellent approaches that 
are highly accurate and practical. However, a lot of particles are needed to obtain statistical 
homogeneity, so this factor increases the computational load. In this study, we developed a particle-
accretion simulation with a small number of particles in order to reduce the computational load. A 
particle/grid hybrid approach that was previously developed [3] was applied. In the simulation with 
grids, a two phase flow that consisted of dry air without snow and wet air with snow was simulated. 
Snow behavior was simulated by using parcel particles containing  snow particles with the same 
diameter and same velocity. The parcel particles were uniformly generated only in the wet air 
around observation areas, so it was possible to significantly reduce the number of particles. The 
wall accretion of the parcel particles was controlled on the basis of the velocity and angle between 
the velocity and normal vectors at the wall surface. The developed simulation approach was first 
validated with snow accretion on a cubic model [2], and the simulated accretion shape agreed well 
with the measured one. Furthermore, the simulation approach was applied to snow accretion on 
bogies of a high-speed train with three bogies. Qualitative and reasonable results regarding the 
location of snow accretion were obtained. 
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The realization of high cooling performance for oil-cooling electric vehicle (EV) motors is 
energetically promoted. It is very important to comprehend the characteristics of oil flows and the 
impingement cooling in the development. It is promising to utilize the MPS method [1], which is 
one of particle-based methods and suitable for free-surface flows with moving walls, for oil-
impingement cooling analysis in EV motor development. However, it is difficult for the particle-
based method to increase the resolution near the component surface as in the conventional mesh-
based method. In the MPS method, this makes it difficult to evaluate the heat transfer between the 
component and the fluid, that is, to utilize it for the thermal design of EV motors. 
 
In the present study, the heat transfer coefficient model suitable for the impinging jet flow, which 
is important in the thermal evaluation of oil-cooling EV motors, is constructed [2]. The local heat 
transfer coefficient is obtained by the model corresponding to the stagnation area of the impinging 
jet flow and substituting the flow velocity and length scale near the component surface into the heat 
transfer coefficient correlation. The parameters included in the model are determined by 
comparison with the impinging jet flow experimental correlation. 
 
The oil-cooling rotor calculations are conducted using the MPS method and model parameters, in 
order to simulate the local heat transfer coefficient of the rotor surface. The numerical results are 
compared with the experiment, and it is confirmed the heat transfer is satisfactorily reproduced with 
the present method. 
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Traffic policies, such as changes in the road environment, are costly to implement. Therefore, it is 
necessary to evaluate the traffic policies quantitatively in advance. For this purpose, it is 
appropriate to test the policies virtually using a traffic simulator. On the other hand, since traffic 
phenomena are complex systems, their prediction requires a high computational cost. Therefore, 
it is desirable that the simulator is not only accurate and scalable, but also optimized to be 
handled by a large-scale parallel computer. 
 
In this research, we have attempted a hybrid parallelization of a multi-agent-based traffic 
simulator [1] using MPI/OpenMP. In this simulator, cars are modelled as autonomous agents. 
Each car's agent obtains information about its surroundings (position of other cars and traffic 
signals), makes autonomous decisions, and acts accordingly. In previous research, MPI 
parallelization has been achieved by dividing the road network so that the load is approximately 
equal and assigning it to each processor [2]. 
 
However, when using SMP clusters, hybrid parallelization can perform better than pure MPI 
parallelization in some cases [3]. Additionally, when using supercomputers, the number of MPI 
parallels may be limited. Therefore, in order to run a traffic simulator on a large-scale parallel 
computer, the authors perform hybrid parallelization of the simulator. The results will be 
presented at the conference. 
 
Our approach contributes to the introduction of methods that have been used in the field of 
computational mechanics to the new field of social simulation. 
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Traffic congestion is causing economic and environmental problems. Recently in Japan, road 
maintenances for roads used for a long time have been required in many places. Thus, a 
maintenance schedule that can minimize the effect of a traffic jam or any other social problems is 
necessary. Traffic simulation is useful for testing many scenarios at a low cost and finding a good 
maintenance plan.  
 
In order to achieve both precision and low computational cost simultaneously, Takahashi et al. [1] 
proposed a dynamic hybrid traffic simulation model that uses different simulation models of 
different granularity, depending on the traffic condition and properties of road networks. In this 
approach, the Cell Transmission Model (CTM) [2] is employed as a macroscopic model 
regarding traffic flow as continuum fluid, while the Intelligent Driver Model [3] and MOBIL [4] 
are employed as microscopic models simulating the individual behaviors, are employed. The 
models are switched to each other dynamically during a simulation. 
 
The main target area of this hybrid model is a highway, and the validation was conducted using 
real traffic data on highways. The results show that the model can perform accurate simulations 
with low computational costs. However, this model still has some limitations in the accuracy 
under certain situations and cannot model merge and diverge sections. To overcome limitations in 
the previous dynamic hybrid traffic simulation model, the authors in this study propose an 
improved model with higher accuracy and wider applicability. The concrete results of the study 
are to be reported at the conference.  
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There is a worldwide demand for a sustainable carbon-neutral society, and the reduction of 
energy consumption derived from fossil fuels is an urgent issue. In the transportation sector, 
which accounts for a large percentage of energy consumption, the use of EVs (Electric Vehicles) 
with high environmental performance has been rapidly increasing in recent years. EVs are 
expected to play a major role in realizing a carbon-neutral society. 
 
In this study, we proposed a coupled simulation framework that can represent the interaction 
between the transportation system and the power system. This will enable us to evaluate the 
impact of the introduction of EVs into society and to study the appropriate charging control 
policy. The framework is verified in a simple numerical environment, and it is shown that the 
two-way coupling can be executed correctly. In the proposed simulation framework, OpenDss [1] 
is used to simulate the power distribution mechanism, and MATES [2] (Multi-Agent Traffic and 
Environment Simulator) is used to simulate the road traffic mechanism. These two simulators run 
independently, but exchange information with each other through two-way coupling. MATES can 
link not only EV charging events but also congestion estimates and reservation status of charging 
facilities to OpenDSS. After power flow calculation, OpenDSS can link the rated output of 
chargers, rate settings, and other information to MATES. 
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Modeling the air traffic flow and evaluating the operational impacts have been widely conducted for the
enhancement in the efficiency of Air Traffic Management. This paper investigates the effect of the fi-
delity of the simulation models on flight delay at a microscopic scale by comparing AirTOp commercial
simulator and our proposed Cellular Automaton(CA)-based simulator; both are utilized in our previous
studies [1, 2]. Our CA-based simulator[2] has been modeled to assess airport and airspace complexity
at a macroscopic scale. On the other hand, AirTOp[1] can take into account the microscopic behavior of
the aircraft by the new sequencing and spacing operation, so-called Point-Merge (PM) operation, started
from 2019 at Tokyo International Airport (RJTT). In this study, both simulators model 578 arrivals at
RJTT, consisting of 435 flights coming from south-west direction and 143 flights coming from the north
direction. The actual data including radar track, and flight plans (FP) during the 6 months between
September 2019 and February 2020 are analyzed to make 39-days traffic scenarios. Each agent (flight)
departs reference points located in 200 NM from RJTT in south-west direction and 120 NM from RJTT
in north direction and flies along the designated FP. The main difference exists in the spacing adjustment
algorithms. AirTOp realizes the spacing adjustments by ”vectoring (taking a detour)” following the ac-
tual PM-operation. In contrast, the CA-based model implements spacing adjustments following 3 simple
rules regardless of the area. As the result, the comparison reveals that AirTOp simulator captures the
characteristics of the delay originated from PM-operation better than SBCA owing to the configuration
of vectoring zones and the implementation of the actual speed and altitude restriction at PM-operation
area. However, the results show that the calculated macroscopic metrics such as descent and speed pro-
file, total flight time, total traveling distance, and separation at the runway threshold are well fitted to
the actual operational data in both simulators. These findings suggest that air traffic simulators could
deal with the delay area and amount in detail by considering the constraints of the location, speed, and
altitude of sequencing and spacing.
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By considering every finite element method (FEM) solution [1] as the result of a numerical 
experiment for a fixed model, a purely mathematical problem, i.e., solution verification, can 
be addressed by first quantifying the errors and uncertainties due to their sources, and then 
developing numerical algorithms to assess the solution accuracy of all candidate solutions.    
In a recent paper [2], we presented a new approach to FEM verification by applying two 
mathematical methods, namely, (1) a 4-parameter logistic function to represent the behavior 
of an asymptotic solution of a specific FEM model, and (2) the nonlinear least squares method 
[3], to find the asymptotic solution and its 95 % confidence bounds.  Using the two methods, 
we developed a numerical algorithm, to be known as "Asymptotic-FEM Algorithm (AFA)," 
we estimated an asymptotic FEM solution and its uncertainty at some very large degree of 
freedom such as one billion or more, based on the availability of a sequence of increasingly-
dense-meshed solutions of a specific FEM model.  Since a full logistic function has four 
parameters, we needed a minimum of 5 FEM candidates in the first sequence of increasingly-
dense-meshed solutions to get one convergent asymptotic estimate.  As the size of the 
sequence increases, we get more asymptotic estimates until when the size reaches 9, we get a 
total of five asymptotic estimates.  In this paper, we develop a doubly-asymptotic FEM 
algorithm (DAFA) by applying the AFA again to the sequence of 5 asymptotic estimates in 
order to obtain an ultimate estimate of the solution of a specific FEM model.  Our results 
include calibration of this DAFA method using problems of known analytical solutions and 
the application of the method to sample problems, of which no theoretical solution exists.   
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Linear friction welding(LFW) is one of the methods in accordance with the SDGs in machine-parts 
production processes. Lately the method has been used for not only airplane production but also 
automobile production owing to its rationality. 
 
In the LFW process two machine-parts are bonded with their surfaces in solid phase with the 
friction-heat brought by lateral oscillation with each other. It needs neither big facilities like large 
electric energy sources nor other materials as in the arc welding.  
 
But when the LFW analysis are planned the analysis models are usually prepared in 3D models. 
That is because LFW processes include 3D loads and 3D deformations. And accordingly the model 
becomes so big that it takes much calculation time and long development period. 
 
We intended to develop 2D model for this analysis with the following method. In the LFW process 
small pressures normal to the friction surface are occurred through the lateral oscillating motions 
of the blanks. These pressures are important but lost in the 2D model. 
 
We introduced the body-force field representing the upper-mentioned pressures in the 2D model. 
And the body-force field is generated by the centrifugal force on the blank considering that the 
pressure-forces are independent of the push force of the blanks. 
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Die-casting is a casting method suitable for mass production because it can accurately form 
complicated shapes. However, when the mold is filled with the molten metal, there is 
unsatisfactory performance that casting cavities (gas porosity) are generated due to air 
entrainment, and the strength of the product varies. 
 
Recently, with the aim of improving the quality and production efficiency of castings 
including this air entrainment, there has been many studies of simulating the behavior of 
molten metal during filling and visualizing the state of gas entrainment using CAE. 
 
In this study, the mold filling process considering air entrainment in the die cast are 
simulated using the two-phase flow SPH method, that can be applied to the mold flow 
including gas entrainment[1], [2]. Then, the behavior of air entrainment due to the filling 
of molten metal (Aluminum alloy), especially the efect of injection speeds are 
investigated. 
 
The particle model (number of particles: 270,000) that simplifies the 3D die-casting shape 
in the field is used in this simulation. And particles with a specified speed flow in 
continuously at the molten metal inflow gate. At the outlet (vent part), particles flowing 
out of the mold are erased. 
 
In concluson, it is possible to investigate/visualize the air entrainment behavior at the time 
of filling the molten metal and the flow behavior due to different filling speeds, which is 
considered to be effective for improving the gas porosity of the cast product. 
In addition, to speed up the two-phase flow program by SPH method, a parallel algorithm 
using OpenMP, which enables parallel calculation on a shared memory type machine, has 
been implemented. As the result of parallel calculation, we were able to achieve more than 
3 times faster computational speed on a PC with 4 cores. 
 

REFERENCES 

[1] Ichimiya M., Development of Flow Simulation considering Gas 
entrainment using Particle Method. Proc., the 158th Casting Engineering 
Conference, JFES (2017). 
[2] Ichimiya M., Yamagata N., Development of Two-Phase Flow Simulation using SPH 
Method, WCCM, Yokohama, July-August (2022) to be published. 

1672



Development of two-phase flow simulation using SPH MethodMasakazu Ichimiya

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Development of two-phase flow simulation using SPH Method 

 
 

Masakazu Ichimiya1* and Nobuki Yamagata2  
1 The University of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113-8656 Japan,  

ichimiya@n.t.u-tokyo.ac.jp 
2 Advanced Creative Technology Co., Ltd., 2-10-3 Kojimachi, Chiyoda-ku, Tokyo  

102-0083, Japan, yamagata@actact.co.jp 
 

 
Key Words: two-phase flow, SPH, foundry filling process, air entrainment 
 
 

Gas entrainment is one of the major defects caused in the foundry filling process. Since the 
smoothed particle hydrodynamics (SPH) is a Lagrangian method that does not use a lattice, large 
deformations and movements can be easily analyzed, so it has the potential to be applied to such 
gas defect prediction as a methodology. However, numerical simulation of the two-phase flow, in 
particular those with large density ratio, has been challenging. It is because the discontinuities of 
the density and the sharp pressure gradient exist over the interface. Authors have developed a 
two-phase flow SPH methodology that can be applied to the foundry filling process containing 
gas [1].  

 
The weak compressible SPH(WCSPH) was used as the analysis method. Strictly speaking, 

water has a slight compressibility. The weak compressible SPH is solved by using NS equations 
and equations of state (EOS) alternately. The Tait equation was used for EOS. 

 
The methodology developed in this study is applied to bubble rising in water, which is a typical 

problem of gas-liquid two-phase flow. The bubble / water density ratio is 1/1000. In the 2D as 
well as 3D calculation results for the bubble radius 20 mm, the bubble shape became a spherical 
cap as shown by Grace [2].  The water tests regarding the gas entrainment in the inclined part of 
the rectangular cavity and air exhaust from backstep part were also analized.  Good agreement 
between the water tests and simulation results demonstrates the success of the SPH methodology 
development. 

 
The methodology in this study is applied to the 3D mold filling process simulation considering 

air entrainment [3]. 
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Evapotranspiration (ET) is one of the most important hydrological processes in forested 
catchments and is essential in terms of water resource management. ET differs depending on the 
precipitation type (rainfall or snowfall) and forest conditions, such as, species, stand density, and 
tree height. For example, rainfall interception ranged 1020 % of the rainfall, while snowfall 
interception ranged 3050 % of the snowfall in evergreen coniferous forests. In addition, rainfall 
and snowfall interception ranged 1040 % and 010% of the rainfall and snowfall in deciduous 
broadleaved forests, respectively. Thus, our objective in this study is to estimate catchment ET 
based on the new practical model which accounting for precipitation types and forest conditions.  

Our new model was based on the model developed by Komatsu (2020). In particular, the part of 
interception loss (Ei) needed to be improved in terms of different precipitation input (rainfall and 
snowfall). Ei was estimated by species, stand density, and tree height as Ei rate to precipitation 
based on the review of 77 published studies all over the world. Transpiration (Et) and forest floor 
evaporation (Ef) were estimated by species, stand density, tree height, and climatic data. We further 
applied the model to three forested catchments located in Ymanashi Prefecture, central Japan (area: 
21km2, elevation: 680 to 2200 m a.s.l.).  

Estimated annual rainfall Ei ranged from 64 to 460 mm with a mean of 282 ± 100 mm and 
snowfall Ei from 18 to 241 mm with a mean of 47 ± 42 mm. Annual evaporation from dry canopy 
(i.e., Et and Ef) ranged from 190 to 1034 mm with a mean of 507 ± 186 mm. The total ET ranged 
from 412 to 1195 mm with a mean of 809 ± 206 mm. We found the different distribution of ET in 
each of the catchments and which was caused by the forests and meteorological conditions 
depending on altitude and management history. Incorporating our model with LiDAR remote 
sensing, we can estimate the distribution of ET within catchments and thus it can be effective for 
future catchment management. 
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In emergencies such as large-scale earthquakes, floods, and accidents, "water outage" is still the 
most familiar and urgent problem. In the questionnaire "Problems after the disaster", "Securing 
sufficient water" always ranks high. In the event of a large-scale earthquake in the past, not only 
will it have a major impact on domestic water, but it will also become a bottleneck for resuming 
operations due to the total water outage of industrial water, and it hinders rapid recovery and 
rebuilding of life. In the report of the National Land Council in May 2017, "About the ideal water 
resource development basic plan for the stable supply of risk-managed water," the promotion of 
demand-led water resource development up to now has been changed to risk-managed. With the 
aim of shifting to a stable supply of water, the use of alternative water sources such as groundwater 
has been proposed as a flexible response in the event of a crisis.  

On the other hand, since the quantitative impact assessment of the flow status of groundwater 
has been delayed, ground subsidence due to excessive pumping may occur due to improper 
regulation, on the contrary, it cannot be used effectively due to regulations.  

Based on this situation, as one of the issues "Strengthening of National Resilience Against 
Natural Disasters" in the second phase of the Cross-ministerial Strategic Innovation Program (SIP) 
implemented by the Cabinet Office, "Integrated Study on Groundwater Utilization System at Water 
Outage/shortage during post-Disasters and/or Draughts"  was adopted, and research began in 2018.  

This system consists of "Development of social implementation interface" and "Integrated 
Watershed  Model", and will be implemented and operated by the government, local governments 
and the basin council.  

Multiple disaster scenarios are set in "Development of social implementation interface" to enable 
governments and local governments to understand the availability of water sources, including water 
demand and the water supply of surface water and groundwater as a whole in the affected areas, 
and to identify the amount and location of available groundwater.  

In " Integrated Watershed  Model ", we will develop a model that combines three advanced 
technologies: Integrated Watershed  Model, New Forest Evapotranspration Model and Land 
Subsidence combined Watershed Hydrogeological Model.  

Assuming the scenario set in the "social implementation interface" in the model area (Kanto 
Plain, Nobi Plain), the amount of groundwater that can be supplied is estimated under the standard 
of maintaining the land subsidence below a certain level.  

In this presentation, we will introduce three advanced technologies and scenario analysis results. 
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For the purpose of mitigating water shortage/outage caused by possible natural disasters such as 
earthquakes or drought in the Kanto Plain which contains the Tokyo Metropolitan area of Japan, 
we have been working on numerical hydrologic modelling to investigate possibility of emergency 
water supply from groundwater wells.  
 

For modelling the watershed which covers around 35,000km2, a general-purpose hydrologic 
simulator GETFLOWS[1] was used, in which the interactions of the surface water and 
groundwater are treated in a fully coupled manner.  

We collected necessary field data for numerical modelling as follows; 
- DEM with 5m resolution 
- Digital maps of vegetation and land use  
- Hydrogeological information such as boring data, published maps and related bibliographies 
- Records of surface/subsurface water use (location and rate with time) 
- Climate records regarding precipitation distribution over the watershed 
- Observation records of river flow (rate or water level), and groundwater level at wells. 
 
    The Kanto Plain is discretized with 250m horizontal resolution, and 60 variable thickness 
layers in subsurface down to -6500m. The final grid system was formed in around 46 million grid 
blocks.  

 For depicting the 3-D geological structure of the watershed, around 200 borings and other 
geological information/expertise were used to estimate geological structure of the whole 
watershed. Intensive calibration was made through comparison between the observed and 
calculated groundwater levels at over 100 wells, as well as the observed and calculated runoff rate 
for large rivers. The calibration processes were done by changing hydraulic parameters for the 
period of drought around 1994, and for the period from 1920 to present including the time when a 
large amount of groundwater was used for lives/industries from 1945 to 1970s.  

 
In the presentation, we will introduce the tentatively obtained hydrogeological information 

such as 
- Groundwater potential distribution (maps of permeability x thickness ) , 
- Estimated  cumulative thickness of muddy layers for estimating subsidence potential, 
- Historical change of contours of groundwater level, and 
- Flow lines from the past to the recent by graphics. 

These hydrogeological information was transferred to the analysis of land subsidence. 
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In the event of a disaster such as a large-scale earthquake, the function of water supply facilities 
may stop, and the water supply that is essential for people’s lives may stop. The use of 
groundwater is effective as a water resource in such an emergency. On the other hand, unplanned 
use of groundwater may cause wide-area land subsidence and may cause various problems such 
as an increase in the risk of subsequent inundation. 

 

We are constructing an integrated watershed model for identifying hydrogeological condition and 
groundwater potential in the Nobi Plain with the aim of quantitatively understanding when, where, 
and how much water can be pumped within the range that does not cause land subsidence. In 
constructing the watershed model, we keep in mind that 1) it is a model that matches the purpose, 
and 2) it is a model that captures the characteristics of the area related to the purpose. 

 

The Pleistocene gravel layer distributed in the Nobi Plain is rich in groundwater recharged by the 
alluvial fan formed by the Kiso, Nagara, and Ibi rivers. In the Nobi Plain, which is rich in 
groundwater, wide-area land subsidence occurs due to the pumping of a large amount of 
groundwater during the period of high economic growth, and groundwater management including 
regulations is carried out to prevent this. As a result, wide-area land subsidence has subsided over 
time in recent years, but during the drought in 1994, although the annual pumping amount was 
below the control value, temporary groundwater pumping in the summer was progressed. As a 
result, ground subsidence has occurred. In an emergency such as a disaster, excessive pumping of 
groundwater may occur in the terms of time and space. This is considered to be exactly similar to 
the phenomenon of 1994. 

 

In this report, we introduce that in order to construct a watershed model that satisfies the above 
requirements 1) and 2), we modeled an alluvial fan as a recharge source area, unconfined aquifer 
which is rich in groundwater and confining layer based on various information on topography and 
geology, and then simulated seasonal fluctuation trends in groundwater levels in 1994. 
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A new model of line-source is proposed for the finite element method (FEM) of groundwater 
seepage flow. In the FEM, considering the pumping or injection (hereafter referred to as pumping) 
well, it is necessary to divide the pumping well and its vicinity into a very fine mesh to obtain 
accurate results. Because the diameter of the well is very small compared to the that of the analysis 
area, the well is often modeled as a line-source that is represented by a sequence of nodal points 
with given pressures or flow rates. 
 
When modeling a pumping well with a sequence of point sources, each point source is considered 
as a well with a certain diameter according to the size of connecting-elements that connect to the 
point sources. Theoretically, the size of connecting-elements can be only approximately seven 
times the actual radius of the well, imposing significant restrictions on mesh division for large 
three-dimensional (3D) regions with planes of ten thousand of square meters or more. 
 
Extensive research has been conducted earlier in the field of petroleum engineering to address this 
problem. Most of them are organized in the commemorative paper [1]. However, for 3D mesh, 
existing studies are only valid for the structured or the semi-structured grids. In this study, a new 
model of line-source for FEM accepting arbitrary 3D mesh is proposed to address this problem. 
 
The proposed line-source allows the use of mesh that is divided by 3D finite elements of arbitrary 
shape. Because this model corrects only the permeability of the connecting-element based on the 
theoretical solution, its implementation into the existing programs involves creating only two 
subroutines. One corrects for permeability before constructing the FEM equations, and the other 
reversely corrects the velocity vectors and other factors related to the permeability after the solution. 
In addition, by making these subroutines as external programs, this model can be used as pre/post-
processing of the existing programs or commercial software. 
 
Analysis results of two simple problems are shown as code verifications for this line-source model 
after explaining the formulations and algorithm of the model in detail. One is the problem of a well 
pumping groundwater from the confined aquifer sandwiched between parallel impermeable layers, 
and the other is the problem of a well pumping groundwater from sections partitioned by packers 
for shielding groundwater. From these results, it was verified that the proposed line-source model 
provided considerably high accurate solutions even in arbitrary meshes. 
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Owing to the emergent situation under earthquake, flood and so on, the water outage is serious and 
grave damage to the suffers. Main countermeasure for water outages is emergency water-supply by 
a water tender. When the wide-area is damaged, the capacity of the water tender is not enough for 
water demand of suffers. Groundwater has the potential to support a part of water demand. On the 
other hand, groundwater intake has been limited to avoid land subsidence so far. Recently, the wise 
usage of groundwater for a risk-managed reliable supply of water is now considered. Here, we try 
to develop a scenario for the safe use of groundwater during the post-disaster period over the Kanto 
Plain including Tokyo, the capital of Japan, and Nobi Plain, including Nagoya, Japan. Those plains 
are at risk of earthquakes and drought. 
The shortage of water resources was calculated as the amount of demand minus the supply. The 
amount of water outage after a disaster was estimated as the time series of water supply interruption 
rate based on past earthquake cases. This water supply interruption rate is high in areas at risk of 
liquefaction, where the risk of water pipe breakage is high, so the calculation was made separately 
from other regions. The demand for domestic water use was based on the demand for water for 
domestic use in each time series assumed in the disaster prevention plan by the Japanese 
government. Specifically, only drinking water (~3 liters per person per day) would be needed for 
the first three days after the earthquake, and that demand for washing and bathing (~250 liters per 
person per day) would increase as the days went by. These calculations were conducted for each 
municipality category and finally weighted and allocated regarding land use to create a 250m mesh 
of water shortage. 
The developed scenario allows us to show the hot spots where the water demand is not met after 
the earthquake occurrence, depending on the season, climate condition, and distribution of seismic 
intensity of the earthquake. For example, in the downtown area, where urban development is not 
yet advanced, and wooden houses are densely built, there is a shortage of water to fight fires caused 
by earthquakes in many areas for the first day. In contrast, while outage of municipal water reaches 
its maximum around two weeks after the disaster event. The estimated time series of water outages 
at 250m mesh can be used as input data of the 3-D groundwater model to investigate the potential 
of groundwater safe of use without land subsidence. 
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Due to the accident at TEPCO's Fukushima Dai-ichi Nuclear Power Station, radioactive materials 
were released over a wide area, and relatively high concentrations of radioactive cesium 
(hereinafter Cs) were deposited in the Abukuma Mountains. Although it has been clarified in 
previous studies that most Cs are strongly adsorbed on the surface soil, the possibility of Cs 
transport into the bedrock cannot be ignored in areas where the soil layer is relatively thin or 
where the basement granitic rocks are exposed at the surface. 

Therefore, groundwater flow simulation with particle tracking analysis has been conducted in the 
area from the Abukuma Mountains (topographic high) to the lower coastal plain at the southern 
part of Minami-soma City, Fukushima Prefecture. The geological model has been constructed 
based on published topographical and geological information[1]. The geological model consists of  
Mesozoic granite in the west, Neogene sedimentary layers consisting of alternating beds of 
sandstone and mudstone in the east, and the NS-trend Futaba fault zone between them. The 
hydrogeological model was constructed by utilizing published hydraulic conductivity values[2] to 
geological zones of the geological model. 

Regarding boundary conditions, constant head boundaries have been set for the side boundaries, 
while a no flow boundary has been set for the bottom boundary. Since actual measurements of 
hydraulic conductivity values are limited, sensitivity analysis has been conducted by changing the 
hydraulic conductivity of the Futaba faults zone and mudstone in the sedimentary formations.  

As a result of the particle tracking analysis, most of the particles recharged from the mountainside 
discharge to three areas within a few years to several tens of years in the eastern plains regardless 
of differences in hydrogeological models.  A groundwater reservoir exists within the discharge 
area above mentioned. This suggests that if Cs migrates with groundwater, Cs concentration may 
increase around the reservoir in near future. Therefore, it is important to conduct continuous 
monitoring of Cs concentrations around the reservoir. 

A study on the effects of Cs in groundwater is expected to provide important information to citizens 
who are considering returning to this area. 
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This study tried an uncertainty analysis for numerical land subsidence modeling with multiple 
sets of subsurface properties which make comparable reproducibility of observed land subsidence 
by using an evolutionary algorithm for multimodal problems. Subsurface properties are often 
uncertain and multiple sets of subsurface properties can explain observed subsidence in numerical 
modeling, causing the reliability of a single “best” set to be questionable. Existing studies have 
attempted to solve this reliability problem through the ensemble Kalman filter or ensemble 
smoother, but these were not straightforward for highly nonlinear problems, such as a clay 
compaction process. It has also been reported that these methods can only deal with problems 
which have a small dimensionality in parameter space. This study aims to construct multiple sets 
by an inversion procedure of an evolutionary algorithm for the vertically 1D coupled simulator of 
groundwater flow and subsurface deformation with a modified Cam-clay model. The 
evolutionary algorithm has shown to be efficient and applicable for nonlinear problems, but it 
easily loses model diversity during the modeling process. We solved this problem by employing 
fitness sharing, which modifies the evaluation of a model according to its distance and similarity 
to neighboring models. As a result, we succeeded in obtaining diverse sets of subsurface 
properties with comparable reproducibility of observed land subsidence. Furthermore, the test of 
different thresholds for determining the size of the neighborhoods showed how the threshold 
controls the diversity of the obtained sets. Through an application to a synthetic problem, it was 
found that the hydraulic conductivity, specific storage, compression index, and the initial 
preconsolidation stress in clay and compression index in the aquifer are well-constrained, while 
the hydraulic conductivity and specific storage in the aquifer and initial void ratio in both clay 
and aquifer are uncertain. Finally, we demonstrate our method of visualizing the predictive 
uncertainty in land subsidence by applying it to an actual field problem and conducting the 
scenario analysis. 
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In crash situations with an electric vehicle, the integrity of the battery cells is critical for the 
consequences of the crash. A short circuit triggered by deformation and damage of the internal 
cell structure can cause overheating of the battery (thermal runaway) and may result in a vehicle 
fire or even an explosion. Thus, for assessing the crashworthiness of electric vehicles evaluating 
the deformation states of potential crash situations with respect to the occurrence of a short circuit 
is crucial. A particular challenge for building a cell model with acceptable computational time lies 
in the very different spatial scales regarding the overall cell size and the thickness of individual 
layers. Cells installed in vehicles have dimensions of several centimetres, whereas the thickness 
of the individual layers is in the micrometre range. Much research has already been conducted 
based on homogenized cell models that do not explicitly account for the internal layer structure, 
and existing material models calibrated to experimental data (e.g. [1]-[3]), while explicitly 
considering the layered structure is just pursued more recently (e.g. [4]-[7]). 
 
Within our contribution we introduce a detailed numerical model which, as a part of a multilevel 
simulation approach, can be used to evaluate the criticality of a deformation state. The model 
mimics the layered structure of the cell, whereby the constitutive properties were determined by 
in-house experiments on the respective materials. For validation, bending tests and indentation 
tests with different punch geometries along with CT-scans at selected indentation depths are 
available. Comparing the simulation results with the failure sequence and the force-displacement 
curve from the experiment, a closer view on critical deformations and on their respective stress 
states is obtained. The results indicate that in-depth understanding and modelling of the failure 
behaviour is crucial for correctly modelling battery cells under crash loading scenarios.  
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In the early stage of vehicle planning phase, feasible designs based on the vehicle plan should be 
derived to meet the lower development cost and working hours.  
Conventional finite element analysis from CAD drawings can't find the feasible area in the design 
space without long hours of CPU. 
 
To conduct feasibility study in the early stages of vehicle planning phase for vehicle body 
deformation and occupant safety, the database was constructed from large number of frontal crash 
FE analysis using parametric FE models.  
 
Machine learning(ML) models were created from the database. Coupling analysis using ML models 
between vehicle body deformation and occupant safety enables occupant injury value predictions 
from design variables for the vehicle body frames. 
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In recent years, a wide range of different approaches have been proposed as shape recognition 
techniques for 3D objects.  The important key for efficient and practical operation in real world 
is proper engineering of the data representation [1-2].  Vast majority of data representation for 
3D objects is based on image-processing methods. Meanwhile, the algorithm to effectively 
extract data representation (high-level representation) from the raw 3D data is still under study.  
In this paper, an attempt to define high-level representation is proposed, where the raw 3D data 
can be extracted into a simplified 1D-like data.  Besides data simplification and dimension 
reduction, the experimental results show no significant loss of accuracy.  This 1D-like data is 
then used as an input into machine-learning system to be manipulated for shape recognition. 
 
3D objects are basically made up of multiple surfaces that can be split separately.  Here, data 
representation of each surface is calculated using our proposed methods to obtain 1D-like 
features information [3].  The extraction of 1D-like data from surface properties is proposed in 
[4], which consists of geometrical descriptors, face angle, point angle, etc.  Therefore the real 
3D objects can be simply modeled as 1D-like data arrays collected from the overall surfaces.   
This method is able to construct data representation with less computation power and time 
respectively. 
 
An experiment was carried out to evaluate the performance of dimension reduction methods 
implemented in machine learning (deep-learning algorithms) for use in 3D shape recognition 
with a task to predict the label for each surface.  The proposed method has achieved satisfactory 
result with accuracy > 90%.  The advantage of this proposed method is the computation speed 
of data extration, which makes it attractive as a potential candidate for high-speed shape 
recognition in real practice.  Further works are under going to improve the recognition accuracy 
and robustness. 
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In accordance to several safety requirements, battery packs have to pass certain tests defined
by international standards and regulations. Particularly, the avoidance of the effect of ther-
mal propagation, induced by a single cell and resulting in a catastrophic failure of the whole
pack, has to be addressed within the design process. Aiming for an efficient optimization of
the overall safety behavior, multi-physical models of the battery pack as well as of the applied
battery cells are required. This contribution introduces a standardized and automatable gen-
eration methodology of the required simulation models. Aiming for the initial characterization
of the single battery cell, specific experimental investigations are performed. In addition to an
electrical and thermal characterization, electrical as well as thermal abuse tests are carried out.
Based on the experimental results, the relevant model parameters are identified. To this end,
specific multi-physical models are created and evaluated in the commercial finite element code
LS DYNA. Here, a self-developed tool is utilized, which allows for the automatic generation of
these models. Note, that various modeling approaches ranging from homogenized scale models
down to layer level models can be considered with respect to the desired discretization. To
validate the resulting model of a single battery cell, some tests are exemplary simulated and the
results are compared to the experimental data. In addition, the arise of the thermal runaway is
analyzed with respect to the location of the initial short circuit and the state of charge. Next,
a model of one investigated battery cell is integrated in an abuse simulation of a whole battery
pack. Finally, the simulation results allow for a study and discussion of the influence of specific
design measures on the avoidance of thermal propagation. Consequently, the full range from
experimental characterization and abuse testing of single battery cells to abuse simulation of
whole battery packs is covered by this contribution.
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A fire accident caused by the thermal runaway of the Lithium Ion Batteries is one of the important 
issues of practical electric vehicles. As a safety testing for electric vehicle, thermal runaway and 
white smoke generation due to impact and crush tests is often evaluated. Basically, though the 
short-circuit is considered to be caused by the contact between the positive and negative 
electrodes[1], it is difficult to confirm what kind of deformation occurs inside the battery, because 
the battery explodes by a short circuit and thermal runaway. The purpose of this research is to 
elucidate the mechanism of the internal short circuit by visualize the internal deformation state 
when an internal short circuit occurs. First of all, in order to investigate the inside of Lithium Ion 
battery during large deformation, the battery was held and solidified in its deformed state, and the 
internal deformation is observed by digital microscope. In according to the observation in section 
plane of deformation state, the aluminum and copper of the current collector foil were broken in 
the upper layer. Furthemore, a shear band could be confirmed by connecting the points of the 
broken collector foil. It is presumed that this internal deformation state is the cause of the contact 
between the active materials of the positive and negative electrodes and the contact with the foil, 
which causes an internal short circuit. This result is important to explain why battery cells cause 
internal short circuits when large deformation has occurred. In addition, in order to elucidate the 
mechanism of this shear band, we will introduce a proposal to elucidate the internal short-circuit 
generation mechanism by constructing a simulation model that can reproduce the shear band by 
compression by using the commercial finite element method code Ansys LS-DYNA. 
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Fluoropolymers have excellent weather resistance, heat resistance, electrical insulation properties, 
etc., and are used in a wide range of fields such as semicondutcors and automobiles [1]. Recently, 
it has been clarified that the electrical properties such as relative permittivity, volume resistivity 
and dielectric breakdown strength of the fluoropolymers are significantly improved by controlling 
their crystal structure with biaxial stretching [2]. As a result, biaxially stretched fluorine films are 
increasingly expected to be used in automobile-related electronic devices such as high-frequency 
substrate films, motor insulating papers, and film capacitors to improve their performances and 
reduce their sizes and weights. For example, the size of the film capacitors can be reduced to less 
than half with the fluorine films compared to polypropylene (PP) films. As automobiles become 
CASE (Connectivity, Autonomous, Sharing/Subscription, Electrification), various devices are 
required to be smaller and lighter. The downsizing of the film capacitors will greatly contribute to 
the miniaturization and performance improvement of the electronic devices for electric vehicles. 
However, it is difficult to continuously manufacture the fluorine films because kink bands and 
stretching tears are easily to occur during successive biaxial stretching with a tenter. 
 
In this study, we proposed a simulation method for film transverse stretching based on the finite 
element method using the orthogonal anisotropy plastic model [3]. The simulation method can 
not only analyse the large stretching deformation up to the orientation hardening region, but also 
predict the kink band phenomenon that occurs during the film transverse stretching. The validity 
of the simulation method was confirmed by the film transverse stretching tests performed on the 
fluorine film sheets with different longitudinal stretching ratios. Using the simulation method, we 
clarified that the anisotropy index of the fluorine film sheets has a great influence on the presence 
or absence of the kink band phenomenon during the film transverse stretching. The anisotropy 
index of the film sheets after longitudinal stretching can be related to their orientation, and the 
two are approximately in a linear relationship for the fluorine film sheets. Moreover, we revealed 
the change in film stretching deformation due to difference in tenter shape. The main conclusions 
drawn by the simulations are as follows. 
(1) The presence or absence of the kink band phenomenon during transverse stretching largely 

depends on the anisotropy of the film sheets after longitudinal stretching. 
(2) The ratio of length to width of the stretching zone is desired to be 2.0 or more. 
(3) The protective layer attached to the edge of the film sheet has the effect of preventing the film 

from tearing during the transverse stretching. 
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The UPSCALE project is the first EU funded project intended to integrate Machine Learning (ML) 
algorithms with CAE tools to foster the development of Electric Vehicles. Within the frame of the 
UPSCALE project several innovative solutions that apply this premise have been implemented and 
tested on real vehicle designs. Examples of this new approach to simulate key automotive load-
cases include surrogate models of aerodynamic CFD simulations, reduced order models of battery 
cells in crash simulations or machine learning physics informed (PIML) turbulence models.  
 
In this work, we present the application of machine learning to find a correlation between Reynolds 
(Re) stresses and the main flow variables in high fidelity flow fields, with the aim to set an iterative 
process to progress through RANS solutions with realistic flowfields including, pressure, velocity 
and Re stresses. 
 
Following the approach proposed by Xiao [1],the authors  implemented a framework that extracts 
up to 10 variables (inputs in our ML model) and 8 responses (outputs ion our ML model) in RANS 
and DNS flowfields and tried different strategies to improve the RANS solution accuracy and trying 
to be closer to DNS flowfield. 
 
Framework 1 is focussed on computing the discrepancy between RANS Re stresses and the would 
be Re stresses in the DNS solution. So, we use RANS flowfield variables as inputs and the 
difference between RANS and DNS Re stresses as output to train the ML algorithm. This approach 
proved to be promising for similar flowfield, with same geometry and Re number, showing its 
limitations when moving to complete different flowfields. 
 
In framework 2, we use high fidelity data only as inputs and the DNS Re stresses as outputs for the 
training phase and we apply this rule on the RANS inputs to get a new Re stress field. The direct 
application of this approach on converged RANS flow-fields proved to be unsatisfactory, and the 
authors deem this is due to inaccuracy of the converged flowfield, so further investigation needs to 
be performed, for instance a coupled procedure between the Navier Stokes equations solver and the 
PIML Re computation. 
 
The presentation will include the description of the different investigated frameworks, the main 
results, conclusions and the foresight of the application Physics informed strategies in turbulence 
modelling. 
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Image-based simulations are a key enabler of digital twins and can represent a digital engineering 
workflow for the analysis of as-built materials and components. In this talk, we detail the 
development of key enabler technologies for credible and automated image-based simulation 
workflows. Machine learning techniques are created for 3D image segmentation with uncertainty, 
which we show to be more robust and accurate than human segmentations.  We also extend the 
conformal decomposition finite element method to automatically generate high quality meshes for 
numerical simulation. This entire workflow is subjected to rigorous uncertainty quantification. 
Our processes are demonstrated on three key exemplar applications, thermal protection system 
materials, electrodes for lithium-ion batteries, and exploding bridge wire detonators.   
 
Additionally, we have fully automated this image-based simulation workflow with a cloud-
computing-based web interface.  We demonstrate this automation on the exploding bridge wire 
detonator exemplar. 
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Abstract

In recent years, with the advancement of technology in shape measurement and geometry processing
of structures using terrestrial laser scanners (TLS), it becomes possible to create finite element analysis
models from the point cloud measured by TLS.[1,2] In the methods presented in the previous studies,
the shape of the structure at the time of point cloud measurement is used to generate the analysis model
before deformation. However, the actual structure is already deformed at the time of point cloud mea-
surement even when it was constructed just the moment. The existing studies ignore the deformation
until the shape is measured.

To perform structural analysis including deformation before measurement, an analysis method that con-
siders the point cloud data as a deformed partial shape of the structure was proposed in this study. In
this method, it is assumed that drawings or CAD data of the structure exist. The deformation analysis is
performed so that the finite element analysis model obtained from these data matches the partial point
cloud data after deformation.

Beams, which are basic structural mechanics problems, were analyzed to investigate the performance of
the proposed method. Point cloud data created virtually were used in these analyses before applying this
method to real structures. In the presentation, we will present a numerical analysis of a more complex
and realistic structure by using point cloud data.
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An important technical trend in the automotive industry in recent years has been a reduction in 
the weight of structures in an effort to reduce the emission of carbon dioxide and energy 
consumption. One strategy adopted to lighten structures is multi-material design. [1] Among 
various methods of joining dissimilar materials, adhesive bonding has the advantage of being low 
weight. The problem of adhesive bonding is complicated that both material factors and structural 
factors affect the strength and design process. As a result, a co-creative design process is 
necessary to involve all those factors into the application of adhesive bonding.  
 
For material factors, experiments using pipe specimens with inclined surfaces bonded by epoxy 
adhesive were performed, whereby multiaxial stress states were realized simply by conducting a 
uniaxial tensile test. The failure function of the epoxy adhesive, expressed by the mean stress and 
octahedral shear stress, was then obtained from the experimental data and compared with that of 
acrylic adhesive previously reported in the literature. [2] For material factors, the obtained failure 
functions of both adhesives were then applied to the shape optimization of the adhesive layer 
under different loading conditions. The optimization object is the strengthening of jointed 
structures. The optimal shape for different loading conditions differed for the different adhesives 
because of the driving force generated by the applied stress. [3]  
 
The final shapes were thus optimized numerically and found to be strongly dependent on the 
initial shapes before optimization. We found that these final shapes are numerically optimized to 
realize a higher mechanical integrity of the adhesive layer. The patterns of the shape changes 
during the optimization process differed according to different loading condition as well as 
different adhesives which could be indicated by the shape gradient function inducing the 
geometric change of the adhesive layer. The research is expected to provide a procedure of co-
creative design of multi-materials using adhesives. The observation of the shape optimization 
could be used as an indicator of whether the initial model is appropriate for multi-material design. 
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New elastic-plastic constitutive law for rubber material of high-damping rubber bearing was 
developed. High-damping rubber bearing is one of the seismic isolation bearings which are 
important members of seismically isolated structure. In design of the seismic isolation bearings, 
finite element analysis (FEA) is widely used as a method of numerical simulation. Generally, in 
design of rubber-like material based on FEA, selection of a constitutive law is particularly 
important. There are many types of seismic isolation bearings, however, high-damping rubber 
bearing shows complex behaviour compared with other seismic isolation devices. It is one of the 
feature of rubber bearing that magnitude of deformation is much larger than other rubber products 
and the maximum shear strain of rubber is about 400%. In the past, many constitutive laws for FEA 
of high-damping rubber were proposed. However, they could not represent the complex behavior 
of restoring force characteristics of high-damping rubber bearing with high accuracy. Thus, authors 
developed new elastic-plastic constitutive law for rubber material of high-damping rubber bearing. 
The constitutive law is called deformation history integral type model (DHI model). The model 
was developed as elastic-plastic constitutive law by modifying Simo’s viscoelastic constitutive law 
[1]. The model is defined by the relationship between second Piola-Kirchhoff stress and right 
Cauchy Green tensor. Features of proposed constitutive law are as follows; 
A. DHI model can represent the horizontal creep behavior when strong wind such as hurricane, 

cyclone and typhoon hits seismically isolated structure using high-damping rubber bearings. 
B. DHI model can represent the complex behavior of high-damping rubber bearing for wide range 

of shear strain including horizontal bi-directional loading. 
C. Calculation algorithm of DHI model is very simple and calculation cost is low. 
Accuracy of the proposed constitutive law was confirmed by comparing various test result of high-
damping rubber bearing. While new constitutive law was developed for high-damping rubber 
bearings, the model has the potential to apply to other materials and products. 
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In this study, the homogeneous finite element analysis using the Kelvin unit cells was performed 
to evaluate the macroscopic mechanical properties of the polyurethane foams considering their 
microscopic structures.  
 
The mechanical properties of foam materials have been evaluated by the homogeneous finite 
element analysis with unit cells [1][2]. The unit cells were required to represent the geometric feature 
of the microscopic structure from the engineering point of view.  
 
The Kelvin unit cell was introduced to represent the microscopic structure of the polyurethane 
foams. In this study, the Kelvin unit cell consisting of 6 squares and 8 hexagons was applied to the 
numerical simulation. There are 36 beams and 24 edges in one unit-cell. Three-dimensional CT 
scanning images were observed to create the Kelvin unit cell considering the microstructure of the 
polyurethane foams. The beams of the polyurethane foams have a non-uniform distribution of 
cross-sectional areas along their length. The non-uniformity of beam cross-sectional areas was 
given to the Kelvin unit cell to reproduce the microstructural geometry of the polyurethane foams. 
 
The hyperelastic material was applied to the matrix of the Kelvin unit cell. The higher order Yeoh 
model was adopted to the potential energy function of the hyperelastic material. The original 
homogeneous finite element analysis code of the Kelvin unit cell was developed. The mechanical 
properties of the polyurethane foams in the uniaxial compressive deformation were evaluated by 
the analysis code. From the analysis, the non-uniformity of beam cross-sectional areas is an 
important factor for the mechanical properties of the polyurethane foams. 
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With the diffusion of commercial finite element software, practical problems have been solved by 
numerical simulations in a wide range of fields. However, for more advanced problems, we 
require material models that are not prepared using the default analysis options. For this reason, 
computer aided engineering (CAE) engineers need to customize the options available in finite 
element programs themselves and consider the material model appropriate for the problem, but 
these technical processes require specialized knowledge and skills. 
The Japan Association for Nonlinear Computer Aided Engineering (JANCAE)1 offers 
information and learning opportunities to CAE engineers in various positions. Since 2011, 
participants have developed and verified two user subroutine libraries: the Unified Material 
Model Driver for Plasticity (UMMDp) for anisotropic yield functions, and the Unified Material 
Model Driver for Rubber (UMMDr) for modeling rubber materials. We announced the release of 
the UMMDp2 at the 2018 WCCM, and will announce the UMMDr this year. 
In the UMMDr, a subroutine library combines the hyperelastic models (e.g., stretch-based models 
such as Ogden and Shariff, and invariants-based models such as Mooney Rivlin.), damage models 
(e.g., Simo, Miehe, Ogden-Roxburgh3), and visco-elastic models (e.g., Simo, Holzapfel,4 Reese-
Govindjee5). Using these models, the stress and consistent tangent stiffness for a given 
deformation gradient are calculated, and converted to the stress rate or the alternative stress that is 
suitable for each commercial finite element software, such as Abaqus, ADINA, Ansys, Ansys LS-
DYNA, Marc, and Simcenter Nastran. Therefore, new constitutive models can be added to the 
UMMDr just by creating a new subroutine. 
In this presentation, we will explain the structure of the UMMDr and how to introduce a 
hyperelastic model, a damage model, and a viscoelastic model into the UMMDr. We will also 
demonstrate verification using some simple tests. 
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In order to establish a sustainable society, superior rubber materials for tires are required so that 
both the rolling resistance and wear performance can be improved. It is known that visco-elastic 
characteristics of rubber material plays an important role for these performances. Filled rubber is a 
nano-scale composite made of matrix polymer such as natural or synthetic rubber, and filler 
particles such as carbon black or silica. Precise study in mechanical behaviour of matrix polymer, 
filler particles, and their interactions is expected to explore the origin of visco-elastic properties. 
However, it is very difficult to do it by experiments.  

This study aims to develop a simulation technology which can predict the visco-elastic response 
of nano-composite by numerical simulations. A multi-scale computational modelling method is 
proposed. Both molecular dynamics (MD) and large scale Finite Element Method (FEM) are 
utilized to include molecular level properties into continuum level analyses. MD resolves the 
matrix-filler interaction in the molecular scale to obtain the thickness of the interphase region and 
the mobility of molecules of the matrix polymer within the region. These results are passed to the 
FEM analyses where nano-scale filler structures are precisely modelled from the images measured 
by 3-dimensional transmission electron microscope tomography (3D-TEMT). The FEM 
computations are done by 6144 cores of the K computer since the numerical model becomes around 
200 Million degree of freedoms. 

The effects of filler-matrix interaction intensity and filler dispersion are analysed, and the 
differences in relaxation modulus are presented to show the effectiveness of the proposed method. 
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The Japan Association for Nonlinear Computer Aided Engineering (JANCAE)1 provides 
information and learning opportunities for CAE engineers in various positions. As part of the 
activities of the subcommittee for non-linear material modeling, since 2011 we have been 
developing a material model driver, the Unified Material Model Driver for Rubber (UMMDr), to 
handle the constitutive laws of rubber like materials in a unified manner. The model consists of a 
hyperelasticity branch with damage and finite strain viscoelasticity branches in parallel. The user 
selects hyperelastic models, such as Ogden, Mooney-Rivlin and Extended-tube,2 and can also 
select damage models, such as Ogden-Roxburgh,3 or finite strain viscoelastic models, such as 
Holzapfel4 and Reese.5 It is possible to consider the damage model and the viscoelastic model at 
the same time. One can also add their own new constitutive model to the UMMDr. 
 
In this presentation, we report on two practical examples of using the UMMDr in the following 
codes: Abaqus, ADINA, Ansys, Ansys LS-DYNA, Marc, and Simcenter Nastran (with Samcef 
Mecano as the solver behind the solution). In the first example, we evaluate hyperelastic-
viscoelastic properties by repeatedly performing simple shear deformation of a cube. In the 
second example, we evaluate hyperelastic-viscoelastic properties by repeatedly performing 
compression of a rubber bushing. Normal outputs were obtained for each code. 
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A full understanding of the wear phenomenon of frictional tire rubber on a road surface plays an 
important role at predicting the tire life with high accuracy. Although the multiple analyses 
including adhesion, hysteresis and ploughing friction may be required for elucidating the wear 
mechanism, such a comprehensive analysis needs a high-cost performance because various contact 
and fiction mechanics at the corresponding scales should be implemented. Therefore, the present 
tire-life prediction is to use the stationary equation of wear volume, estimated by tire wear tests 
with a belt-type or drum-type machine. It is not efficient in the terms of intensifying the 
development cycle of a tire. 
 
In this study, we focus on the initial wear process of tire rubber, in which the abrasive wear severely 
proceeds along with the change in a statistical nature of surface topography. We demonstrated the 
reciprocating friction tests with carbon black-filled rubber specimens and a vitrified grindstone 
plate. Measuring the pre- and post-sliding surfaces of the rubber specimens, we carried out the 
spectral analysis on the measured surface height data to compare with that of the grindstone 
substrate using a correction method of the areal 2D power spectral densities (PSDs) [1]. To convert 
the 2D PSDs to the isotropic PSDs and fitting them with the K-correlation model [2, 3], we revealed 
that the average Hurst exponent (H) of the rubber surfaces approaches asymptotically to that of the 
substrate with the increase of sliding distance (d). We also calculated the relative wear volume (Vrel) 
using H within the high wavenumber range and clarified that the curve of Vrel(d) can be expressed 
by the logistic equation, which is the model of population growth in the field of ecology. Our 
findings open the elemental wear mechanism of soft matter on a rough and hard substrate, which 
could link to the stationary wear process of our practical interest. 
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In this study, voxel finite element analysis(FEA) of microscopic structure of polymer foam were 

performed to reproduce its viscoelastic behavior.  
 
Finite element models were created from 3-dimentional microscopic CT-scan data of the polymer 
foam material. A polyurethane foam for automobile seats was applied to the polymer foam in this 
study. The tensile loading test specimens of polymer matrix without air-bubbles were created by 
original defoaming-process. The viscoelastic properties were obtained from tensile loading test 
results of polyurethane matrix.  
 
Viscoelastic hyperelastic model was applied to reproduce the stress-strain relationships of the 
polymer-matrix. The polyurethane-matrix was confirmed as nonlinear elastic and weak viscous 
material. Compression loading tests of the polymer foam materials were conducted under some 
relative density. The effect of relative density on the mechanical properties was evaluated by the 
loading test results.  
 
Effects of microstructure were simulated by the voxel FE analysis with 3-dimentional microscopic 
CT-scan data. The analysis results were compared with stress-strain relationships obtained from 
compression tests of the polymer foam materials. 
 
Three-FE models were applied to the voxel FE analysis. The number of elements in each models 
was 1,194, 1,254, and 1,263, respectively. Effect of microstructure on the macroscopic mechanical 
behavior of foam material were appeared in plateau-area. Location of stress concentration in 
microstructure of the foam materials was shown to be consistent at different strain rates by the 
simulation results. Viscous effect of the polymer matrix on the macroscopic mechanical behavior 
of foam material were shown in the simulation results. 
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This work presents a two-dimensional, time-dependent, computational fluid dynamics (CFD) 
model of an industrial-scale Chemical Vapor Deposition (CVD) reactor, used for the coating of 
cutting tool inserts. In CVD processes, a gas reactant mixture enters the reactor chamber and 
through a series of homogeneous and surface reactions, leads to the deposition of a thin film on a 
heated surface. The developed CFD model accounts for the transport of mass, momentum, and 
chemical species inside the reactor while including a simple reaction scheme for the deposition of 
alumina. 
 
The reactor used for the production of the alumina coatings consists of around 45 perforated trays, 
stacked one on top of the other. The cutting tool inserts are placed on each tray on appropriately 
sized structures. The gas reactants enter through perforations which are carefully placed on a central 
rotating tube. This ensures the uniform distribution of the gas reactants around the inserts. The 
simulations aim to capture the effect of the gas flow field on the coating thickness and, in extension, 
on the coating thickness uniformity. Providing accurate thickness predictions will enable the 
implementation of the model as an optimization tool for the production setup. However, 
implementing such a model in everyday production is not feasible unless the model is efficient in 
terms of the required computational resources. This consecutively leads to several challenges, such 
as simplifying the three-dimensional geometry coupled with the physically meaningful 
incorporation of the rotating gas feed tube in the model. 
 
The model’s predictions are compared with α-Al2O3 coating thickness measurements available for 
different locations inside the reactor. The model can accurately predict the coating thickness with 
an average relative error of 5%. The model allows for simulations of several different reactor 
configurations and process parameters and can therefore be used to study the effect of these factors 
on the resulting coating thickness. 
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Large plants in the process industry are monitored and maintained at regular intervals, and 
repeatedly maintenance is either too early or too late. This causes unnecessary costs due to 
technicians, spare parts procurement as well as delivery issues and to high downtime costs due to 
unexpected shutdowns.  In this context, the Remaining Useful Life (RUL) plays a major role, as it 
is an indicator of how long a machine or component can run without breakdown, repair or 
replacement. By predicting RUL using predictive maintenance, maintenance can be better planned, 
operational efficiency optimized, and unplanned downtime avoided. Optimizing the prediction 
accuracy should therefore always be in the foreground and is therefore the topic of this abstract.  
 
Lei et al. [1], in a review on data acquisition to RUL prediction, emphasize that predicting the 
operational behavior of machinery and equipment is one of the major challenges in condition-based 
maintenance. According to the authors, such a prediction program consists of the following four 
technical processes: 1. data acquisition; 2. construction of the Health Indicator (HI) of machinery 
and equipment; 3. subdivision into different stages of the Health Stage (HS); and 4. RUL prediction. 
The relevance of RUL prediction is also supported by Jimenez-Cortadi et al. [2]. Analogous to Lei 
et al. [1], Jimenez-Cortadi et al. [2] list different approaches and techniques, but the main 
contribution is finding a solution to the prediction problem in real machine processes. The results 
show that preventive maintenance can be transformed into predictive maintenance. In this context, 
the goal of predictive maintenance is to extend the life of machines and equipment. Jimenez- 
Cortadi et al. [2] used a CNC milling machine as a real example and used machine-learning 
techniques to predict the RUL. However, the authors emphasize that the complexity of the model 
made it difficult to implement in the production machine. Another approach would be a hybrid 
modeling; this is also emphasized by the authors in Arias Chao et. al [3]. To combine the advantages 
of both models physical and data-driven, which on the one hand draws on the information of 
physical models and on the other hand uses deep learning algorithms. The results from the 
experiment [3] show that the hybrid model outperforms purely data-driven models in terms of 
predictive power - the prediction horizon could be extended by about 127%.  
 
The hybrid model is enhanced by the physical model to evaluate and prioritize the wear of the plant 
condition under the given operating conditions and influences. The hybrid model is applied to a 
real process gas industry. The basic questions are: What was defective and what was repaired? 
Which components fail most frequently? Which components have to be replaced or repaired at high 
cost? The prerequisite for this is service and repair data. The physical model describes a functional 
relationship between operational stress and service life. The remaining service life is finally 
predicted by determining whether and when the predicted parameters meet the failure criteria from 
the failure description. The task is to elaborate the technically essential aspects from the point of 
view of the modeling of mechanical components under the consideration of dynamic quantities and 
simulation of a large industrial plant. The goal is to correlate the anomalies found by the hybrid 
model as well as possible with future faults. Such a trained model can be of great importance for 
industrial real-time applications; after all, the anomalies identified by the model can enable 
predictive maintenance for complex large-scale plants.  
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Computation fluid dynamics (CFD) represents an attractive possibility to be used for the design of 
structures. Nevertheless, routine use of the CFD for design purposes still requires significant 
progress to guarantee the right balance between accuracy of the results and computational 
efficiency [1].  

On the one hand, Reynolds-averaged Navier-Stokes (RANS) simulations are widely employed in 
wind engineering applications due to their low computational cost. However, their inability to 
accurately predict complex features of the flow, such as separation and reattachment is limiting 
their application to qualitative analysis [2, 3]. Thus, RANS-based calculation of the wind loads is 
generally considered as insufficiently accurate [1], as it is even challenging to obtain a 
quantitatively accurate prediction of the mean pressure field. On the other hand, Large Eddy 
Simulation (LES) can provide more accurate prediction of wind loads, but with significantly higher 
computational costs. In this specific case, wind loads on the the building, these computational costs 
are even more emphasized as different wind directions of approaching flow needs to be considered. 

Therefore, the aim of this study is to propose an optimal machine learning framework that combines 
computationally efficient RANS, for several wind directions, with more expensive LES for fewer 
wind directions to provide accurate predictions and lower the computational cost. The developed 
model takes the RANS mean flow variables, such as mean pressures, coordinates, angle of attack 
and others as an input and predicts LES obtained mean and rms pressure coefficients. Those LES 
results are validated with the wind tunnel results. Feature selection techniques are used to explore 
the optimal combination in terms of accuracy, but as well to reduce the computational cost of 
modelling. Different machine learning algorithms such as support vector machine, gradient 
boosting, random forest, and artificial neural networks are adopted and hyperparameter 
optimization is done to increase the accuracy. Optimal set-up for each of the output parameters, 
mean and rms pressure coefficient on the building surfaces is presented. 
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Swimming and flying animals can improve their energetic efficiency by moving through fluids in 
formation (e.g. [1]). It is reasonable to expect that Autonomous Underwater Vehicle (AUV) Group 
may also adopt specific formation to optimize energetic efficiency, which may significantly benefit 
our future AUV-group-based exploration, development, and cleaning in ocean. 

This challenging hydrodynamic problem is solved by a multi-level numerical approach, which 
consists of individual- and group-level solutions.  

The individual-level simulation provides accurate propellor power at cruising speed, the gradient 
of power with respect to speed around cruising condition, as well as the flow field around the AUV. 
We modelled a full scale AUV, and perform simulation by commercial software STAR-CCM+ 
(SIEMENS, Germany [2]) with Reynolds averaged Navier-Stokes (RANS) turbulence model. The 
result is then input as source information for the group-level solution. Unsteady flow field is time-
averaged into a steady axisymmetric flow. 

The group-level simulation is based on an analytical potential-flow model, we approximate the 
velocity field far from an individual AUV by the velocity field of a vortex ring and a momentumless 
wake. This allows us to investigate equilibrium formations for groups of AUVs and evaluate the 
perspective of energy saving through their far-field interference.  

By solving the flow system that consists of the superposed elements and constraints set on the 
relative position of the AUVs, we formulate an optimization problem for minimizing the power at 
a given speed, and find optimal formations using numerical methods of global optimization. Our 
result reveals optimal formation formed by several to tens of AUVs. 
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This research aims to compare the efficiency of isogeometric analysis and finite element 
analysis for nonlinear inelastic dynamic applications with the recently developed Geomiso 
DNL program. Geomiso DNL is a hybrid software solution, which combines isogeometric 
analysis and 3D design with NURBS and T-splines. The isogeometric method satisfies the 
rising industrial need for unification of the fields of computer-aided design and computer-
aided analysis, while modern T-splines overcome limitations inherent to NURBS, permit 
local refinement, ensure higher-order continuity across patches, and provide great superiority 
of modeling irregular geometries with hole features. Therefore, this powerful generalization 
of the classical finite element method has attracted growing interest in both scientific 
community and industry. 

Geomiso DNL is not just a plug-in, but a both on-premises and cloud-based software, which 
enables engineers to simulate dynamic phenomena, whose impact on products and structures 
in real-world environments can be more efficiently evaluated. This new software fully 
integrates the industrial design of any geometry with its computational real-time testing by 
facilitating the geometry modeling within analysis. A key feature is that this hybrid program 
provides parameterized geometries in the design, as it weaves the mesh generation process 
within CAD, while its comprehensible modern graphical user interface offers an innovative 
way to preserve the exact geometry at all refinement levels in contrast with finite element 
programs. 

Applications to nonlinear plane stress, plain strain, and three-dimensional dynamic problems 
are demonstrated with a comparison between Geomiso DNL and finite element software 
packages. We compare the matrix assembly and solver time, as well as the accuracy of the 
numerical results, such as displacement, strain and stress fields, for typical examples arisen in 
structural dynamics. We also perform parametric tests on the effects of polynomial order of 
shape functions and the number of patches, elements, control points, and quadrature points. 
This program appears to be preferable to finite element software packages, as it represents 
major improvements, such as higher accuracy, robustness, and stability level, combined with 
significantly shortened computational cost. This research has been co-financed by the 
European Union and Greek national funds through the Operational Program Competitiveness, 
Entrepreneurship and Innovation, under the call «RESEARCH–CREATE–INNOVATE» 
(project code: T2EDK-00338). 
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In this paper a recently developed cloud-based simulation platform (www.geomiso.cloud) is 
proposed to help engineers and industries make more effective use of 3D design and 
isogeometric analysis with advanced spline techniques. Geomiso TNL fully integrates the 
industrial design of any product with its computational real-time testing by facilitating the 
geometry modeling within analysis, thus it can solve demanding structural engineering 
problems subjected to static loading conditions otherwise very challenging. Users can easily 
test performance, predict behavior, optimize durability, and improve efficiency of their 
products. This is the first time ever such a cloud-based software has been developed. 

This online solution provides inelastic static isogeometric analysis and 3D design of 
complex multipatch structures with NURBS and T-splines. Material nonlinearity in 
combination with the isogeometric method has attracted increasing attention. Modern T-
splines can accurately represent any geometry with their local refinement properties and 
overcome limitations inherent to NURBS by ensuring higher-order continuity across patches, 
while in practical circumstances, it is often necessary to describe domains with multiple 
patches, especially them with parts in which different material or physical models are to be 
used. Geomiso TNL directly utilizes the CAD file in its solver to perform a structural analysis 
without any intermediate steps of geometry clean-up or further mesh generation by using the 
same shape functions, namely splines, for both describing the domain geometry and building 
the numerical approximation of the solution. Thus, it maintains the exact representation of the 
geometry at any stage of the design process and eliminates geometric errors. This hybrid 
software provides parameterized geometries in the design, while its modern graphical user 
interface offers an innovative way to preserve the exact geometry at all refinement levels. As 
it is demonstrated in this paper with several industry applications, the developed platform is 
seen to handle these situations remarkably well. 

Geomiso TNL is considered to be a comprehensive answer to today’s simulation challenges 
and a viable alternative to finite element software packages, as it removes the barriers 
between design and analysis and represents major improvements, such as higher accuracy, 
robustness, and stability level, combined with cost-efficiency and instant access from a web 
browser. This research has been co-financed by the European Union and Greek national funds 
through the Operational Program Competitiveness, Entrepreneurship, and Innovation, under 
the call «RESEARCH–CREATE–INNOVATE» (project code: T1EDK-04288). 
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3D printable concrete construction techniques have been well developed in the past decade. 3D 
printable concrete can be used to build free forms and shapes of structural components. In this 
paper, the isogeometric analysis (IGA) of 3D concrete printing monoclinic curved beam is made. 
Timoshenko curved beam theory in three dimensions is investigated. Definitions, properties, 
formula, and algorithms of Non-Uniform Rational B-Spline (NURBS) curves are reviewed. 
Corresponding finite element weak forms, discretization, and IGA formulations are derived and 
developed. Several numerical experiments are carried out and results are in a good agreement 
with experimental data in literature. It is indicated that the proposed isogeometric approach is 
feasible, accurate, and efficient to conduct an in-depth analysis of 3D concrete printing 
monoclinic Timoshenko beam. 
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Seismic isolation is a technique that has been used worldwide to protect not only building 
structures and their non-structural components, but also their content from the damaging 
effects of a strong earthquake. The use of expanded polystyrene geofoam fills for foundation 
in areas with intense seismic activity, such as Greece, has seen growing use around the world 
in urban environments. This geosynthetic product, which is manufactured into large 
lightweight blocks, can be used as a fill material for seismic isolation of buildings against 
combined static and seismic activity. The mitigation of seismic-induced dynamic earth forces 
by placing geofoam buffer is a recent geotechnical innovation. This paper studies this novel 
seismic isolation technique implemented on a real-world project, where geofoam was placed 
at a depth below the raft foundation of multi-storey apartment buildings in Greece. The 
behaviour of this integrated soil isolation-building system and the influence of the buffer on 
the reduction of dynamic forces has been investigated. Numerical simulations of transient 
response were carried out using both the Geomiso software and FEA programs on models of 
these buildings resting on raft foundation in sand beds of different stiffnesses, with and 
without soil isolation mechanism. Parametric investigations were also carried out to study the 
effect of EPS density and thickness on the buildings’ seismic response. The numerical results 
indicate that geofoam compressible inclusions significantly reduce the total applied pressure 
on the ground and drastically increases the bearing capacity of the buildings in static and 
seismic condition. With the increasing time, the compression of geofoam increases, while 
softer EPS blocks produce more compression which takes more vibration energy by their 
deformation. Better results were obtained with NURBS-based isogeometric analysis with 
Geomiso software (www.geomiso.com), as it achieves higher accuracy and efficiency as far 
as the calculation of load carrying capacity and stress fields inside the layered soil body are 
concerned. EPS geofoam seismic buffer is proved to be a new more efficient alternative soil 
isolation medium for buildings, as it substantially reduces the earthquake energy transmission 
to the structure and its dynamic response during earthquake ground shaking, thus it improves 
the building damage from severe to slight with lesser deformation. This is a novel technique 
for improving the building’s earthquake resistance, which combines speed, cost saving and 
safety, and leads to more efficient seismic isolation. This research and specifically the first 
author has been supported by the Alexander S. Onassis Foundation (G ZG 017/ 2010-2011). 
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In this paper, we propose Geomiso ISA (www.geomiso.com), a new software for 
applications on static isogeometric analysis with plate elements and advanced spline 
techniques. It is based on the isogeometric method, the powerful generalization of the 
traditional finite element method, which, in combination with the plate theory, has attracted 
increasing attention in construction industry over the last decade, as it achieves efficient 
design-through-analysis procedures and shows superior performance. Although NURBS are 
ubiquitous in CAD industry, the most promising spline technology is T-splines, which 
overcome limitations inherent to NURBS, ensure higher-order continuity across patches and 
permit local refinement. 

The recently developed Geomiso ISA program is not just a plug-in, but a both on-premises 
and cloud-based software solution, applicable to real world and industry applications, which 
provides static isogeometric analysis with plate elements. It is used to simulate spline models 
of slabs and analyze their strength and behavior, while it has many features in common with 
both FEA software and design programs. This solution addresses the rising industrial need for 
seamless integration of computer-aided design and computer-aided analysis, while it appears 
to be more efficient to FEA software packages, as it facilitates the geometry modeling within 
analysis, eliminates geometric errors and achieves superior accuracy per degree-of-freedom 
with shortened computational cost. It offers an innovative way to merge geometric design 
with mesh generation into a single procedure by designing, with its modern user interface, 
slabs as tensor product grids in contrast to design programs. 

Real world and industry applications on thin (Kirchhoff-Love) and thick (Mindlin-Reissner) 
plates are demonstrated with a comparison between Geomiso ISA and FEA programs, and 
between plate and hexahedral elements. We compare the accuracy of the numerical results, 
such as displacement, strain and stress fields, and the stiffness matrix assembly and solver 
time for analysis of typical slab types widely used in construction. We carry out parametric 
investigations on the effects of polynomial order, multiplicity and continuity of basis and 
shape functions, as well as on the number of control points and knot spans. This hybrid 
software represents improvements over finite element software packages, as higher accuracy, 
robustness, and stability level are accomplished. 

This research has been co-financed by the European Union and Greek national funds 
through the Operational Program Competitiveness, Entrepreneurship, and Innovation, under 
the call «RESEARCH–CREATE–INNOVATE» (project code: T2EDK-00703). 
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In this paper the new Geomiso SEA software (www.geomiso.com) is proposed for 
applications on inelastic static isogeometric analysis with shell elements and advanced spline 
techniques. This hybrid program is applicable to real world and industry applications, while it 
satisfies the rising need for technical software of dual CAD/CAA nature. It is based on the 
isogeometric method, which has attracted a lot of attention for solving boundary value 
problems, as a result of using the same shape functions, means splines, for both describing the 
domain geometry and building the numerical approximation of the solution. T-spline-based 
isogeometric shell analysis has attracted increasing attention in automotive and aerospace 
industries, as it efficiently handles geometries with patches, discontinuities, and irregularities, 
while T-splines can design any geometry no matter how complex it is. Geomiso SEA is not 
just a plug-in, but a both on-premises and cloud-based software solution, which is used to 
simulate spline models of complex structures, or machine components, for analyzing their 
strength and behavior. This hybrid program, used for both design and analysis, has many 
features in common with both FEA software and design programs. It offers an innovative way 
to merge geometric design with mesh generation, by creating, with its modern graphical user 
interface, 3D models as tensor product grids. The utilization of the exact mesh for analysis 
eliminates geometric errors, while there is no need of repeating the geometry design for 
refinement purposes. In contrast, the standard finite element technique of remeshing with 
more and smaller elements, not only cannot fully utilize the available data of the exact mesh, 
but also makes engineers unable to benefit from advanced spline techniques, which are 
proved a mighty tool for IGA. Real world and industry applications on both thick (Mindlin-
Reissner) and thin (Kirchhoff–Love) shells are demonstrated with a comparison between 
Geomiso SEA and FEA programs, and a comparison between shell and hexahedral elements. 
We compare the matrix assembly and solver time, as well as the accuracy of the numerical 
results. Parametric tests were also performed on the effects of the polynomial degree of the 
basis functions, and the number of patches, knot spans, control points, and integration points. 
This unique solution for seamless integration of the industrial design of shell geometries with 
its computational real-time testing, appears to be preferable to FEA programs, representing 
major improvements, such as higher accuracy, and considerably reduced computational time. 
This research has been co-financed by the European Union and Greek national funds through 
the Operational Program Competitiveness, Entrepreneurship, and Innovation, under the call 
«RESEARCH–CREATE–INNOVATE» (project code: T2EDK-00328). 
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Robust shape optimization is a method to generate optimal geometries of mechanical parts with respect to
performance objectives which depend on the application, while taking into account uncertainties linked
to their manufacturing process or material properties. Such uncertainties can be understood as small
perturbations of the design variables. Previous works have investigated approaches based on Efficient
Global Optimization (EGO) with Expected Improvement (EI) criteria calculated using the worst case in
terms of uncertainties [1], but these do not enable exploration of the entire Pareto front. Other studies
have aimed to describe robustness as an additional theoretical optimization objective [2, 3].

Based on this approach, the presented work exposes an efficient way to thoroughly quantify robustness
as an objective function. We apply such robustness criteria to a disc brake system under dynamical
performance criteria, in order to determine a set of Pareto solutions which are the least sensitive to the
design parameters’ uncertainties.

The main optimization goal is minimization of squeal noise generated by the brake system which is ex-
pressed through Complex Eigenvalue Analysis (CEA) of the the dynamical model. A simplified model of
the disc brake is advantageously constructed with the Isogeometric Analysis (IGA) formulation which is
well-suited for optimization problems where numerous evaluations of the objective function are needed,
leading to extensive use of numerical model calls.

A robustness criteria established on precise evaluation of the local variance of the output in the neighbor-
hood of a solution is proposed and its effectiveness is discussed. In light of high computational cost, this
robustness objective is coupled with a Kriging meta-model optimization scheme. The efficiency of IGA
in the framework of robust multi-objective shape optimization under dynamical criteria is also inspected.
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Carbide-free bainite (CFB) rail is a new generation rail for heavy-haul railways. Under the stress-
controlled cyclic loading, the deformation mechanisms of CFB rail steel are mainly dominated by 
the bainite ferrite, martensite, and retained austenite. A microscopic cyclic plastic model that 
incorporates the plasticity of each phase and martensite transformation of retained austenite is 
proposed to describe the ratchetting deformation of CFB rail steel. Since the film-like retained 
austenite is located between laths (bainitic ferrite lath and martensitic lath), it is assumed that the 
strain of retained austenite and surrounding laths is the same. The Olson-Cohen model [1] is used 
to consider the strain-induced martensite transformation. The Mori-Tanaka mean-field theory is 
used to consider the interaction between bainitic ferrite laths and martensitic laths. The evolution 
equations of internal variables controlling the evolution of the hysteresis loop are dependent on the 
current dislocation density. The dislocation-based lath model [2] is introduced, and the strength 
difference between bainite ferrite laths and martensitic laths is considered. The comparison between 
the simulated and experimental results demonstrates that the proposed model can reasonably 
describe the ratchetting deformation of CFB rail steel.
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A unified constitutive model1,2 (UCM) coupled with continuum damage models (CDMs) is 
developed for simulation of a broad set of high-temperature responses, including fatigue, long-
term creep, short-term stress relaxation, creep-fatigue, and thermomechanical fatigue. The model 
development was motivated primarily by the fact that available constitutive models were unable 
to predict all these responses using a single set of model parameters. Two CDMs, Kachanov3 and 
the isotropic damage4, are evaluated by coupling these with a Chaboche type UCM to achieve the 
objective. Based on the strengths and limitations of the continuum damage models studied in 
predicting the elevated temperature responses, a modified Isotropic damage model is proposed. 
The parameter determination of such a complex UCM-CDM manually is difficult, hence a hybrid 
and automated parameter determination tool implementing gradient and genetic algorithm 
approaches is developed. The modified UCM is experimentally validated against a large set of 
high-temperature alloy responses. The modified UCM in simulating creep responses of a notched 
specimen is also demonstrated. Finally, the proposed UCM is evaluated by analyzing a thick 
cylinder under thermal transient loading5 to demonstrate the modified UCM’s applicability for the 
design and evaluation of high-temperature components. 
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Digital Twin technology that predicts deformation, material change and other behavior 
occurring production process is highly demanded since reduction of physical prototype 
with virtual prototype enables the cost reduction in addition to the shortening die design 
cycle. The key technology is the prediction accuracy of spring-back mode and amount. 
However this aspect of technology was not sufficient in case of high strength steel 
stamping cases in particular. 
 
The conventional elastoplastic constitutive equation assuming perfect elasticity inside of 
the yield surface has been used for elastoplastic analysis by nonlinear finite element 
method. On the other hand, the subloading surface elastoplastic constitutive equation  has 
the basic structure that the plastic strain rate is always induced even in a low stress state. 
 
With the elasto-plastic traditional constitutive equation, it was difficult to precisely 
predict the spring back behavior after deep drawing metal forming process, in which 
material behavior during re-yielding in the reverse loading state is important. In particular, 
the amount of spring back of high tensile strength steels with initial yield stress of over 1 
GPa, which are being used as automobile parts for weight reduction purpose in recent 
years, is bigger than conventional sheet metal and hard to predict.  
 
Data calibration technology is also important for the accuracy. We developed the system 
that calibrates material constant and other parameters for the Digital Twin with CADLM 
system by learning data and internally generates ROM system for the simulation input 
parameter calibration in order to minimize the deviation between simulation result and 
nominal value of physically measured shape. 
 
In this paper, we discuss on the implementation of subloading surface elasto-plasticity 
model into Marc implicit nonlinear finite element code and the effectiveness of sheet 
metal forming analysis using the subloading surface model in Marc which describes 
elasto-plastic material behavior even in reverse loading state accurately. This base Digital 
Twin model is subjected to optimization process for the accurate prediction performance 
enhancement. 
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Automotive engine components made of aluminum alloys are often subjected to loading in a high-
temperature range that exceeds 1/2 of the melting temperature Tm of aluminum alloys. Therefore, 
the strength reliability of the aluminum alloy components should be evaluated by conducting 
elastic-plastic-creep finite element analysis (FEA). However, in fact, elastic-plastic FEAs have 
been conducted for the evaluation to avoid long-term product development time, because the 
elastic-plastic-creep FEA requires long-time creep tests under at least three stress levels at several 
temperatures to determine material constants. This is not a favorable situation to ensure the strength 
reliability of the aluminum alloy engine components. In this study, we propose an estimation 
method for the material constants used in a creep model for an aluminum alloy without conducting 
any creep test. The method utilizes stored heat cycle test data that are closely related to the strength 
reliability evaluation for aluminum-alloy engine components. The research and development 
departments of car companies often have stored a lot of test data related to practical use even though 
they do not have enough time to carry out creep tests. In addition, we introduce the “plasticity-
creep separation method” [1], [2] which employs the estimated creep material constants to obtain 
time-independent stress-elastoplastic strain relations. Using these relations, the material constants 
for the plastic model considering the kinematic hardening can be estimated systematically. The 
elastic-plastic-creep simulations of time and temperature dependent cyclic deformations of the 
aluminum alloy are conducted using the estimated material constants. The simulations successfully 
predict both the time and temperature dependent deformations. 
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Various plasticity models, i.e. the Choboche model[1], the multi-surface model[2], the two surface 
model[3] and the subloading surface model[4], etc. have been proposed hitherto. In this 
presentation, the mathematical-physical structures of these models are classified from the aspects 
of the yild surface, the existence of elastic domain, and their mechanical features are classified first. 
Then, the advantages and disadvantages of these models are analyzed comprehensively from the 
aspects of the description of monotonic-cyclic loading behavior, the mechanical ratchetting 
behavior, the stress amplitude, the unloading behavior, the efficiency of computation, etc. 
Consequently, the overall assessment of these models will be provided for the valuable information 
when the industrial engineers choose the suitable plasticity model for their mechancal design.  
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Thermal cycling reliability tests, as well as cyclic temperature changes caused by 
switching on and off and changes in ambient temperature during service, impose typical 
thermomechanical coupled physical fields on the solder joints, which significantly affects 
the mechanical reliability of the solder joint and the performance of the electronic device 
under the service conditions. To address the dwelling stages at low and high 
temperatures, an improved constitutive model is proposed in this study based on the 
unified creep and plasticity theory to describe the uniaxial mechanical behaviour of 
viscoplastic materials subjected to a wide range of strain rates and elevated temperatures. 
In the usual service condition of electronic devices, the strain rates of Sn3.0Ag0.5Cu 
(SAC305) solder material are far less than 1.0 s-1 at which the creep deformation is 
dominant, especially at higher working temperatures. However, the strain rate could 
range from 1.0 s-1 to 300 s-1 under drop impact in electronic packaging structures. The 
working temperature of solder materials is elevated above the room temperature up to 
125°C as requried by the reliability standard for electronic packaing structrures. This is 
drawing more attention due to lack of experimental data, especially on dynamic 
mechanical properties of lead-free solder alloys. In extreme impact conditions, the solder 
material may experience even higher strain rates. As different mechanisms dominate the 
respective regime of strain rates, the developed constitutive model is calibrated to be 
applicable to most of the strain rate regimes by properly considering the coupled effect of 
creep and plasticity. Moreover, the parameters in the proposed model are defined with 
clear physical meanings and reasonably determined by regression to the published 
experimental studies. Lastly, the developed model is validated against experimental 
results at different elevated temperatures and also compared with other constitutive 
models, including the power-law equation for creep deformation at low strain rates and 
the Johnson-Cook model for plastic deformation at high strain rates. It is concluded that 
the proposed model is more generalized and capable of predicting uniaxial mechanical 
behaviour of SAC305 solder at low, medium and high strain rates from room temperature 
up to 125°C with reasonable accuracy. 
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In this work, thermo-mechanical life prediction of ferritic stainless is conducted using the 
energy-based method. As ferritic stainless steel is commonly used to high-temperature structures 
such as the exhaust manifold in automotive, it is apt to be exposed to thermal cycles[1]. Under that 
condition, thermo-mechanical fatigue can cause the failure of the structure induced by constrained 
boundary conditions. To evaluate the thermo-mechanical fatigue life appropriately, the accurate 
cyclic material property and life prediction model are required. Chaboche unified visco-plasticity 
model is established as the cyclic material property to incorporate the time-dependent behaviour 
in high-temperature[2, 3]. The isothermal tensile, low cycle fatigue tests are conducted to validate 
the determined cyclic material property. Thermo-mechanical life is evaluated using the energy-
based life prediction model that the plastic strain energy density is used as the damage factor. It 
shows good agreements by comparing the predicted life and results of the thermo-mechanical 
tests using the V-shaped specimen.   
 
 
*Corresponding Author: kimy0308@korea.ac.kr 
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Size effects of both the sample and the grain on the cyclic torsion of micro-scale copper wires have 
attracted extensive attention. We constructed a high-order strain gradient cyclic plastic model to 
consider the coupling effect of microstructure and strain gradient. With a 3D element that separates 
the gradient field solution and the description of mechanical behavior, the simulation of cyclic 
torsional experiments of copper micro-wires was implemented into ABAQUS to reveal the change 
of strain gradient distribution with the cycle numbers in different working conditions. By 
introducing the intrinsic length of material and the average characteristic length of microstructure 
that evolves with the cumulative plastic strain, the anomalous Bauschinger effect, and the cyclic 
hardening characteristics[1-3] in symmetric cyclic torsional experiments were simulated. In 
addition, the internal stress conjugated to strain gradient was introduced into the back stress 
evolution, and the increase of mean stress relaxation with decreasing the sample size and grain size 
in the asymmetric cyclic torsional experiments[3] was simulated reasonably. This proposed model 
explains the influence of the material characteristic length evolution and strain gradient distribution 
on the cyclic torsion of micro-scale copper wires. 
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Carbon fiber-reinforced plastics (CFRPs) are used in various fields because of their high specific 
strength, high specific stiffness and high corrosion resistance compared to general metallic 
materials. Since CFRPs are composite materials in which unidirectionally reinforced resin sheets 
(laminae) are laminated multidirectionally, delamination can occur between laminae while they 
experience cyclic loads. Such delamination should be considered when designing CFRP structures 
because it can cause significant decrease of strength and stiffness of CFRPs. 
 
In order to evaluate the delamination of CFRPs due to cyclic loads, it is important to know the 
interlaminar fatigue strength. For this, two kinds of testing methods have been conducted [1]. One 
is the four-point-bending fatigue test using L-shaped specimens, and the other is the flatwise tension 
fatigue test. However, the analysis method to predict interlaminar fatigue strength of CFRPs has 
not been established yet. 
 
In this study, a prediction method for interlaminar fatigue strength of CFRPs is proposed based on 
an inelastic two-scale analysis method [2] combined with the Coffin-Manson law [3, 4]. First, the 
flatwise tension test of a CFRP is simulated using the two-scale analysis method, and the 
distributions of microscopic viscoplastic strain occurring at resin parts in micro-structures (unit 
cells) are examined. Then, the maximum value of microscopic viscoplastic strain is applied to the 
Coffin-Manson law for the resin to predict interlaminar fatigue life of the CFRP. It is shown that 
the proposed method is successful in predicting the interlaminar fatigue strength of the CFRP. 
 
Acknowledgment: This presentation is based on the results obtained from the project “Design and 
Analysis of Next Generation Technologies for Jet Engines (DANTE)” conducted by JAXA. 
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An extended evolution equation of cyclic hardening was proposed to include the effect of the 
maximum plastic strain induced by pre-loading and ratcheting. A set of evolution equations was 
also proposed for a plastic strain surface to properly evaluate the cyclic plastic strain range in the 
presence of pre-loading and ratcheting. The extensions were made by decomposing the plastic 
strain rate into the maximum and cyclic plastic strain rates. 
 
The extensions were verified by performing uniaxial cyclic tests of 316 stainless steel at 600ºC, in 
which cyclic loading with a constant strain range was accompanied by either pre-loading or strain-
controlled ratcheting. These experiments noticeably exhibited the effect of maximum plastic strain 
on the evolution of cyclic hardening. 
 
The experiments were simulated using a constituive model with the extensions in addition to the 
resetting scheme proposed recently [1, 2]. Strain-range variable tests of 316 stainless steel at 600ºC 
[2] were also simulated. All the tests were accurately simulated. The extended equations were 
further used to discuss the effect of maximum plastic strain in light of experiments in previous 
studies. 
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The history of plasticity started in the study of deformation behavior of soils by Coulomb when 
he proposed the yield (failure) condition of soils by applying the friction law proposed by himself. 
Thereafter, the leadership of soil plasticity was superseded by the metal plasticity. One of the 
reasons would be caused by the fact that soils exhibit various complex plastic deformation 
behavior. For example, the bulk modulus of soil increases upon pressing. Also, when the 
preconsolidation stress is exceeded, the stiffness reduces dramatically while the stiffness 
increases upon unloading. At failure, there is no resistance to shear, and stiff clays or dense sands 
are dilatant.  
 
Over the years, many formulations have been used, including linear elastic, nonlinear elastic, 
Drucker-Prager or Mohr-Coulomb, and Cam-Clay and variations thereof. Take general purpose 
CAE code Marc (MSC Software [1]) as an example, the material models available for soil 
modeling are linear elasticity, nonlinear elasticity, the Cam-Clay model, von Mises, linear Mohr-
Coulomb, parabolic Mohr-Coulomb, orthotropic elastic, and exponential cap model. 
 
The incorporation of the subloading surface model is of crucial importance for the constitutive 
equation of soils because the remarkable softening behavior occurs in soils and thus the 
excessively high peak stress is described by the conventional plasticity model in soils. Explicit 
constitutive equations of soils will be described in this study, based on the elastoplastic 
constitutive equations.  
 
In this study, a user subroutine of subloading surface soil model is implemented into Marc, and 
several fundamental problems are analysed to confirm its validity. Also, footing settlement 
problem is analysed to show the applicability of this model is verified by comparison with the test 
data for sand grounds with high friction property. 
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The fracture behaviour for cracked pipes under seismic loading is an important part of the 
structural integrity for nuclear power plant. Seismic loading consists of the dynamic loading 
(strain rate effect) and large-amplitude cyclic loading (very low cycle fatigue loading). For the 
pipe material, the large-amplitude cyclic loading was more dominant effect on reduced fracture 
resistance than dynamic loading [1]. Many institutions performed the full-scale pipe under very 
low cycle fatigue loading [2]. The full-scale pipe test could accurately observe complicated pipe 
fracture behaviour, but had limitations of time and cost. The finite element (FE) damage analysis 
is numerical method that can simulate the crack growth under very low cycle fatigue loading 
using minimal experimental data [3]. As for the reliable predicted results, the cyclic hardening 
model should be appropriately applied by FE analysis [4]. In the previous studies [5], the  cyclic 
hardening model, such as the Chaboche model, was mainly applied to the non-cracked structures, 
and the parameters were determined from hysteresis loop under low strain range. However, the 
crack exhibits the wide strain range depending on the distance and high strain near the crack tip. 
The cyclic hardening model parameters could not be determined from the specific and high strain 
range hysteresis loop. In this study, the simplified cyclic hardening modeling was proposed by 
considering the characteristic of cracked structure. The proposed hardenig modeling was 
developed to simulate the crack growth for cracked pipe under very low cycle fatigue loading. 
The FE debonding analysis was introduced to verify cyclic hardening model. The test materials 
were SA508 Gr.1a  low alloy steel (non-cylic hardenig material) and TP 316 stainless steel 
(cyclic hardening material) at room temperature. The cyclic hardening model verified 
applicability to C(T) specimen and through-wall cracked pipe using FE debonding analysis. 
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In this study, ductile tearing of circumferential through-wall cracked pipes under very low 
cycle cyclic loading was simulated by using multiaxial fracture strain energy damage model [1], 
and simulation results were compared with the pipe fracture test under four-point load-controlled 
cyclic load condition [2]. Two parameters in the damage model, multiaxial fracture strain energy 
and critical damage value, are determined by analyzing standard tensile test and monotonic pipe 
test using FE analyses. The load amplitude and load ratio effect on the plastic strain energy under 
low cycle fatigue loading was incorporated by the multiaxial fracture strain energy density. The 
load amplitude effect (failure cycle) was included from the relationship between the plastic strain 
energy per cycle and the failure cycle [3]. The load ratio effect was included from the Coffin-
mason fatigue curve considering the mean stress correction factor based on the Walker model [4]. 
The proposed damage model was applied by simulating the crack growth for through-wall 
cracked pipe under very low cycle fatigue loading with different load amplitudes and load ratios. 
The cyclic hardening model used the Chaboche combined hardening model verified by FE 
debonding analysis in Part I [5]. The predicted results compared with the experimental crack 
growth and fracture surface data and were in good agreements. 
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As an extreme weather event, recently heatwaves often occur in various regions in the world. 
Elucidation of real state and mechanism of the resulting heat stress becomes more important in 
order to keep comfort living space. In the temperature and flow fields, not only the steady 
characteristics but also unsteady change should be clarified because temperature and turbulent 
fields vary intermittently and locally. The formation of the outdoor thermal environment in urban 
districts is related to various factors such as solar radiation, long-wave radiation, airflow, and heat 
conduction. Therefore, in order to comprehensively simulate such outdoor thermal environment, 
it is necessary to consider the related physical phenomena such as air and heat transport, and 
radiation. For the method grasping the unsteady change of turbulent field in the actual urban 
districts, some researchers show the method using Large Eddy Simulation (LES). However, it 
isn’t considered interaction between turbulent field and heat transfer from urban surface. Also, 
many researchers show the estimation of convective heat transfer coefficient (CHTC) as the 
analysis of heat transfer from cooled and heated urban surface, but the obtained characteristics are 
limited for very simple shape. On the other hand, turbulent and thermal fluctuations at the 
meteorological scale such as foehn wind and sea breeze also have a significant impact on the 
thermal environment in the urban canopy. Therefore, the generation of inflow turbulence that 
considered the velocity and temperature fluctuations in the actual meteorological field is an issue. 
In the previous study, Kawai and Tamura [1] proposed a method of adding high-frequency 
fluctuation of velocity in the driver region to the results of a mesoscale meteorological model. 
 
This study shows complicated turbulent flows including fine structures around urban surface and 
heat transfer process in urban canopy by LES coupling with radiation model, and evaluates the 
thermal environment in urban districts. As the inflow boundary condition including a fluctuation 
of temperature for actual urban district in summer, we investigated the generation of inflow 
turbulence with weather disturbance and time-averaged temperature by mesoscale meteorological 
model. 
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In the wind-resistant design of cladding system in the façade of buildings, local peak pressures have
received a great deal of attention from both safety and economic point of view. Many techniques for
estimating the peak wind pressure have been proposed. However, it seems that no consensus is reached
about which method should be used for determining peak pressure for the design purpose of cladding
components. The main reason may be the lack of full understanding of the space-time characteristics of
peak pressures [1]. This study used the high-performance computer to obtain the high-resolution flow
and pressure fields around a square cylinder at Reynolds number of 22,000 [2]. The local severe suction
immediately upstream of the trailing edges is particularly emphasized. The minimum trailing-edge pres-
sure coefficients have a close correlation in a streamwise length of approximately 0.1D (D is the width of
the cylinder). On the basis of high-resolution simulation, the occurrence of small trailing-edge vortex is
observed, which has highly concentrated vorticity and is responsible for the trailing-edge peak pressures.
The trailing-edge peak pressure occurs immediately before the shear layer moves far from the cylinder
and recovers to the symmetric state. Standard proper orthogonal decomposition (POD) is applied to
discover the inherent spatial modes with sharp peak pressures upstream of the trailing edges. Instead
of the 1st mode (corresponding to vortex shedding), the higher-order modes contribute significantly to
the trailing-edge peak pressures, whose mode coefficients have harmonics of vortex-shedding frequency.
As a variant of POD proposed recently, conditional space-time POD is valid in studying the average
evolution of wind peak pressures. It further provides the relative phase and frequency ratio between the
trailing-edge peak pressure and vortex shedding.

REFERENCES

[1] Amerio, L., Lamberti, G., Pomaranzi, G., Zasso, A. and Gorlé, C. Comparison of High-Resolution
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The application of Computational Fluid Dynamics on the evaluation of wind load on actual 
building is investigated in some research [1]. The wind load simulation results conducted by 
Tamura et al. show pretty good agreement with the corresponding wind tunnel test results. In the 
design of high-rise buildings especially with the height over 300m such as high-rise buildings 
being planned in Tokyo, not only wind load but also wind-induced vibration of building are quite 
important factors to be investigated. They should be evaluated simultaneously through a series of 
simulations, but the accuracy of evaluation of the wind-induced vibration amplitude using 
Computational Fluid Dynamics has not been investigated well yet. Therefore, the accuracy of 
evaluation of the wind-induced vibration amplitude using Computational Fluid Dynamics is 
investigated in this study. 
 
The target model building is the rectangular building with the side ratio D/B=2 and the aspect 
ratio 𝐻𝐻𝑯√𝐵𝐵𝐵𝐵 � � where D and B is the long and short side length of the rectangular section 
respectively and H is the height of the building. The oscillation conditions such as modal shapes, 
natural frequencies and mass/mass inertia are set using the corresponding wind tunnel test 
conditions conducted by Marukawa et al. [2] The WALE subgrid scale model [3] is used to 
simulate fluctuating small scale turbulence, and the boundary layer turbulence generated in the 
simulation is acting on the building model.  
 
The windward, transverse and rotational amplitudes of the wind-induced vibration of the building 
model under the free vibration condition are evaluated for several reduced wind speeds. The 
simulation results are compared with the corresponding experimental results [2]. The flutter for 
the transverse direction is simulated at the appropriate wind speed, and the amplitudes of the 
wind-induced vibration in the low wind speed range for three directions also show good 
agreement with the test results. 
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Recent climate change has exacerbated flood risk, especially in urban areas. In contrast to rural 
areas, floods in urban areas exhibit more diverse and complex flow processes because the water 
flows around or within buildings and pieces of urban furniture. In the conventional numerical 
studies for urban flooding, one or two-dimensional models based on the shallow-water equations 
have been generally adopted because a three-dimensional model requires enormous computational 
cost. However, 1D or 2D models cannot simulate complex three-dimensional flow and unsteady 
fluid force acting on structures in urban areas. 

Considering the background mentioned above, we propose a gas-liquid two-phase flow simulation 
method by the finite volume method using the building-cube method (BCM) [1-3], which is suitable 
for large-scale parallel computing. In BCM, the computational domain is divided into cubic regions 
called cubes. Each cube is divided at equal intervals, the same number of cubes is assigned to each 
core, and the spatial loop processing is executed for each cube for load-balancing. The cell-centered 
finite volume method based on the BCM has been applied to single-phase flow simulations and 
fluid-structure interaction simulations in conventional studies. Still, it has never been applied to 
gas-liquid two-phase flow simulations. 

To validate the present method, we demonstrate 3D dam-break simulation and water immersion 
simulation inside the building during flooding and discuss complex three-dimensional flow and 
unsteady fluid force acting on structures. 
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There is an urgent need for ventilation improvement in urban areas in order to mitigate the risk of illnesses 
due to unexpected contagious viruses or airborne pollutants and improve the thermal environment in 
terms of heat stress reduction on individuals and achievement of a carbon-neutral society. These needs 
and the transformation of people's lifestyles will most likely bring a gradual or metabolic transformation 
of urban areas. Thus, it is important to investigate the performance of potential modifying strategies for 
existing urban space configuration. In the course of the evaluation, the safety in extreme weather events 
such as increasing landfalls of violent tropical cyclones needs to be carefully assessed at the same time. 
In this study, we evaluated near-ground ventilation performance improvement in an actual densely built-
up urban area of Shibuya district in Tokyo, Japan, in various assumed changes in urban space 
configuration using large eddy simulation (LES) at the grid resolution of about 90 cm. 
 
Firstly, we examined the average nature of the ventilation improvement in the traditional urban 
redevelopment model, comparing the current urban configuration and the future configuration where 
many mid and low-rise buildings are replaced with fewer high-rise buildings. The average flow rate near 
the ground (at approximately 10 m height) increased by about 20% as a result of the space reservation 
and wind induction to the streets by the high-rise buildings aligned in the wind direction. However, the 
maximum instantaneous wind speed also increased in those spaces, and thus, appropriate measures needs 
to be taken against the wind force damage. Also, the buildings located close to each other in the 
orthogonal to the the flow direction caused infavorable consequence in the downstream region such as 
significantly lowered ventilation and more intensified wind gusts. 
 
To seek potential future urban transformation strategies, we performed an investigation on the local flow 
change around a triangle-shaped urban block composed of mid and low-rise buildings in the city center 
considering two redevelopment scenarios: the block is replaced with (i) one high-rise slender triangular 
prism surrounded by an open space and (ii) one mid-high wide triangular prism with a courtyard. Inflow 
turbulence for this simulation was generated using the meteorological model/engineering LES hybrid 
approach proposd by Kawaguchi and Tamura et al. (2019) [1], replicating the actual meteorological 
structure of Typhoon Hagibis (2018). Both cases created more organized flow patterns inside the canopy 
region and seemed to have better ventilation performance than the present case where the buildings with 
inhomogenuous heights and shapes in the block generate random small eddies. Concerning the wind 
resilience design, highly unsteady gusts were generated mainly around the building associated with 
vortex shedding in Scenario (i), while mean wind speed and gust levels increased along the leeward street 
in Scinario (ii). We are planning to quantitatively analyze more variations of building shapes and layouts 
regarding their effect on urban ventilation. 
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As a concept of the city in the future, it is proposed to create a city where super high-rise 
buildings and low-rise buildings are combined based on an open space with abundant greenery. In 
this case, it is necessary to have a plan that fully considers not only comfort (heat environment, 
wellness) but also disaster prevention. 
 
In particular, in the case of considering safety under strong winds, a large-scale numerical 
simulation of CFD [1] is required, since it is necessary to simulate a complicated flow field by 
reproducing detailed shapes including green areas, terrain, low-rise buildings and high-rise 
buildings. 
 
In this study, we introduce the numerical simulation for the flow field of the realistic city block 
model planned according to the concept of the future city, in the case of an actual typhoon hits. 
 

REFERENCES 

[1] Kawaguchi, M. and Tamura, T. An Analysis on the peak wind pressure in the center of 
Osaka city during the passage of Typhoon Jebi 2018., Summaries of technical papers of 
annual meeting Architectural Institute of Japan (2020), 119-120. (in Japanese) 

 

 

1730



LES on wind pressure acting on high-rise building under strong wind events of Typhoon Hidenori Kawai, Tetsuro Tamura and Masaharu Kawaguchi

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

LES on Wind Pressure Acting on High-rise Building  
under Strong Wind Events of Typhoon 

 
Hidenori Kawai1* , Tetsuro Tamura2 and Masaharu Kawaguchi3 

1 Ochanomizu University, 2-1-1 Otsuka, Bunkyo-ku, Tokyo, Japan, kawai.hidenori@ocha.ac.jp 
2 Tokyo Institute of Technology, 2-12-1 Ookayama, Meguro-ku, Tokyo, Japan,  

tamura.t.ab@m.titech.ac.jp 
3 Tokyo Institute of Technology, 2-12-1 Ookayama, Meguro-ku, Tokyo, Japan, 

kawaguchi.m.ag@m.titech.ac.jp 
 

 
Key Words:Large Eddy Simulation, Inflow Turbulence, Weather Disturbance, High-rise 
building 
 
Recently, extreme large typhoon attacks urban city and the damage of building structure occurs. 

For estimating damage of high rise building, the strucutural response and wind pressure on 
attachment of building are revealed by using wind tunnel experiment and CFD techniques. In most 
of  cases, inflow conditions using turbulent boundary layer which develops on smooth or roughness 
surface are used. However, in the most of cases of strong wind events, disturbance derived from 
meteorological field with change of air density and temperature affects the characteristics on peak 
value and fluctuation of wind pressure on buildings. Now, it is possible to reproduce meteorological 
turbulent structure of Typhoon by meso-scale meteorological model. Large computation with 
spatial resolution less than 100 m makes it possible to show fine spatial structure with several 
hundred meters scale and velocity fluctuation with several ten seconds.  In additon, techniques for 
generating inflow condition with high-frequency fluctuation which is impotant for estimating 
unsteady change of wind pressure are developed. 

 
This study clarifies the effect of meteorological disturbance on wind pressure of high-rise building 

by comparing the computational cases which are different in 2 inflow conditions respectively. The 
one is inflow condition based on turbulent boudary layer and the other is inflow condition based on 
the meteorological field of Typhoon. For the inflow condition based on the meteorological field, 
turbulence of actual urban canopy is also included by CUBE (developed by RIKEN R-CCS) [1] 
computation for large urban area. Then, the generated inflow data are connected to the calculation 
domain of tetrahedral unstrucrture grid and wind pressure on actual high-rise buildng. Finally, the 
effects of large-scale flctuation derived from meteorological disturbance on wind pressure of high-
rise building are revealed. 
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In previous researches, the mechanism of the occurrence of local peak suction on single cylinder 
building model in turbulent flow has been investigated [1,2]. In this study, characteristics and 
cause of local peak pressure observed on the surface of a super high-rise building in an actual 
urban area are discussed through a relationship with the flow characteristics. 
 
Large Eddy Simulation (LES) of high dense area in central Tokyo including several super high-
rise buildings is carried out with the turbulent inflow boundary condition [3]. A distinctive wind 
pressure distribution with large negative pressure is observed at the windward corner on the 
sidewall of the target building. In the trace of pressure fluctuation at this point, very large suction 
peaks appear occasionally. 
 
Based on computational results, the relationships between the flow characteristics and the 
pressure characteristics are analyzed. The wind speed at a point close to the windward corner 
increases before the peak suction occurs. It is found that strong flow separation generated from 
the windward building accelerates the conical vortex formed at the windward corner, which 
induces the peak suction. 
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Due to improvement of construction technology in recent years, the number of construction 
cases of buildings with various plane shapes is increasing. Based on this tendency, in this study, 
we made a square cylinder model that has the plane whose upper part is eccentric and tapered in 
three stages as a trial. Generally, such structure is considered to advantageous for vortex-
induced vibration, but there are concerns about the effect of torsional vibration due to the 
eccentricity of the upper part. In this research, we check the flow field and exam the effect of 
torsional vibration and vortex-induced vibration of this building using CUBE (Complex Unified 
Building Cube Method). CUBE is a simulation framework which has orthogonal grid system 
consisting of cubes and elements called cells that divide them, and each cube has a mesh system 
consisting of the same number of cells. CUBE can generate mesh automatically and calculate 
with high parallelization efficiency. For more information on CUBE, please refer to the 
following paper ([1]). This research is expected to expand the range of plane shapes that can be 
constructed in the future.  
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The Akasaka area, which is adjacent to the green areas such as the Akasaka Imperial Property, the 
Hie Shrine, and the Sotobori area, is densely built with middle and high-rise buildings over the 
local terrain. It is important for wind resistance design to understand what kind of strong wind 
blows during a typhoon in such an urban area and the wind pressure acts on the buildings. 
 
In this study, we focused on the wind of the wind direction SSE observed during Typhoon Lan 
(2017). We clarified the relationship between the wind flow field around buildings and the wall 
surface pressure by LES. The inflow turbulence obtained by the meteorological analysis and CFD 
for wide area was applied to the inflow boundary condition of LES. 
 
Based on this result, we report the results of the effects of micro topography and trees on the wind 
flow and the wall surface pressure, and the characteristics of wind pressure acting on the uniquely 
shaped façade.  
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In an LES (Large-Eddy Simulation) to evaluate the wind load acting on buildings, the 
turbulent boundary layer flow is typically set as the inflow data. However, the effect of 
meteorological disturbances due to large-scale flow structures cannot be considered sufficiently in 
this method. Attempts have recently been made to generate LES inflow data that include the 
effect of meteorological disturbances by using meteorological models; further advancement of 
wind load evaluation using LES is expected. In a previous study, we indicated that the 
meteorological model overestimated the mean wind speed in an urban area because of an 
underestimation of ground surface friction (Nakajima et al., 2021). The prediction accuracy of 
meteorological models in urban areas needs to be improved to generate LES inflow data that 
include the effect of meteorological disturbances adequately. 

In this study, we investigated the influence of the ground surface boundary conditions of the 
meteorological model on the accuracy in predicting the mean wind speed and wind speed 
fluctuation in an urban area. Two types of ground surface boundary conditions (Cases 1 and 2) 
were created. In Case 1, the roughness length for the urban area was set to 0.5 m uniformly 
(default setting), whereas in Case 2, the spatial distribution of roughness length for the urban area 
was set based on the urban geometry (Kanda et al., 2013). In Case 2, the roughness length in the 
central part of Tokyo was much larger than 0.5 m and ranged from approximately 4 to 20 m. 

We performed wind flow simulations in the central part of Tokyo during Typhoon Lan (2017) 
using WRF-LES (LES mode of Weather Research and Forecasting model) with the created 
ground surface boundary conditions. The simulation results were compared with observation data 
at multiple locations. By setting the roughness length based on the urban geometry, the accuracy 
in predicting the mean wind speed in the urban area was improved significantly. However, in both 
cases, WRF-LES underestimated the turbulence intensity, especially near the ground surface. 
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It is widely recognized that traditional topology optimization (TO) method can be time 
consuming, mainly due to the finite element analysis (FEA) embedded in the iteration. In the past 
few years, the rise of deep learning (DL) has been driving the researchers to adopt artifical neural 
network (ANN) as a surrogate model to accelerate TO [1-3]. However, most research focus on 
treating the whole TO process as a black box, taking its inputs (boundary conditions, volume 
fraction, etc.) and outputs (the optimized structure) to train the surrogate model. This paper 
propose another angle to approach the problem, which is to focus mainly on the most time-
consuming FEA part in the TO process. There are a number of surrogate models existing for 
structural FEA [4]. In this paper, an encoder-decoder convolutional neural network (CNN) is 
trained using data generated from the FEA module in the 88-line matlab code implementing the 
classic solid isotropic material with penalization (SIMP) method [5]. The trained network takes 
the boundary conditions and element densities as inputs and output the compliance of each 
element. Then, the compliance information is fed into the traditional TO numerical optimizer to 
derive the final optimized structure.  
 
The main advantages of  the proposed method are listed as follows. 
1) The numerical optimizer is kept in the TO process. Therefore, the structural disconnection 
reported in other research [1,2] is naturally avoided.  
2) By performing downsampling and upsampling in the CNN, the proposed method has a certain 
degree of generalization ability.  
3) Future research may grow on the idea of  seperating the two components of TO. For example, 
training another surrogate model for the numerical optimizer, and combining it with the FEA 
surrogate model to achieve further acceleration. 
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This paper presents a practical algorithm for the form-finding problem of a discrete surface 
constructed by triangles with given edge lengths. This problem could have many applications, e.g., 
mathematical visualization, geometry processing, and architecture.  
 
Theoretically, solutions for such form-finding problems always exist, and these solutions are not 
unique [1]. This characteristic enables the studies on surface deformation [2], for instance. This 
also gives us the chance to design a preferable shape in architecture, which is to find the shape as 
close as possible to the target shape designed by architects.  
 
In many conventional methods of shape design, this geometry problem is transformed into a 
mechanical problem, where the edges are replaced by springs. The spring energy is then defined 
in terms of the difference in edge lengths, and the equilibrated shape is determined by energy 
minimization. However, the optimizer could get stuck in local minima, and results in an 
undesirable shape with local bumps and dips [3].   
 
In this paper, we present a force equilibrium method for finding the final shape with given edge 
lengths. The edge lengths could be determined by using Ricci flow or other algorithms so that the 
surface has the specified geometric properties, such as uniform (discrete) Gaussian curvature [4]. 
The linear stiffness is used to predict the shape deformation in the iterative algorithm. Moreover, 
its pseudo-inverse is applied to compute the least-square solution for the system without boundary 
conditions. 
 
Starting from the target shape, while driven by the unbalance forces due to differences in edge 
lengths, the proposed method enables the system to settle down quickly to the final shape having 
exactly the given edge lengths. More importantly, numerical examples demonstrate that the final 
shape is smooth and close to the initial design. 
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We propose a new framework for more diverse design support by generating Topology-optimized 
shapes with GAN. In recent years, Topology-optimized shapes have been used to create attractive 
forms in the architectural field, as seen in the "Qatar National Convention Centre" designed by 
Arata Isozaki. Topology optimization has a high affinity with digital fabrication and is expected 
to be applied as architectural and structural design. In addition, many studies on structural design 
and form-finding for structural optimization by machine learning have been reported. However, a 
mainly progressive area of machine learning is image processing, and it is difficult to apply 
learning to extract features to other data structures. 
Therefore, pixels in image processing and continuum elements in topology optimization can be 
considered as the same data structure, and thus topology optimization can be applied to deep 
learning using convolutional neural networks[1]. By applying GAN to learn topology-optimized 
shapes, it is possible to continuously generate variety of shapes with these features. 
In this study, topology optimization using the SIMP method is adopted, the design domain is 
divided by finite elements, and the optimization process is solved using the optimality criterion 
method[2]. The topology optimization problem is assumed to be a compliance minimization 
problem.  GAN is a machine learning technique that consists of two deep convolutional neural 
networks (CNNs), a generator and a discriminator, which are trained simultaneously while 
competing with each other. Here, we use Conditional GAN (CGAN), which can give 
directionality to the generated results by providing the class information of the dataset, labels[3]. 
We perform deep learning using GAN based on the data collected by the topology optimization 
and attempt to output the shape from the generator network after training. In this study, we 
execute several numerical experiments to learn topology-optimized shapes using GAN. The 
numerical experiments show that the GAN can reproduce the topology-optimized shape and 
generate various shapes by interpolating the features of the topology-optimized shape through 
feature learning. These results demonstrate the usefulness of GAN for generating diverse design. 
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This paper presents hanging membrane forms based on formulation of differential geometry and 
discretized form-finding analysis. A reversed hanging membrane form in which pure compression 
stress state generates by acting the self-weight resist to the gravity naturally, economical 
construction has been implemented in consideration of construction materials. A. Gaudi was a 
famous architect who designed the Sagrada Familia, he applied the hanging model as an 
experiment to the structural form of the Sagrada Familia. H. Isler who was a structural engineer in 
Switzerland has constructed a lot of thin shell structures with reversed hanging membrane forms 
by an experimental approach in 1960’s.  
Recently, form-finding analysis have been developed and actively researched in architecture and 
computer graphics fields[1], an equilibrium form of unreinforced masonry structure can be 
computed using thrust network analysis[2]. An unreinforced masonry is a self-supporting structure 
in which only compression stress generates as with a reversed hanging membrane form. It has 
been confirmed that the Thrust Network Analysis (TNA) is a useful method by constructing the 
actual masonry structure. Airy stress function can define a horizontal stress distribution and can 
be applied to find equilibrium forms with in-plane stress[3]. These equilibrium forms can be 
described by the discretized polyhedral mesh in isotropic geometry[4].  
These form-finding analysis can be formalized by various aspects such as equilibrium equations 
and geometric variational problems. However, consistent formulation is desirable between 
mechanics and mathematics, because the problem of nonlinear equations to find a structural form 
is important to consider the region of existence of solutions obtained form-finding analysis and 
certainty of the generating strass state.  
In this paper, we present formulation of hanging membrane forms described by differential 
geometry and shell membrane theory[5]. We indicate that essential objects in hanging membrane 
forms are two-way nets expressed as isothermic coordinates, and show some numerical results of 
form-finding analysis. 
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Industrial-use aluminum alloy materials are excellent in the lightweight and corrosion resistant, but 
inferior to the stiffness and material cost than steels. When the aluminum alloy is used to a girder 
bridge, the member cross-section must be larger than that of the steel because the same deflection 
limit must be applied regardless of the material types, and it results in higher material costs. 
Therefore, the aluminum alloy materials are often used not in the bridge girders but in the bridge 
components such as guardrails and lighting posts [1]. In this study, we try to apply the aluminum 
alloy materials to Beam String Structure (BSS) in order to improve the stiffness and reduce the 
material cost. In the BSS, the girder is supported by the cables through the struts to generate the 
negative bending moments, which can increase the stiffness of the entire girder [2]. In this paper, 
superiority of the BSS made of the aluminum alloy material is clarified through a combination of 
topology optimization and material cost minimization problem. 
 
Fistly, configurations of the BBSs were determined by the topology optimization using 
grandstructure method. Then, six types of the BSSs were adopted in the material cost minimization 
problem, with three cable diameters and the number of struts of 1 and 2.  For comparison to the 
BSSs, a simple supoprted steel and aluminum alloy beam were also considered. The material cost 
is adopted by the relative cost per unit mass multiplied by the mass of materials, referring to the 
literature [3]. The cross-section of the beam and strut and the height of the strut were used as design 
variables. The height of the beam, the width and height of the strut, the distance between the struts, 
the yield and buckling stress, and the deflection limit were used as constraint conditions.  
 
The material cost of the simple supported aluminum alloy beams was approximately 42% higher 
than that of the simple supported steel beams. On the other hand, the material cost of the BSSs 
made of the aluminum alloy material was equal to or lower than that of the simple supported steel 
beams. Regardless of the number of struts, the material cost decreased as the cable diameter 
increased. Furthermore, the relationship between the span length and material cost was investigated.  
In contrast to the simple supported steel beam, which no longer satisfies the constraint when the 
span reaches a certain length, the BSS made of aluminum alloy material satisfies the constraint 
even when the span increased by 80% compared with that of simple supported steel beam. These 
results suggest that the development of lighter weight and longer span structures using aluminum 
alloy materials can be expected. 
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Analytical shapes such as spherical shells and cylindrical shells are widely used for shell roofs 
covering large space of architecture. However, it is preferable that the external loads are transmitted to 
the supports mainly through the in-plane (membrane) stresses to fully utilize the material of thin 
surface. For the vertical self-weight, such shape can be obtained by hanging a membrane or cable net 
and inverting it to generate a convex roof surface. This process can be computationally simulated 
using the optimization approaches of designing free-form shells. Geometrical approaches based on 
graphic statistics can also be utilized for designing convex shapes of compression-only shell roofs. 
Miki et al. [1] proposed a design method of a parametric surface under self-weight utilizing the 
framework of Airy’s stress function.  
 
For a graph surface of a thin shell modelled using the membrane theory, static equilibrium of the in-
plane forces is described by the stress components projected to the horizontal plane using Pucher’s 
formulation or Monge’s description. Accordingly, the formulations based on Airy’s stress function, 
which is generally used for the plates, can be used, and the existence of stress function is to be 
investigated for ensuring equilibrium of the curved surface. However, the distributions of stresses 
projected on the plane can be directly specified allowing discontinuity without checking existence of 
the stress function [2]. 
 
In this study, the method proposed in Ref. [2] is extended, and the description of graph surface is 
converted to a parametric form to design surfaces with curved boundaries. The x- and y-coordinates on 
the horizontal plane are expressed by Bernstein polynomials of two parameters normalized between 0 
and 1. Detailed formulations are presented for solving discretized form of vertical equilibrium 
equation by finite difference approximation on the parametric plane. 
 
In the numerical examples, various shapes are found by specifying the distributions of stresses 
projected on the horizontal plane. Accordingly, we can specify the horizontal reaction force (thrust) 
that is an important design parameter for the supporting structure. It is confirmed that smoothness of 
the surface shape is maintained even when the normal stress is discontinuous in the direction 
perpendicular to its direction. A static finite element analysis is carried out to show that the stresses are 
sufficiently close to the specified values even considering the deformation under self-weight, if the 
restriction along the boundary is appropriately compensated by a forced in-plane deformation before 
applying the vertical loads. 

REFERENCES 

[1] Miki, M., Igarashi T., Block P. Parametric self-supporting surface via direct computation of Airy 
stress function. ACM Transaction (2015) 34(4): 89:1–89:12. 

[2] Sakai Y., Ohsaki M. Non-parametric shape design method of free-form shells using membrane 
stresses projected onto horizontal plane. J. Technol. Des., AIJ (2021) 27(66):1098–1103. 

1741



Optimization Problems with A Density-based Clustering AlgorithmMasaki Tetsu and Yohei Yokosuka

15th World Congress on Computational Mechanics (WCCM-XV) 
8th Asian Pacific Congress on Computational Mechanics (APCOM- VIII) 

31 July - 5 August 2022, Yokohama, Japan 
 
 

  Optimization Problems with A Density-based Clustering Algorithm 
 

Masaki Tetsu1*, Yohei Yokosuka2 
1Kagoshima University, 1-21-40 Korimoto Kagoshima-city Kagoshima, JAPAN 890-0065, 

k7768634@kadai.jp 
2Kagoshima University, 1-21-40 Korimoto Kagoshima-city Kagoshima, JAPAN 890-0065,  

yokosuka＠aae.kagoshima-u.ac.jp  
 

Key Words: DBSCAN, Clustering, Descent method, Optimization problem, Solution space 
 
 
This paper presents optimization problems with a density-based clustering algorithm by obtaining all 
extremal values of solution space. In the architecture, designing building have to take account of several 
field such as architectural design, environmental engineering and structural engineering. In addition, as 
setting numerically priorities among design, usability and safety has difficultly, providing various 
solutions that are well evaluated is important. Thus, proposing not only a global optimal solution but 
also local optimal solutions in the optimization problem is important in optimization problems of 
building structure with multiple extremal values. The previous study has proposed the method that 
obtains multiple extremal values as optimal solutions utilizing a clustering method. This optimization 
enables us to obtain global and local optimal solutions efficiently by introducing a clustering operation 
to FA[1]. However, k-means method of partitioning clustering algorithms requires the number of clusters 
as a parameter of optimization problems. If the number of predetermined clusters is less than or greater 
than the number of extremal values in the solution space, finding some of the extremal values is missed. 
This is “the lucked of diversity of solutions”. In this paper, we present the method combining hill 
climbing method for a local search method and DBSCAN[2] for a density-based clustering algorithm, 
which enables us to find all extremal values of the solution space for optimization problems without 
predetermining the number of clusters. The method consists of a few coordinating processes. Using 
Latin hypercube sampling, we initiate the process by generating the random data on solution space. Hill 
climbing method enables us to collect the generated data around external values, which is classified 
into clusters with DBSCAN in the following process. The results of our numerical experiments show 
that proposed method could identify extremal values for several benchmark functions[3] and a structural 
optimization problem[4] as the number of clusters. From these results, this method would allow us to 
grasp extremal values in the solution space, which structural optimization problems have high-
dimensional variables, as the number of clusters. Moreover, this method would be able to present 
various solutions for structural and architectural design. 
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In architectural design and structural engineering, membrane-shells that stand against the gravity 
by in-plane membrane stresses only have been paid a consistent attention. However, the built or 
computed membrane shells are typically in compression-only although there is no fundamental 
theory contrary to a mix of tension and compression. It is expected that overhanging anticlastic 
surfaces can be achieved with no bending action if the forms of tension-compression mixed 
membrane shells can be computed numerically. 
The natures of the equilibrium equations of the pure-compression and tension-compression mixed 
types are surprisingly different because the former is elliptic while the latter is hyperbolic. The fact 
that the equilibrium equation becomes hyperbolic is making the tension-compression mixed form-
finding a challenge. 
This paper explains why solving the tension-compression mixed form-finding problem of 
membrane shells is so difficult and presents a powerful strategy to solve the problem numerically. 
In short, there is a high possibility there being no solution. Hence, a test method to 
determine/evaluate if the problem solved had a solution is needed. With the concept of the Airy’s 
stress function to compute the forms of shells, when the problem has a solution, the Airy’s stress 
function can be recovered with no loss of information from the computed shell. If the information 
is lost during the recovery, the problem is judged to have no solution. This concept can be 
beautifully realized with the nonlinear least squares method and the problem can be solved by the 
variable projection method briefly overviewed by Elden and Ahmadi‐Asl, 2019[1] 
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Each optimization program has special modules for calculation, which are based on several 
algorithms. Thus, the presence of a choice among the solvers contributes to the selection of the 
most suitable solution for any problem. 
 
In this work two shells: spherical dome and right helicoid are calculated in the program Comsol 
Multiphysics in the module Shape optimization using three gradient methods: MMA (the method 
of Moving Asymptotes), IPOPT (Interior Point OPTimizer), which is based on the use of sequential 
quadratic programming (SQP) method and SNOPT (Sparse Nonlinear OPTimizer), which is based 
on the interior-point algorithm with a filter line search method. 
 
The purpose of the study is to compare the three methods in detail with each other and choose the 
most optimal form for shape optimization. For each method, an analysis is carried out according to 
the following criteria: the speed of obtaining results and the greatest change in the shape geometry. 
 
The main stages of the study are based on the following points: a study of the main functionality of 
solvers; modeling and further calculation of the shells with the assignment of special criteria in the 
programs under study; the overview of the obtained results and selection of the most optimal solver 
for calculation. 
 
The solvers IPOPT and SNOPT are similar in structure, so the values obtained using these methods 
do not differ much, although the IPOPT method has managed to achieve the most optimal solution 
for shells. The smallest changes in geometry were observed using the method MMA. 
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It is known that the topology optimization (TopOpt) problem of frame structures can be formulated 
as a mixed-integer second-order cone programming problem (MISOCP), when the compliance is 
minimized and the cross-section of each member is selected from a set of predetermined 
candidates[1]. An MISOCP problem can be solved globally with a branch-and-cut method (B&C) 
while global optimalty is mathematically guaranteed. When the B&C makes MISOCP a continuous 
problem, the resulting problem is a second-order cone programming (SOCP) problem, which can 
be solved efficiently with a primal-dual interior-point method. Previous studies have demonstrated 
the effectiveness of TopOpt by MISOCP for the simple stiffness maximization problem of medium-
sized structural frames[2]. However, if we consider design and construction of real-world building 
structures, it is insufficient to optimize only the mechanical performance. In the latest research of 
such optimization approach, it is confirmed that various non-mechanical constraints, such as upper 
bounds for the member lengths, the number of nodes, lower bounds for the joint angle of members, 
can be additionally taken into account[3]. On the other hand, the density of members to each joint 
also affects the non-mechanical performance (especially constructability), but this has not been 
considered in previous studies. 

In this paper, TopOpt by MISOCP with new constraints that take into account the density of the 
members by constraining the number of members connected to each node is considered. 
Furthermore, TopOpt is performed for various analytical models while not only proposed 
constraints but also various non-mechanical constraints considered in previous studies are 
simultaneously taken into account. 
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The study of many scientific and engineering problems requires constructing predictive models of multi-
scale and multiphysics systems. The recent explosion of scientific machine learning research has shown
tremendous potential of enhancing new discovery in these complex systems. Yet the promise of most
machine learning techniques relies on the availability of a large volume of high-quality training datasets,
which are obtained through expensive experiments or simulations. Therefore, data augmentation tech-
niques can be of great help for scientific machine learning problems. However, directly implementing
data augmentation techniques originating from computer vision, can yield physically unacceptable data
samples. We develop a new data augmentation technique based on generative adversarial networks
(GANs). It can leverage different physics knowledge, e.g., governing equations, observable perception,
and physics phenomena to improve the quality of the augmented synthetic data. We will demonstrate its
efficacy by generating configuration samples of porous media with given constraints, and by augmenting
spatio-temporal data using limited high-quality simulation results.
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Composite beams have found increasingly more engineering applications due to their high 
specific stiffness and strength. Nevertheless, these problems present challenging modelling, 
mathematical, and numerical issues including heterogeneous and distinct anisotropic properties, 
high frequencies with potential resonance issues.  
 
We present a mathematical model for describing dynamic vibrations of viscoelastic composite 
beams with laminated structures. We will mathematically analyse the model, investigate 
performance of the model, and learning and optimization of the model.  
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Constitutive modeling based on the continuum mechanics theory has been a
classical approach for modeling the mechanical responses of materials. However,
when constitutive laws are unknown or when defects and/or high degrees of het-
erogeneity present, these classical models may become inaccurate. In this work,
we propose to use data-driven modeling which directly utilizes high-fidelity sim-
ulation and/or experimental data on displacement fields, to predict a materials
response without the necessity of using conventional constitutive models. Specif-
ically, the material response is modeled by learning maps between loading con-
ditions and its resultant displacement fields, so that the network is a surrogate
for a solution operator. To model the material heterogeneity, integral neural
operator learning methods are employed, which are resolution-independent and
naturally embeds the material micromechanical properties and defects in the
integrand. We demonstrate the performance of our method for a number of
examples, including hyperelastic, anisotropic and brittle materials. As an ap-
plication, we employ the proposed approach to learn material models directly
from digital image correlation (DIC) tracking measurements, and show that
the learnt solution operators substantially outperform conventional constitutive
models in predicting complex material responses.
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Data from both numerical simulations as well as physical experiments of subsurface flows reveal that
contaminant tracer is often anomalous, with breakthrough curves and mean-square displacements ex-
hibiting heavy, non-Gaussian tails characteristic of Lévy processes, the statistical properties of which are
described by fractional-order models. We leverage recent machine learning approaches for inverse prob-
lems to demonstrate and compare the efficacy of fractional-order models and local models in a variety
of datasets. Our results are both a novel application of machine learning approaches to model discovery
for such applications and shed light on what type of models can be expected to accuractely describe
subsurface flows in different materials.
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In this talk, we propose a meta-learnt approach for learning mappings between function spaces

(operators),  Meta-NOR,  based  on  the  nonlocal  operator  regression  [1],  to  efficiently  provide
accurate model surrogates for in new and unknown governing law tasks. The proposed provably

sample-efficient meta-learning algorithm uses a multi-task nonlocal operator regression model in
the  kernel  space,  which  consists  of  two  phases:  (1)  learning  a  common  nonlocal  kernel

representation from existing tasks; and (2) transferring the learned knowledge to rapidly learn
surrogate models for new tasks with different governing laws (such as with different constitutive

laws or material parameters), where the governing laws could be possibly unknown and only a
few test samples are provided. Under the linear kernel regression setting, a provable optimization-

based approach is  provided,  with theoretically  guaranteed transfer-learning error  bounds.  We
apply  the  proposed technique  in  the  context  of  meta-materials,  showing that  the  meta-learnt

kernel  representation  would  greatly  improve  the  sampling  efficiency  in  new  and  unseen
microstructures, compared to existing baselines. To handle more complex material responses, we

further extend the proposed meta-learnt approach to the integral neural operator architecture [2,3],
and demonstrate its performance on learning hidden governing laws of Darcy’s flow.
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Nonlocal integral operators arise in various areas such as nonlocal partial differential equations, frac-
tional diffusions, and nonlocal networks. An important topic is to learn from data the nonlocal integral
kernel, which is often radial to achieve homogeneity. We introduce a nonparametric approach to yielding
a convergent estimator of the kernel as the data size increases. A key ingredient is a new spare-aware
regularization method to prevent over-fitting and overcome the inverse problem’s ill-posedness. The
method’s foundation is the function space of identifiability, a system-intrinsic data-adaptive RKHS (re-
producing kernel Hilbert space). Furthermore, the identifiability theory suggests that the inverse problem
is ill-posed. Thus, regularization is necessary. We systematically study the spare-aware regularization
with synthetic data, showing the convergence of estimators. We also apply our method to experimental
data in peridynamics, for which we learn a homogenized nonlocal model.
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In the lifetime of structures, they may be exposed to damage that deviates their 
parameters to a new uncertain state. To predict these parameters, they must be updated 
using experimental data through various model updating methods. Among model 
updating methods, the Bayesian approach enables the exploration of all the probable 
models. Many approaches are available, like those that require the solution of the 
eigenvalue problem [1] and those that do not require the resolution of the eigenvalue 
problem [2, 3]. Most existing studies have assumed proportional damping, which gives 
real modal data, which is not the case always [4]. In this paper, a new Bayesian model 
updating methodology is proposed based on introducing system mode shapes, damping 
ratios and natural frequencies as additional uncertain parameters. A dynamic 
condensation technique is used to restrain the model updating problem to work on the 
observed degrees of freedom (DOF) field only. To decrease the number of uncertain 
parameters, system mode shapes are integrated out, and Transitional Monte Carlo 
Markov Chain (TMCMC) is used to sample from the posterior probability density 
function. The proposed approach has been applied to the 3-storey shear building model. 
Results show that the proposed methodology can predict the updated structural 
parameters in many cases, like the cases where the number of observed modes is greater 
than the number of observed DOF and if the observed modes are not the lowest-
frequency modes. 
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Model updating of structural dynamical models using measured responses has an important number of
applications in several areas. For a proper assessment of updated models all uncertainties involved in the
problem need to be considered. In this regard, an approach for Bayesian model updating of structural
dynamical systems involving multiple uncertain parameters and measured responses is presented. The
proposed scheme relies on the use of structural reliability methods, where samples following the poste-
rior distribution are obtained as failure samples corresponding to a specially devised reliability problem
[1]. Subset simulation, a well known and widely applied advanced stochastic simulation technique, is
adopted to generate the required failure samples [2]. The approach requires only minimal modifications
of the standard formulation of subset simulation and it uses an adaptive strategy to select the thresh-
old value that determines the last subset level. For an efficient numerical implementation, an effective
parametric reduced-order model formulation based on substructure coupling for dynamic analysis is con-
sidered [3]. Due to the basis of the formulation, the approach does not make use of any problem-specific
information and, therefore, any type of structural model can be considered. The performance of the pro-
posed method is assessed numerically with an example problem involving a nonlinear three-dimensional
bridge structural model with many uncertain parameters. The results suggest that the proposed approach
is an effective tool to address Bayesian model updating problems involving complex structural dynamical
models, measured response data and high-dimensional parameter spaces.
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Reliability-based optimization (RBO) offers the means for determining optimal structural designs 
while explicitly taking into account the effects of uncertainty on structural performance. While the 
advantages of RBO over deterministic design procedures are evident, its practical implementation 
is usually quite challenging from a numerical viewpoint. This is a consequence of the necessity of 
solving simultaneously a reliability problem nested in an optimization procedure, that is, a double–
loop problem. 
 
In view of this challenge, this contribution develops a most efficient approach for RBO for a 
specific class of problems. The focus is on the minimization of the failure probability of linear 
structural systems subject to Gaussian stochastic loading under a given budget constraint. The 
reliability measure considered here is the first excursion probability of the structure, which is a 
typical means for quantifying safety in stochastic dynamics. The proposed approach is formulated 
within the framework of the operator norm theorem, which allows full decoupling between 
optimization and reliability analyses [1]. That is, the classical double–loop approach for RBO is 
effectively broken and reduced to the solution of a single deterministic optimization problem 
followed by a single reliability analysis. Such an approach allows diminishing numerical costs by 
orders of magnitude when compared to a traditional, double–loop implementation. The application 
and capabilities of the proposed approach are illustrated by means of an example. 
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Abstract: The probabilistic response analysis of structures subjected to combined multiplicative 
and additive excitations is a challenging issue. The direct probability integral method (DPIM), as 
a novel method, has demonstrated its high accuracy and efficiency in the random variation 
analysis of nonlinear multiple-degree-of-freedom (MDOF) systems under additive excitation [1, 
2], i.e., Gaussian white noise excitation. In this paper, the DPIM is extended to address the 
probabilistic response analysis of nonlinear MDOF dynamic systems under combined 
multiplicative and additive excitations. The first aim of the paper is to investigate the random 
vibrations of the MDOF dynamic system, showing the evolutionary process of probability density 
functions of the response and stochastic bifurcation. To further display the global dynamics of 
MDOF system, the second aim of this work is to obtain the attractors, and basins of attraction. By 
incorporating the generalized committor functions, the basins of attraction of system are 
generalized via DPIM and the dynamic integrity measures are then evaluated. In the numerical 
examples, the effectiveness of the proposed method is verified by comparing the results of Monte 
Carlo simulation. 
 
Key Words: Nonlinear MDOF dynamic systems, Multiplicative and additive excitation, Direct 
probability integral method, Stochastic bifurcation, Global dynamics. 
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The inherent uncertainty in the structural parameters directly affects the structural performance, 
and its variation may lead to improper designs and catastrophic consequences. When subjected to 
uncertainty, the structure design must be optimized to get an insensitive design using a Robust 
Design Optimization (RDO) technique. Such design aims to find a system design in which the 
structural performance is less sensitive (insensitive) to the uncertainty of the inherent structural 
parameter without eliminating them [1]. This is usually achieved by simultaneously minimizing 
the mean and variance of the structural performance function. Various RDO approaches, such as 
those based on Taylor series expansion [2] simulation-based methods [3], dimension reduction 
[4], and metamodel [1], can effectively take into account these uncertainties. However, the 
computational efficiency and accuracy in evaluating the mean and variance of the performance 
function remain a challenging task. To obliviate this limitation, a novel stochastic simulation-
based approach is proposed in the present work. The proposed approach is built on an 
‘Augmented optimization problem,’ in which design variables are artificially considered as an 
uncertain parameter. An unconstraint Genetic algorithm (GA)-based optimization approach is 
formulated to determine the optimal solution. As the mean and variance frequently conflict with 
each other, so to obtain the Pareto optimum, a linear scalarized objective function is adopted. To 
demonstrate the proposed approach, RDO of a four-bar and 10-bar truss structure is performed. 
The results obtained are compared with the conventional Monte Carlo simulation approach and 
confirm that the proposed approach yields accurate results. This paper allows the designers to 
design the insensitive structure systems by minimizing the variance of performance function. 
Moreover, the proposed RDO approach is not limited to the civil structures only, but it can also 
be enforced in the design of any realistic linear/nonlinear structures and systems such as machine 
components (like clutches, gears, etc.), aerospace, etc., having uncertainties in their geometry or 
material, such as the residual strain, modulus, thickness, density, etc. 
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Abstract The application of structural optimization is an effective method to create and design 
high-performance structures without relying on the designer's intuition, experience, or trial and 
error. In particular, topology optimization is used as the structural optimization method with the 
highest degree of design freedom. However, as the target problem becomes more complex, 
sensitivity analysis, which is essential for topology optimization, becomes more difficult. 
 
In this paper, we propose valid methodologies to address that shortcoming. The density of the 
structure is expressed by placing equally spaced Gaussian functions in the design domain and 
superimposing them based on the RBF network. Furthermore, by using the height of the Gaussian 
function as a variable in the differential evolution calculation, the optimal structure is obtained 
without sensitivity analysis. Here, MLSHADE-SPA[1], which is competitive in solving large-scale 
global optimization problems, is employed as the differential evolution algorithm. With this method, 
we obtained the same optimal structure in the stiffness maximization problem as when using the 
conventional topology optimization method[2]. However, since the current program requires a huge 
computational cost, it is necessary to reduce the computational time. In future work, we hope to 
extend our method to some more complicated multi-physics problems such as thermal-fluid 
problem, electromagnetism problem, etc. 
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ABSTRACT 
Generative Adversarial Networks (GANs) are a kind of neural network frameworks presented by 
Ian Goodfellow et. Al. [1]. GANs has two neural network structure; Discriminator network and 
Generator network. Generator network generates prediction results and Discriminator network 
evaluates that the image is “real” or “fake”. GANs have been proved useful for semi-supervised 
learning.  
 
In this study, GAN is applied for future image generation problem of walking pedestrians. The aim 
of this problem is to generate the continuous future images from their past images of walking 
pedestrians. The convolutional networks are adopted for both Generator and Discriminator 
networks in this study, instead of the fully connected network used in the previous study. Some 
experimental results show that the proposed algorithm is useful for future image generation of 
walking pedestrians.  
 
For effectively applying the GANs-based algorithm for generating the continuous future images 
from their past images of walking pedestrians, however, there is one problem to be solved. The 
performance of the proposed algorithm depends on the hyper parameters and the number of images. 
For solving this problem, Genetic Algorithm is used in this study. The hyper-parameters of the 
Discriminator are fixed and then, the hyper-parameters and number of images for the Generator 
network are determined by Genetic Algorithm. The fitness function is defined by loss function of 
Generator network. Individual chromosome is composed of hyper-parameters of the network; 
number of hidden layers and activation functions at hidden layers, and numbers of input images 
and output images.  
 
When the proposed algorithm is applied for future image generation of walking pedestrians, the 
hyper-parameters and the number of images for Generator network can be optimized automatically. 
Although number of hidden layers is 4 at both the original and optimized networks, the activation 
functions are changed. Besides, numbers of input and output images are also different at both 
networks. As a result, Perk Signal to Noise Ratio (PSNR) of the generated images is improved from 
29.1 in the original network to 29.6 in the optimized one. Therefore, it can be concluded that the 
proposed algorithm can improve the hyper-parameters and number of images for the Generator 
network automatically.  
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Robots has become widespread in various applications. For the effective use of robots, it is 
necessary to design a control program that is effective for the desired movement. Since it is difficult 
to define the control program of a robot manually, use of evolutionary computation (EC) for 
designing control program is studied widely. Grammatical Evolution (GE) [1], which is one of 
evolutionary computations, is designed for determining the function, program or segment of 
program satisfying the design objective. Although aim of GE is similar to Genetic Programming 
(GP) [2], GE uses simpler genetic operators than GP. In this study, GE is applied for design of the 
control parameter of travelling robot. GE defines the candidate solutions by set of binary numbers 
and update them by applying the genetic operators such as selection, crossover and mutation, which 
are similar to them in Genetic algorithm (GA) [3]. Translation from the set of binary numbers to 
function or program is performed according to the translation rules defined in Backus-Naur form 
(BNF).  

A travelling robot moves along an oval course which is drawn on the paper. GE generates 
the control program of LEGO Mindstorm EV3.  The part of the control program which is 
generated by Grammatical Evolution. The function SensorValue(S3)>90 means that the robot is 
on the oval course. In that case, the robot goes straight. If not so, the robot turns right. The 
simulation and the experimental results of the robot trajectory achieved small differences. The 
experimental result agrees well with the simulation one.
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Structural light-weighting is vital for increasing energy efficiency and reducing CO2 
emissions. One of the mechanical structures that are used in numerous applications and can 
utilize lightweight is the displacement invertor. Displacement inverter is producing 
mechanical reaction as the reverse of the input actuating action. In this research, multiscale 
topology optimization of compliance mechanism is used to design lightweight displacement 
invertor. This is because compliant mechanisms, and in contrast to typical mechanisms that 
are coupled by rigid bodies, are flexible single-piece systems that achieve the desired 
movement through elastic deformation. Furthermore, reduced friction, wear, noise, and the 
ability to provide novel actuation, as well as ease of fabrication and assembly, are among the 
advantages of the use of compliant mechanism design concepts. Under the constraint 
conditions of the total area of the microstructures distributed in the macrostructure, the elastic 
response of the macrostructure, and the homogenization set of the periodic unit cells are used 
associated with the rigidity control rational problem (the ratio of the output and input 
displacements) of the design domain which is used as the objective function for topology 
optimization method. Topology optimization for material distribution is a crucial stage in the 
design of compliant systems. It aids designers in extending and fine-tuning a design with the 
optimal material distribution. It entails determining the shape and placement of a structure's 
cellular units, as well as the domain's connectivity. Binarization and intermediate pseudo 
density were investigated for the concurrent multiscale optimization of the rigidity control 
structures using solid isotropic material with penalization (SIMP) and evolutionary structural 
optimization (ESO). As a result, the effective properties obtained using the homogenization 
for the microstructure are evaluated with a dedicated finite element model, while the 
macrostructure's effective properties are calculated using a different finite element model. The 
adjoint approach is used to implement the sensitivity analysis efficiently for the concurrent 
design function in this study, which reduces the computational cost. The numerical examples 
showed a good design response of the microscale design with the spatial configuration and the 
boundary condition of the design domain on both macro and microstructure. Furthermore, this 
study found that addressing microscale design with the concurrent optimization process, it is 
possible to get a desirable spatial configuration of materials while reducing weight. the spatial 
arrangements for the various scenarios revealed an elaboration for distributing strain energy in 
the most efficient manner possible in relation to macrostructure design. As a result, the 
proposed design process has the potential to produce durable and new lightweight and porous 
displacement inverters’ designs with unique and high adaptability of elastic property.   [1] 
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Structure from Motion, which can reconstruct 3D point cloud, camera positions, and orientations 

using images of an object from different angles of view, has been widely used for visualization of 

structures and inspection of machined parts[1]. In this method, information other than that of the 

object in the image is also reconstructed. In order to remove noise, methods based on k nearest 

neighbors searching for reconstructed point clouds with simple shapes[2], and methods based on 

reconstructed object, camera positions, extracted 2D features, and so on have been proposed[3]. 

 

This research proposes an efficient noise removal method by clustering using the characteristics 

of object points and noise points when reconstructing an elongated object that spreads intricately 

in three-dimensional space, such as tree branches. The reconstruction point cloud has a partially 

different degree of density of points in the area. Because the noise point cloud tends to have a 

lower density than the object point cloud, noise is separated from the cluster. In this study, the 

optimum values of the parameters during clustering that enable separation were examined. 

 

DBSCAN[4] was applied to clustering using the density of points. Since the number of points in 

the background is enormous and the calculation cost is high, the point cloud of the object was 

manually removed and clustered by dividing the point cloud into parts. Therefore, the parameters 

during clustering were determined by adapting to the characteristics of the tree branches. Noise 

could be identified by the proposed method, and the reconstruction point cloud of the object could 

be identified. In addition, it is considered possible to reconstruct the object surface by meshing 

the point cloud with noise removed. 
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Photovoltaic arrays are installed on various shape sites to generate solar power on the ground. It is 
necessary to determine the arrangement of the PV array based on the influence of the solar orbit 
and shade to increase the amount of power generation. In order to maximize the amount of light 
received, the study was performed to optimize the placement of PV arrays based on the geographic 
data of the city[1]. Another study was conducted to determine the tilt and azimuth angles for PV 
arrays considering dust and maintenance space[2]. We proposed a method for finding the optimum 
placement of a large number of PV arrays in a site of arbitrary shape in a large-scale photovoltaic 
power generation facility[3].  
 
The purpose of this study is to propose a method for analyzing shade generated in PV arrays and to 
clarify the effect of shade on the optimal placement results of PV arrays. An arbitrary placement in 
which multiple PV arrays are arranged independently on the site one by one is considered. First, 
the shaded area concerning the solar orbit and the array placement is formulated to estimate the 
decrease in the amount of light received by the shade. The area of shade on the PV array is obtained 
by dividing the surface of the array into triangular planes and tracing the rays obtained from the 
sun's orbit. An optimization problem in which the parameters are the tilted angle, azimuth angle, 
and placement position of the PV array is formulated. The placement is optimized to increase the 
amount of light received by installing multiple PV arrays at the site. A genetic algorithm is used 
for the optimization method. 
 
Optimal solutions were found for some examples of optimal placement of each PV array on an 
arbitrary-shaped site. In the placement optimization, we compared and examined the placement 
results when and without considering the amount of light received due to shade and showed the 
effectiveness of arbitrary placement optimization considering the effects of shade. 
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Physics and engineering simulation tools are becoming more prevalent in decision making 
processes. Core to many engineering simulation tools is a series of material models that emulate 
the materials’ physical responses. Traditional material model calibration consists of optimizing a 
material model against a limited set of probe data and homogenized boundary data. These 
traditional methods can calibrate a wide range of material models. However, as the complexity of 
the models increase, the number of experimental setups required to adequately calibrate the model 
increases as well.  
 
Advances in experimental techniques have enabled the use of full-field kinematic and temperature 
data in material model calibrations. Full-field data capture has the potential to reduce the number 
of experiments required by capturing more complicated material evolutions in a single experiment, 
than captured by traditional experimental setups [1]. Full-field data can be difficult to work with 
because of dimensionality of the data set. Like other scientific data, full-field data often contains 
significant patterns. Patterned data is an attractive application for data compression. Compressing 
patterned data dramatically reduces the number necessary data points, while preserving the 
significant information present in the data. 
 
In this talk I will present work on a hierarchal polynomial wavelet decomposition (HPWD) method 
for performing calibrations to full-field data. HPWD is an unstructured data compression method 
based on the concepts of tree wavelets [2] and polynomial field decomposition [3].  HPWD 
leverages the ability of tree wavelets to efficiently capture discontinuous material behavior, while 
preserving polynomial field decomposition’s ability to compare compressed data across different 
realizations of the same domain.  
 
Numerical optimization with HPWD uses a cost function defined by the differences in the most 
significant compressed data components. This formulation improves the cost function topography 
over traditional cost function definitions and provides the means for explicit feature emphasis. We 
will demonstrate these capabilities though one- and two-dimensional material calibration examples.  
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Plastic injection molding (PIM) is a typical manufacturing technology to produce plastic products, 
and it is important to determine process parameters for high product quality and high productivity. 
The process parameters are conventionally determined by trial-and-error method through 
experiment, but computer aided engineering (CAE) is recently used as the alternative. Since the 
PIM simulation is computationally expensive, response surface approach is used to determine the 
optimal process parameters. Weldline that is formed when two or more melt plastic flow meets is 
one of the major defects, and it is preferable to reduce the weldline as much as possible for the 
surface quality and strength of plastic products. Rapid heating cycle molding (RHCM) that the 
mold temperature is actively controlled has been recognized as an innovative PIM technology for 
weldline reduction. By heating up the mold temperature, the melt plastic is smoothly flowed into 
the die cavity, and consequently the weldline is well reduced. To quickly heat up the mold 
temperature[1], a heater system is newly introduced in the RHCM. Many papers using the RHCM 
discuss on the weldline reduction, but the process parameters as well as the mold temperature 
profile is rarely discussed. In this paper, the process parameters in the RHCM using heater system 
are optimized. A multi-objective optimization for minimizing both weldline and cycle time is 
considered, and then the process parameters as well as the mold temperature profile is determined. 
Sequential approximate optimization that the response surface is repeatedly constructed and 
optimized is adopted for the design optimization[2], and the pareto-frontier is identified. Based on 
the numerical result, the experiment using PIM machine (MS100, Sodick) is also conducted to 
examine the validity of the RHCM with heater system. 
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Plate-fin heat exchangers are a common type of heat exchangers often selected for their compact and
lightweight designs. The flow paths of two fluids exchanging heat are separated by plates and inter-
changeably stacked on top of each other. Within the flow paths, the two plates are connected by fins
whose design depends on the targeted performance for the heat exchanger. This design is simple and
repetitive resulting in a exchanger core with a very fine internal structure that is compact and lightweight.

With the recent advances in topology optimization for fluid and thermal-fluid problems, potential im-
provements to heat exchanger design have been considered. However, obtaining a full heat exchanger
design, by means of topology optimization, that would have the similar or better performance to conven-
tional designs, is not feasible due to extreme computational costs associated with such an optimization
analysis. Therefore, the natural approach is to constrain the optimization to a small section of the heat
exchanger and extrapolate the heat exchanger design from that section.

In this study, we deploy a Level-set based topology optimization method for a thermal-fluid problem in
two dimensions to obtained optimized fin cross-sections. The use of 2D optimization allows for quick
generation of a relatively complex topology as opposed to 3D optimization. The resulting optimized
topology shows repetitive internal sections indicating potential for more localized optimization to even
higher degrees of complexity. The derived 2D cross-sections are gradually extended to small 3D sections,
full flow paths, and finally the full core, with design performance evaluated at every step. To eliminate
the need for costly computational fluid dynamics (CFD) analysis to obtain the performance values of the
whole heat exchanger, we develop a methodology for performance evaluation of the whole design based
on the performance of the single optimized section. As a result, we show that the evaluated performance
is in good agreement with numerically and experimentally obtained performance values for the whole
heat exchanger core.
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To ensure safety during the construction phases of underground structures, the present and 
future conditions of the rock and tunnel supports such as displacements and stresses, must be 
estimated and predicted by appropriate measurements and numerical simulations. However, 
many uncertainties, e.g., geological structures, mechanical properties of rocks, initial and 
boundary conditions, complicate numerical modelling considerably. 
 
To solve this problem, the research developed a numerical analysis system using a data 
assimilation (DA) technique, that updates the numerical model based on measured data during 
construction. In this system, a finite volume method is applied to solve partial differential 
equations of rock mechanics. The Error Subspace Transform Kalman Filter is used for the DA. 
 
To evaluate the effectiveness of the proposed system, numerical experiments were performed 
for a simple linear elastic problem of excavating an unsupported circular tunnel. The excavation 
behavior of the tunnel to be predicted was also calculated by a similar numerical analysis, 
instead of using the measured data of an actual tunnel. This surrogate tunnel excavation problem 
was adopted as subject to verification, which can be accurately predicted using this system. 
 
The state vector included Young’s modulus, E, and the displacements of the rock. The model 
state was sequentially updated by the system which assimilates the observed displacements 
using a 50-member ensemble.  Observation points were established at the crown and side walls 
of the tunnel cross-section. The synthetic tests were performed in three ways. The first was in 
accordance with the general scheme of sequential DA that the latest updated ensemble was used 
in the next excavation stage. In the second, only the latest updated Young’s modulus, Ea, was 
used in the next excavation stage. In the last one, Ea was introduced into initial model before 
excavation and then excavation analyses were performed again. 
 
It was found that the behavior of the rock could not be predicted correctly under the conditions 
of this verification problem unless the latest updated Ea is introduced into initial model before 
excavation and the excavation analyses are redone from this stage. 
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This study addresses the stacking sequence optimization of the tapering laminated composite consisting
of 0◦, ±45◦ and 90◦ plies with ply drop-off considering the empirical constraint conditions. The stack-
ing sequence of the thin-side laminate is determined in advance, while for the thick side, only the ply
thickness ratio and the surface plies are determined in advance as the reinforcement design conditions.
Then, the stacking sequence of the thick side and the order of ply drop-off are designed to maximize
the strength in the ply drop-off region under following constraints. All plies of the thin-side laminate
should be continued to the thick-side, the cover and the second layers should not be dropped off, and the
adjacent plies should not be continuously dropped off. In addition, the allowable number of contiguous
plies, the allowable orientation angle difference between neighboring plies are considered as empirical
constraints. The optimization problem with these empirical constraints is solved by using genetic algo-
rithm with our proposed genetic operators [1]. The strength criteria is evaluated at the resin pocket by
using the FEM model of the tapered three-ply laminates that the middle layer is dropped off [2]. For
the efficient optimization procedure, the look-up table for the strength criteria consisting of all possible
combinations of the three-ply laminates is prepared in advance from the FEM analysis and just called
during the optimization run [3]. Through numerical examples, the optimum designs for some kinds of
tapered laminates from 48 to 24-ply tapered laminates under several conditions are evaluated. Then,
validity of the proposed optimization method is discussed.

This study is supported by Council for Science Technology and Innovation (CSTI) Cross-ministerial
Strategic Innovation Promotion Program (SIP), “Materials Integration” for revolutionary design system
of structural materials (Funding agency: JST).
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Optimization problems in thermal, structural, electrostatic and other fields governed by Laplace’s and/or
Poisson’s equations are important in various engineering design applications. In particular, level-set
based topology optimization is one of the strong approaches for solving the field shape design problems,
in which the shape of the material or field is related to a distribution of a scalar function of point called
level set function. From the distribution of the level set function, the boundary and the material/field
domain are extracted. By updating iteratively the distribution of the level set function that satisfies a
reaction-diffusion equation with a source term related to the sensitivity of the objective functional, the
optimum arrangement of the material/field is obtained.

In the topology optimization problems governed by Laplace’s or Poisson’s equations, linear boundary
conditions have usually been assumed [1]. However, there exist a class of problems in which nonlinear
boundary conditions have to be considered even if the governing equation is linear, such as galvanic
corrosion [2] and thermal radiation problems. In this study, we consider a topology optimization using
the level-set method for a problem with arbitrary nonlinear boundary conditions. Topological derivative
is derived for an objective functional under the nonlinear flux boundary condition. The finite element
method software FreeFEM++ is used for calculating the topological derivative values and the numerical
scheme of the topology optimization using FreeFEM++ is shown. Some numerical examples are also
shown to demonstrate the present formulation.
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A thermomagnetic motor[1], [2] can generate torque by changing the magnetic distribution generated 
by permanent magnets by heating and cooling temperature-sensitive magnetic materials[3]. 
Therefore, thermomagnetic motors have the potential to extract mechanical energy from hot water 
below 100 ° C. One of the problems with this motor is that it has not reached the stage of practical 
use due to its low output[1], [2]. 
 
The thermomagnetic motor proposed by the authors[2],[4] is cylindrical. Permanent magnets and 
yokes are located on the motor's stator, and the rotor is made of a temperature-sensitive magnetic 
material. Using hot and cold water to heat and cool the area between the rotor and the stator creates 
a temperature distribution in the temperature-sensitive magnetic material, giving it magnetic 
saliency. This structure does not have the flux barrier used in standard PM motors. The short circuit 
of the magnetic flux from the permanent magnets is large, so it is thought that sufficient rotational 
torque cannot be generated. 
 
In this study, the shape of the stator region around the permanent magnet is optimized to increase 
the output. As a result of topology optimization, air regions that function as a flux barrier are created 
around the permanent magnet, and the rotational torque is improved. 
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In several disciplines of engineering, high heat conductive solid structures of lightweight solid 
structures play a significant role. Due to advancements in computer-aided design and quick 
growth in additive manufacturing, topology optimization uses in designing high heat 
conductive structures has grown significantly in recent decades and remains a very appealing 
issue to be tackled. However, achieving optimal high conductive structure with utilizing 
topology optimization is a challenging task such that, it is quite sensitive to optimization 
factors such as the searching step and initial conditions. In this work, an investigation of 
maximizing heat conductivity with minimizing weight is conducted, with adopting heat 
compliance minimization as the objective function. The optimization first addressed the 
macro scale point of view of the structure, by investigating the optimization parameter's effect 
on the performance of the optimized resulted structure. Furthermore, we extended the 
examination toward multiscale topology optimization to achieve excessive light-weighting of 
heat-conductive structures. During the concurrent optimization process, the numerical 
homogenization approach was utilized to compute the effective heat conductivity of the 
microstructure and concurrently updating the macrostructure system. As a result, the periodic 
boundary conditions are simulated on a microscale with a dedicated finite element model, 
while the effective characteristics are implemented on a macroscale. the suggested design 
methodology of this work in several examples which showed good responses of the 
microscale design for the macroscale design domain boundaries conditions. This response is 
shown through the varied designs of multiple examples of different boundary conditions. This 
research showed that, utilizing weight reduction with considering the total volume reduction 
on macro and microscale gave better performance compared to limited the weight 
minimization on the macroscale alone. The volume-to-point approach was successfully 
expressed for the macroscale design by obtaining the micro channeling of the conductive 
material for the macro design domain, which is associated with better performance than single 
microstructure concurrent optimization, according to the studied cases of optimizing multiple 
micro design domains. This is because the increased freedom of attaining robust design 
variable distribution on both the microscale and macroscale allows for this.[1] 
 

REFERENCES 
[1] Zhang Y, Liu S. The optimization model of the heat conduction structure. Prog Nat Sci 

2008;18:665–70. 
 

1770



Unit Cell Design of Fatigue-tolerant Lattice Structures for Bone ImplantsMengna Zheng, Kazem Ghabrail, Wei Xu and Yanan Wang

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

 Unit Cell Design of Fatigue-tolerant Lattice Structures for Bone 
Implants 

 
Mengna Zheng1*, Kazem Ghabrail1, Wei Xu1 and Yanan Wang1 

1 School of Engineering, Deakin University, Geelong, Australia 
 
Key Words: Lattice Structures, Design, Fatigue-tolerant, Bone implants 
 
 
The porous design of bone substitutes not only promotes bone ingrowth but also plays an essential 
role in facilitating vascularization as well as nutrition and waste transportation [1]. The current 
designs of lattice structures for bone implants mainly focus on matching the elastic modulus with 
the natural bone to alleviate stress shielding [2]. However, fatigue failure contributes to most of the 
structural breakdown even when the structure is subjected to elastic deformation under cyclic 
loading, which is seldom considered in lattice unit cell design. This paper presents design of fatigue 
tolerant lattice structures while maintaining sufficient mechanical strength using PolyStress [3]. 
The optimization problem model is constructed according to the work condition of hip bone 
implants. The fatigue strength of the design is realised by stress constraints and the elastic modulus 
is controlled by a stiffness constraint. The unit cell is periodically designed and several boundary 
conditions are considered. Compared to the traditional CAD and Triple Periodic Minimal Surface 
(TPMS) design of lattice structures, this newly proposed method provides unit cell topology based 
on its application requirements, such as the fatigue life which is beneficial to extend bone implants’ 
service life. In addition, introducing topology optimization into the design phase creates lightweight 
structures and saves materials for manufacturing.  
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Topology optimization is devoted to the optimal design of structures. It aims at finding the best material
distribution inside a working domain while fulfilling mechanical, geometrical and manufacturing specifi-
cations. The need for lighter and efficient structural solutions has made topology optimization a vigorous
research field in both academic and industrial structural engineering communities. This contribution fo-
cuses on PISCO, a Research and Development software platform for shape and topology optimization
where the computational process is carried out in a level set framework combined with a body-fitted ap-
proach [3]. The level set method relies on the classical sensitivity analysis from the shape optimization
framework to compute a descent direction and advect the structural interface. In the present setting the
level set method is coupled with a remeshing routine which enables the reconstruction of a body-fitted
mesh at each step of the underlying optimization process, as proposed in [1, 2]. Since the structural inter-
face is known explicitely at each step of the iterative procedure, the body-fitted approach simplifies the
evaluation of the mechanical quantities of interest. PISCO is composed of several components including
an algorithmic toolbox specialized in the treatment of level sets, a generic interface to finite element
solvers, a toolbox handling mesh files in several classical formats, several algorithms for the resolution
of constrained optimization problems, physical and geometrical optimization criteria and an advanced
interface to the remeshing tool mmg3d. The components devoted to the physical analysis computations
and the constrained optimization algorithms are implemented in a generic fashion in dedicated modules.
The non-intrusiveness of the implementation is proved by the coupling with several external physical
solvers. We rely on a gradient-flow numerical optimization algorithm to handle the balancing between
the minimization of the objective and the non-violation of the constraints. Several industrial applications
are presented to highlight the capabilities of the platform.
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Topology optimization problems are often large-scale. Therefore, a fast optimization algorithm that can
solve a large-scale optimization problem in practical time is demanded. In our study, we extend the
accelerated projected gradient method [1], which was originally developed for solving the compliance
minimization problem, to the heat conduction problem.

Accelerated gradient methods have been actively studied in the machine learning community in recent
years. They are first-order optimization algorithms which only use the first derivatives (gradients) of the
objective function, but the convergence rate is improved compared to the conventional gradient descent
method. As the iteration cost of first-order methods is very cheap compared to second-order methods (e.g.
the sequential quadratic programming), first-order methods are more suited for large-scale optimization
problems. Accelerated gradient methods were originally developed for convex optimization. Recently,
such acceleration techniques have been extended to nonconvex optimization problems.

As many topology optimization problems are large-scale and nonconvex, accelerated gradient methods
can be suitable for topology optimization. In our study, we consider the heat conduction problems
with simple linear constraints so that we can use the projected gradient method. The projected gradient
method is a classical way to solve a constrained optimization problem, using the projection onto the
convex feasible set. We show that, in our problems, the projection onto the feasible set can be easily
calculated by a bisection method both for the equality and inequality constraints on the volume. To
accelerate the convergence, we use the acceleration technique by Ghadimi and Lan [2] and the heuristic
stepsize policy [1] considering properties of topology optimization problems. Moreover, the proposed
method is easy to implement. We conduct several numerical experiments to compare the performance
of the proposed method with the existing methods (e.g. the optimality criteria method and the method
of moving asymptotes). It is demonstrated that the proposed method converges faster, especially when
the number of finite elements is large. We also discuss a condition under which the convergence is
guaranteed.
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Topology optimization is devoted to the optimal design of structures. It aims at finding the best mate-
rial distribution inside a working domain in order to satisfy mechanical, geometrical or manufacturing
specifications. The need for lighter and efficient structural solutions has made topology optimization
a vigorous research field in both academic and industrial structural engineering communities. In the
present setting the level set method is coupled with a remeshing routine which enables the reconstruction
of a body-fitted mesh at each step of the underlying optimization process, as proposed in [1, 2]. Since the
structural interface is known explicitely at each step of the iterative procedure, the body-fitted approach
simplifies the evaluation of the mechanical quantities of interest. The body-fitted remeshing strategy pro-
posed in [1, 2] is driven by global user-defined parameters such as the minimal/maximal mesh size or the
gradation of the desired mesh. In this contribution we propose to couple the body-fitted approach with
adaptative remeshing techniques involving an anisotropic recovery-based a posteriori error analysis. The
gradient-recovery Zienkiewicz-Zhu-type error estimator developed in [4, 5] is applied to drive isotropic
or anisotropic mesh adaptation at each step of the underlying optimization process. The proposed error
estimator is used from one hand to control the accuracy of the discretization of the structural interface,
from the other hand to control the discretization error linked to the numerical evaluation of mechanical
criteria and sensitivities in order to speed up the overall optimization routine. All the proposed numer-
ical examples are realized using PISCO, a Research and Development software platform for shape and
topology optimization in active development at IRT SystemX. We rely on a gradient-flow optimization
algorithm designed to decrease both the value of the objective function and the violation of the con-
straints. Several industrial-related applications are presented to illustrate the capabilities of the proposed
method.
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In (PDE-constrained) structural optimisations, it is interesting and challenging to take account of “human-
oriented design” because an optimisation emphasises to realise a certain functionality rather than de-
sign/outlook/form of a target object. In addition, designs made by human would be provided as sketches
rather than mathematically-defined geometries, in particular, when the designs are artistic. Then, it is not
easy to handle such pictures numerically. To overcome these two difficulties, Guo et al [1] proposed a
framework based on Variational Auto-Encoder (VAE). The VAE enables to create an arbitrary dimension
of latent variables to change the shape of a target over given designs almost continuously, although the
meaning (e.g., length, angle, curvature) of the latent variables are ambiguous. Once latent variables are
obtained, one can perform a structural optimisation by using latent variables as design variables in a
certain optimisation method. Guo et al [1] applied their data-driven and dimension-reduced framework
to a 2D heat conducting design problem with the help of the genetic algorithm.

Following Guo et al. [1], we apply their framework to a minimisation problem of the mean compliance
of a 2D linear elastic body as well as a maximisation problem of the sound pressure at an observation
point for 2D acoustics. To solve those problems, we first prepare several pixel data and parameterise
them by some latent variables. Then, we exploit a gradient-free non-linear optimisation method (such as
the COBYLA method) to minimise/maximise the objective function with respect to the latent variables.
Regarding the compliance problem, we could obtain the optimised solution, which resembles to given
designs. The result of the acoustic problem will be mentioned in our talk.
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The rapid development of deep learning has brought new opportunities for the exploration of topol-
ogy optimization methods. The combination of deep learning and topology optimization has become
one of the hottest research fields at the moment. In this work, the neural network is directly used for
topology optimization. The update of the design variables (pseudo-density) in the conventional topol-
ogy optimization method is transformed into the update of the neural network’s parameters, which is
called Neural Reparameterization. The sensitivity analysis in the conventional topology optimization
method is realized by the powerful Automatic Differentiation technology. We verify the effectiveness
of AuTONR on various numerical examples, including the stiffness optimization problems, the stress-
constrained problem, structural natural frequency optimization problems, compliant mechanism design
problems, heat conduction system design problems. Compared with the existing methods that combine
deep learning with topology optimization, AuTONR does not need to construct a dataset in advance and
does not suffer from structural disconnection. The structures obtained by AuTONR can be comparable
to the conventional methods.
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Thickness constraint is quite important for the structural optimization method, especially for topology
optimization. Thickness control is needed for many kinds of molding processes, such as injection mold-
ing. Many studies have been conducted on the thickness constraint [1], but most of them are based on
a distance function or other time-consuming methods. Since the approach using distance function is an
indirect way to consider the thickness, these formulations tend to become complex.

We present an approach for the thickness constraint based on the Fictitious Physical Model (FPM). The
FPM is introduced to evaluate geometric features as if they were physical phenomena expressed by the
partial differential equations. The FPM is formulated as a linear partial differential equation system.
The approximated local thickness is defined based on the solution of the PDE. The thickness constraint
is formulated using the local thickness, and its design sensitivity can be derived based on the adjoint
variable method.

The main advantages of this method are its simplicity of formulation and its computational cost when
calculating the thickness. In addition, it can directly evaluate a kind of thickness, and the thickness
constraint can be handled much easier than the previous methods. For example, this method may be
applied to maintain the thickness constant whole design domain.

In this research, we propose a level set-based topology optimization method for thickness control. First,
the definition of the local thickness is explained. Then, numerical examples are given to confirm the
validity of the local thickness. Finally, the topology optimization problem with a thickness constraint is
formulated and several optimized designs are provided.
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Nowadays, composite materials, which is a material that consists of various distinct constituents or 
phases, play an important role in aerospace and structural engineering applications. As the need for 
numerical implementation increases in the design of structures made of composite materials, 
methods for effectively deriving material properties and designing structures have been sought. 
With respect to these issues, we present the derivation of the effective permittivity of an anisotropic 
composite material based on a representative volume element method (RVE) [1,2] and machine 
learning (ML) [3]. After calculating the effective electrical permittivity of the anisotropic 
composite, ML models based on DNNs with multiple layers are used to build the continuous 
functions of the effective properties. With the regression function from ML, we can handle the 
electrical permittivity at each node point. It is noteworthy to reflect the anisotropic composite 
material easily in the optimization design process. Here, we conduct numerical example about a 
dielectric collimator design using the ML model to verify the proposed method. The finite element 
analysis for solving the electromagnetic wave problems in optimization procedure and conducting 
the RVE method were performed by using the commercial package COMSOL. The ML and the 
optimization process were programmed using the Matlab programming. 
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Topology optimization (T.O.) under compressible turbulent flow regime is still an open problem 
due to CFD challenges related to viscosity variation, shock waves, and compressibility factors that 
hinder the simulation and its adjoint model hand derivation. One work has been developed at 
laminar compressible regime [7] but turbulence has been treated only at incompressible flow 
[2][3][4][6][8]. Therefore, in this work we propose a T.O. formulation for compressible turbulent 
subsonic flow regime (0.3<Mach<0.7) aiming to minimize the energy dissipation. Also, turbulence 
is modelled by means of the Favre Averaged Navier-Stokes (FANS) equations and the Spalart-
Allmaras turbulence model in a steady-state regime considering ideal-perfect gas model, and 
isothermal wall boundaries. The adjoint model is obtained with an automatic differentiation tool 
[5] that avoids hand derivation, and the internal point optimizer (IPOPT) solves the optimization 
problem. The primal model is solved in a finite volume method (FVM) based-software, and the 
adjoint model in a finite element method (FEM) based-software, which are linked in the authors' 
developed platform “FEniCS TopOpt Foam” [1]. Different 2D cases at compressible subsonic 
turbulent regime are optimized and energy dissipation is compared with baseline designs. The 
method is robust and flexible, establishing a first step in T.O. of the compressible turbulent regime. 
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The present work investigates the design of a flexible mechanism for compliant airfoils by 
means of topology optimization. Compliant airfoils consists in a form of morphing concept for 
wings, which have been developed in recent years, aiming to reduce weight and 
maintenance costs, among other advantages. One way of obtaining the morphing structure is 
by designing a mechanism that does not have multiple separate parts connected by 
conventional hinges with bearings. Here, a nonlinear approach for topology optimization is 
considered, where the displacement of the profile trailing edge is maximized under volume and 
global stress constraints. The static equilibrium is obtained via a nonlinear finite element 
approach, with a hyperelastic material model. The method is applied to an asymmetric airfoil, 
where the area behind the half chord point is the design domain. A concentrated force is applied 
in the horizontal direction and the vertical displacement of the trailing edge is maximized, with 
a prescribed volume fraction of the initial design domain. The work investigates different stress 
limits, as well as the effect of neighbor radius and input forces. Optimized designs are obtained, 
resulting in efficient single compliant airfoils, respecting given constraints. 
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Thanks to the development of additive manufacturing (AM) technology, it is becoming possible to pro-
duce materials with desired mechanical properties defined by their periodic microstructures. To design
optimal microstructures, multi-scale topology optimization (MTO) has been paid attention to in many
engineering fields.
As an example of MTO, Kato et al. [1] proposed an analytical sensitivity analysis with an adjoint method
based on a decoupling scheme [2]. This method with a simple algorithm has reduced computational cost
and made MTO more feasible compared with the previous methods. However, compute time and mem-
ory requirements are still high, and these prevent practical use such as high-resolution 3D analysis for
precision modeling with AM and non-linear analysis assuming actual materials.
In the above method, finite element method (FEM) is used to analyze periodic microstructures, but this
research focused on an alternative approach using fast Fourier transform (FFT) by Moulinec and Suquet
[3]. This FFT-based homogenization adopts simple point-wise discretization and is known as an efficient
method to analyze periodic microstructures. Therefore, the application of this method to the microstruc-
tural analysis of MTO can be expected to reduce computational costs.
In this study, as a basic problem, we mainly deal with topology optimization of microstructure for maxi-
mizing linear stiffness of macrostructure. First, by comparing obtained topology and objective function
values, we demonstrate that the proposed method with FFT can accurately compute and obtain almost the
same result as the conventional method with FEM. Then, by measuring relations between mesh resolu-
tion and computational cost, we reveal that the proposed method can compute faster with lower memory
usage, especially for 3D analysis.
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The recent rapid development of Additive Manufacturing (AM) technologies has created a need for 
new design methods that can leverage the new, increasingly complex fabrication possibilities. 
Topology optimization is frequently suggested as a powerful design-for-AM approach because it 
does not require a preconceived notion of the final structural layout. Therefore, the past decade has 
seen a significant research interest in tailoring topology-optimized design to AM. Examples include 
the considerations of overhang constraints, infill design and enabling design with multiple base 
materials. However, the anisotropic bulk material behavior associated an array of AM processes 
has received less attention. The anisotropy can develop (even when using isotropic base materials) 
as a consequence of the weak bonds along the print path and layer-by-layer fabrication process. 
This works seeks to address the anisotropy of bulk AM materials in topology-optimized design in 
two ways; both globally and locally.  
 
Considering a globally anisotropic bulk material, this work experimentally investigates the effect 
of assumptions of isotropy versus anisotropy within the design framework. All test specimens are 
prepared using Fused Filament Fabrication (FFF). Topology-optimized designs are obtained for 
simply supported beams with a range of different volume fractions. A density-based approach [1] 
is used and the Method of Moving Asymptotes is taken as the gradient based optimizer [2]. The 
experimental behavior of the samples with assumptions of isotropy and anisotropy (in different 
directions) is evaluated and compared.  
 
In addition, this work considers the local anisotropy induced in most material extrusion AM 
processes. Material extrusion here refers to technologies where a nozzle moves across a 2D slide 
of the design and deposits material. Based on the previous work by the authors [3], we propose a 
novel topology optimization algorithm which seeks to capture the local anisotropic behavior by 
mincing the material deposition process. This is done using modified Discrete Object Projection 
[4] with two distinct base materials; i) a stiff core, and ii) a more compliant bonding region. The 
algorithm is demonstrated on benchmark minimum compliance problems.   
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Free Material Optimization (FMO) [1] is a structural optimization method that encompasses the design
of structural materials in a broad sense, where the elements of the constitutive tensor are the design
variables. When restricted to the microstructure composed of isotropic materials, the material properties
can be expressed as a set of semi-positive definite symmetric constitutive tensors. This approach has
been used to generate tape layup procedures for composite materials and to design local microstructures
that achieve the targeted elastic tensor properties [2]. Removing the restriction of symmetry of the
constitutive tensor would further extend the design space and improve the theoretical performance limit
of devices, but it is not clear whether such materials exist in reality. On the other hand, it has been
reported that the symmetry of this constitutive tensor can be apparently broken by combining it with
other physical phenomena without closing it to a single physical phenomenon. Such a situation justifies
extending the space of the constitutive tensor to an asymmetric domain, but it is necessary to deal with
new constraints, such as to what extent the asymmetry should be allowed. In this study, we consider
a topology optimization method with asymmetric constitutive tensors as design variables in the case of
second-order constitutive tensors using the heat conduction problem as an example. Several numerical
experiments will be provided in the presentation to show the validity and the utility of the design of an
asymmetric constitution tensor.
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Topology optimization methods have been adopted for not only structural problems but fluid problems in
recent years. Although almost all topology optimization methods for fluid problems assume steady-state
flows, Deng et al. [1] proposed a topology optimization method for unsteady flow by adding the artificial
Darcy frictional force into the incompressible Navier-Stokes equations. The optimization procedure is
implemented using the continuous adjoint method and the finite element method. However, the topology
optimization of unsteady flows requires a high computational cost because the fine mesh is indispensable,
especially for high Reynolds number flow.

Considering the background mentioned above, we propose an unsteady flow topology optimization
method using the cell-centered finite volume method with the building-cube method (BCM) [2][3][4],
which is suitable for massively parallel computing. In the BCM, the computational domain is divided
into cubic regions called cubes. Each cube is divided at equal intervals, the same number of cubes is
assigned to each core, and the spatial loop processing is executed for each cube. The sensitivity of the
objective function is obtained by continuous sensitivity analysis based on the adjoint variable method
for the topology optimization procedure. In the presentation, we will demonstrate several numerical
examples to verify the proposed method.
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In this research, we conduct topology optimization for sound-absorbing structures that efficiently 
absorb noises within a certain frequency range with a consideration of thermal and viscous 
boundary layer effects. 
 
Acoustic devices that control the behavior of acoustic waves have been widely used in our daily 
life, represented by noise barriers and music instruments, etc. There have been a variety of 
acoustic devices over different scales proposed, and miniaturization of them is one of the hot 
topics in acoustics. Acoustic metamaterial [1] is a typical structure that drastically controls waves 
with a tiny structure much smaller than the wavelength. The functions of these acoustic devices 
strongly depend on their structural design, and topology optimization [2] has been introduced for 
them to achieve the desired performance. 
 
In such a tiny structure, acoustic waves propagating in air-filled channels are affected by the 
thermal and viscous boundary layers, which are present in the vicinity of the solid surface. The 
behavior of waves is quite different from that in bulk due to the damping by these layers. 
Therefore, consideration of these boundary layer effects is essential for the design of acoustic 
devices that possesses tiny channels.  
 
We propose a level set-based topology optimization method for acoustic devices with air-filled 
channels with the consideration of thermal and viscous boundary layers and apply the method to 
the design of sound-absorbing structures.A sequential linearized Navier—Stokes model [3] is 
introduced to model the boundary layer effects. The design sensitivity is approximately derived 
based on the concept of the topological derivative. Several numerical examples of sound-
absorbing structures are provided using the level set-based topology optimization method and 
they show the validity and utility of the proposed method. 
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Static mixers are widely used in chemical industry such as gas mixing, wastewater treatment process and
chemical reaction. The major concern of the static mixer from an engineering perspective is to achieve
a better mixing efficient under a lower power dissipation. Therefore, we propose a topology optimiza-
tion(TO) method for static mixer based on level-set method. We use reaction–diffusion equation for
updating the level set function which can explicitly describe the boundaries between different material
phases. We calculate the two– and three–dimensional test cases. Three remarkable key points are high-
lighted here: (i) we introduce a body-fitted mesh adaptation technique. The body fitted mesh relies on
a third-party package Mmg; (ii) we formulate the optimum design problem for maximization of mixing
and use the continuous adjoint method to derive the sensitivity. Moreover, we validate the deduced sensi-
tivity by comparing it with a finite difference results; (iii) FreeFEM is used for finite element analysis and
PETSc for parallel computing. Several benchmark numerical examples are presented to support these
remarkable features.
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A transformable wheel mechanism efficiently moves in a circular state on flat ground and 
adaptively overcomes obstacles by modifying the shape of the wheel when it encounters various-
sized obstacles [1]. So far, the adaptive motion was mainly generated by multi degree-of-freedom 
(DOF) mechanisms [2]. However, the operating cost of the multi-DOF mechanism is high 
because of structural complexity and many actuators. To overcome this limitation, we propose 
designing a 1-DOF wheel mechanism generating adaptive motion. However, it is complicated to 
identify a climbing strategy based on 1-DOF motion, and it is further challenging to synthesize 1-
DOF mechanism that satisfies the target kinematics because there are no mechanism candidates 
based on the adaptive climbing strategy. Here, we 1) present a forward kinematics-based 
simulation model to establish adaptive wheel-climbing strategies and 2) propose a topology 
optimization method for synthesizing mechanisms that generates the target kinematics so that the 
wheel structure can successfully climb indoor-sized steps. First, a kinematic analysis model was 
developed to identify the target movement of the end-effector of the wheel to climb obstacles of 
various heights. Then, we propose a topology optimization-based synthesis method for 1-DOF 
transformable wheel mechanism to autonomously design the wheel structure. For the synthesis, 
we employ the topology optimization ground structure model which consists of zero-length 
springs and rigid blocks, called the JBM (joint-element connection rigid block model) because the 
model allows us to find an appropriate mechanism without starting with any baseline candidate 
mechanism [3]. Besides, for reducing complexity, we design the joint composition of the planar 
linkage mechanism by taking advantage of springs and blocks-based ground structure model. By 
using the developed method, novel transformable wheel mechanisms were successfully 
synthesized, and the kinematic and configuration characteristics of the designed mechanisms 
were investigated. 
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We propose a novel framework for the multi–material topology optimization (MMTO) of an eigenfre-
quency problem. From the theoretical perspective, two key ingredients are highlighted: (i) multi–material
level set (MMLS) method is constructed. With this method, the interfaces between different material
phases are represented by the iso-surfaces of multiple level set functions. Hence, the optimal solutions
have binary structure and they are free from greyscale elements; (ii) The proposed design methodology
uses a reaction-diffusion equation (RDE) for updating the level–set functions based on the topological
derivative, making it possible to nucleate new holes during optimization process. From a numerical
standpoint, our framework uses FreeFEM for finite element analysis (FEA) and PETSc for distributed
linear algebra. Efficient preconditioner techniques enable us to solve the large-scale finite element sys-
tems. The performance of our methodology is demonstrated by showcasing two– and three–dimensional
benchmark test cases.
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Multi-scale structures, achieving extreme and tuneable performances while being lightweight, are 
gaining increasingly more interest. For example, lattice materials and infilled structures have 
already proven to be more competitive than classical, single-scale, composites for some 
automotive and aerospace applications. On the other hand, the multiscale idea has recently gained 
popularity as a computational tool speeding up structural topology optimization. Stiffness 
optimized designs consisting of millions of design variables have been obtained at a remarkably 
low computational cost, by coupling traditional homogenization-based topology optimization 
with a de-homogenization step interpreting the optimized set of material properties with a single-
scale structure [1].  
 
Extending this method to the design of buckling resistant structures is the topic of this work. To 
do this, difficulties arising when including buckling in the analysis and design of multiscale 
structures must be overcome. First, analytical solutions and theoretical bounds are not known for 
the buckling response, and the optimized unit cells must be found numerically. Second, such unit 
cells show a high dependence on the stress state, making very complicate to achieve a stable 
design under multiple load conditions [2]. Finally, the de-homogenization is made challenging by 
the presence of many simultaneous, local buckling modes [3] and stress concentrations, 
potentially disrupting the performance of the infill. 
 
A thorough analysis of the origins and effects of these issues is given, possible remedies are 
discussed, and multiscale designs optimized for extreme buckling resistance are shown. 
 
 
 
 

REFERENCES 

[1] Wu J. Sigmund O., Groen J. P. – Topology optimization of multiscale structures: a review. 
Structural and Multidisciplinary Optimization, (2021) 63: 1455-1480 
[2] Wang F., Sigmund O. – Numerical investigation of stiffness and buckling response of simple 
and optimized infill structures. Structural and Multidisciplinary Optimization, (2020) 61: 2629-
2639 
[3] Ferrari F., Sigmund O. – Revisiting topology optimization with buckling constraints. 
Structural and Multidisciplinary Optimization, (2021) 59: 1401-1415 

1791



Noble Design of Adaptive and Efficient Knee Exoskeletons by Mechanism Topology Optimiza-
tion Method
Jeonghan Yu, Seok Won Kang and Yoon Young Kim

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

 Noble Design of Adaptive and Efficient Knee Exoskeletons  
by Mechanism Topology Optimization Method 

 
Jeonghan Yu1*, Seok Won Kang2, and Yoon Young Kim3 

1 Seoul National University, 1 Gwanak-ro, Gwanak-gu, Seoul 08826, Republic of Korea, 
sailoryu@snu.ac.kr 

2 Johns Hopkins University, 3400 North Charles Street, Baltimore, MD 21218, skang74@jhu.edu 
3 Seoul National University, 1 Gwanak-ro, Gwanak-gu, Seoul 08826, Republic of Korea, 

yykim@snu.ac.kr  
 
Key Words: Topology optimization of linkage mechanism, Knee exoskeleton, Self-alignment 
 
 
Knee joint exoskeletons play a critical role in assisting the movement of disabled and non-
disabled humans. These wearable knee exoskeletons should generate sophisticated movement due 
to rather complicated knee joint motions and also interact safely with their wearers. Therefore, the 
designed knee exoskeletons should be adaptive to make them universally useful for humans of 
different body shapes [1]. Lightweight and cost-effectiveness are also other design considerations 
for the knee exoskeletons. However, because of several design requirements to consider, it is 
difficult or sometimes impossible to devise such knee exoskeletons even with many trials and 
errors. To overcome these difficulties, we present a novel design method to synthesize self-
aligning and actuation-efficient knee exoskeleton mechanisms without any baseline design, a 
method similar to the structural topology optimization method.  
 
The knee exoskeleton mechanism to be designed here is not just supposed to follow a specific 
path but to generate a desired knee instant center of rotation workspace. Furthermore, it should 
possess self-aligning capability by which undesirable force should not be applied to the human 
joint and also possibly yield the desired profile of mechanical advantage during gait motion. Here, 
we employ the ground model applied to the mechanism topology optimization method [2-3], 
which can represent any two-dimensional linkage mechanism possibly consisting of rigid links 
and revolute and prismatic joints. Moreover, we develop a new optimization-based formulation to 
achieve our design objectives. A few numerical results that validate our approach will be 
presented, along with a fabricated 3D-printed mock-up. Finally, the simulated actuation torque-
speed curve using the designed exoskeleton confirms that the synthesized mechanism is safe and 
comfortable to wear and requires relatively low-powered actuation. 
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For a mechanism to be adaptive in a two-dimensional plane, it must have more than one-degree-
of-freedom (DOF). For example, a 1-DOF fully actuated mechanism having a single actuator can 
only follow a specific path. On the other hand, a single actuator-driven 1-DOF underactuated 
spring-linkage mechanism can adaptively follow a target path blocked by an obstacle via the 
deformations of spring elements [1, 2]. The simultaneous use of deformable spring elements and 
rigid links embodies the adaptability of an underactuated mechanism operating in a two-
dimensional plane. The working principle of the underactuated spring-linkage mechanism is as 
follows; a 1-DOF underactuated spring-linkage mechanism can generate a specific path that 
minimizes the entire mechanism spring energy if no obstacle is present while it can go through 
significant elastic deformations to overcome an obstacle if there is any. The question is how to 
configure spring elements for a selected baseline rigid-link mechanism and determine their specific 
dimensions. Because one cannot pre-determine the number of spring elements to be used, it is 
inefficient and cumbersome to repeat many dimensional syntheses of spring elements by trying 
different numbers and configurations of spring elements. To be able to perform a streamlined 
synthesis of spring elements without many trials and errors, we propose a new optimization-based 
synthesis method, similar to the mechanism topology optimization [3, 4]. While earlier studies [3, 
4] considered the synthesis of a rigid-link mechanism (without spring elements) only, our approach 
synthesizes spring configurations in an underactuated spring-linkage mechanism. In this respect, 
this work has newly performed the synthesis of spring configurations in underactuated spring-
linkage mechanisms. The details of the proposed method, from formulation, analysis, to 
optimization, will be presented here. We will also show some numerical examples, such as the 
design of adaptive gait mechanisms and grippers, to demonstrate the validity and effectiveness of 
the proposed optimization-based synthesis method. 
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In this paper proportional topology optimisation (PTO) with maximum entropy (maxent)-based mesh-
less method is presented for two-dimensional linear elastic structures for both minimum compliance
(PTOc) and stress constraint (PTOs) problems. The computation of maxent basis functions are efficient
as compared to the standard moving least square (MLS) and possess a weak Kronecker delta properties
leading to straightforward imposition of Dirichlet boundary conditions [1, 2, 3]. The PTO is a simple,
non-gradient, accurate and efficient method compared to the standard topology optimisation methods [4].
A detailed and efficient implementation of the computational algorithms for both PTOc and PTOs are
presented. The maxent basis functions are calculated only once at the start of simulation and used in each
optimisation iteration. Young’s modulus for each background cells is calculated using the modified solid
isotropic material with penalisation (SIMP) method. A parametric study is also conducted on the degree
of proportionality and history dependence of both PTOc and PTOs algorithms. A variety of numerical
examples with simple and complex geometries, and structured and unstructured discretisations are pre-
sented to show the accuracy, efficiency and robustness of the developed computational algorithms. Both
PTOc and PTOs algorithms can handle large topological changes and provide excellent optimisation
convergence characteristics.
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Renato Picelli†4 and Emı́lio Carlos Nelli Silva†5

†Polytechnic School of the University of São Paulo, Brazil, 05508-030
1 emoscatelli@usp.br, 2 diego.alonso@usp.br, 3 luis.sa@usp.br,

4 rpicelli@usp.br, 5 ecnsilva@usp.br

Key Words: Topology optimization, 2D swirl flow, Rotor-stator design, Discrete design variables, Inte-
ger linear programming

The fluid flow in rotating machinery is determined by the interaction between the working fluid, the
rotating, and the stationary structural parts of the machines. Thus, the simultaneous design and opti-
mization of rotating and stationary parts require modelling solid at different rotations. However, the
standard fluid flow topology optimization method considers only a single stationary solid [1] or a single
rotating solid [2]. Hence, this work presents a topology optimization formulation capable of optimizing
structural parts at different rotations. Two mutually exclusive Darcy terms are added to the Navier-Stokes
equations, with each Darcy term modelling a different rotation. The method employs two discrete design
variable fields and considers three element phases: fluid, stator, and rotor. The fourth phase provided by
the combination of the two discrete design variables is avoided by properly selecting the moving limits
of the optimization algorithm. The optimization problem is solved by a TOBS-based approach [3]. The
algorithm is applied to the design of radial and radial-axial machines. The fluid flow equations are solved
by the Finite Element Method (FEM) and the sensitivity analysis follows the discrete adjoint approach.
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We introduce a new structural optimization method, which realize sequential topology and shape 
optimization, based on the Allen-Cahn equation with new expressions for double-well potential 
and source terms. 
Takezawa et al. established a shape and topology optimization method with the phase-field 
method[1]. This method enables us to get an optimized shape which has clear boundary like the 
one obtained by the level-set method[2][3]. Also, this method doesn’t require re-initialization, so 
the calculation is simply and easily achieved. On the other hand, it is well known that this method 
does not allow us to make a new hole during the optimization procedures. Here, we define two 
time-dependent evolutional equations; one is for the topology optimization, and the other is for 
the shape optimization. We firstly obtain an optimized configuration by the topology optimization, 
which allows us to generate holes, then we polish the first-step optimized configuration by the 
shape optimization. We verified the validity of our method through the several numerical 
examples. 
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This study presents a new design method for thermal conductors with functionally graded 
composite structures, which simultaneously optimizes the overall topological layout and the local 
fibrous material for high thermal conductivity. Periodic boundary conditions are imposed to unit 
structures configured with the design variables in the feasible set, and the corresponding anisotropic 
effective material properties of the composite unit microstructure can be obtained by the 
representative volume element (RVE) method. In addition, the machine learning method of neural 
network fitting is applied to discretized RVE data to build a design module to derive effective 
material properties according to the shape change of the unit structures [1]. In this study, with the 
objective function of minimizing the dissipation of heat transport potential capacity (or thermal 
compliance) and the multiple volume fraction constraints for each material type constituting the 
composite structure, thermal conduction optimization problems are formulated under various 
dimensions of the design domain and thermal boundary conditions. Numerical examples are 
introduced to verify the proposed method. Finally, the projection method is applied to the obtained 
topology optimization results, which converts the complex micro-scale structures to a 
manufacturable level [2]. 
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Since the total mass of a multi-material structure is determined by the various composition ratios 
of each material, the mass minimization of the structure is basically a multi-objective optimization 
and, hence, it is not easy to obtain a single optimized solution. In particular, when multi-material 
topology optimization [1] that can derive a detailed distribution of each material within the design 
domain is performed, a designer can drive one meaningful optimized shape of the structure, 
however there can always be a better optimal solution with different material volume ratios. 
Although the multi-objective optimization methods are a great help in examining various design 
candidates of multi-material structures in this situation, they are still difficult to use, requiring a lot 
of parameter study and computation time for non-experienced engineers. 
 
Thus, in this study, an efficient design method based on topology optimization that can easily 
examine various optimized shapes of multi-material structure for mass minimization. The 
optimization problem is formulated using a p-norm type objective function [2] that can give 
weighting factor to each material’s mass rather than the actual mass of the structure. Since the ratio 
of each material to the total mass of the structure can be adjusted according to the value of the 
penalty factor of the p-norm function, it is possible to easily obtain various types of mass reduction 
designs that satisfy the target mechanical stiffness set as the design constraint and compare them 
with each other. Several 3D design examples were performed to confirm the usefulness of the 
proposed method and the effect of the penalty factor value on the optimized results. Since the 
composition ratio of each material consisting the entire structure can be controlled only by the value 
of the penalty factor and a consistent design direction can be confirmed, this study suggests an 
appropriate range of p values that designers can use. 
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Cracking is one of the most common failure modes and should be addressed since it could 
drastically decrease structural integrity and might lead to a serious incident. Therefore, enhancing 
the fracture toughness or structural persistence is of great importance in the engineering field. To 
maximize the fracture resistance of structures subjected to damage due to cracks, topology 
optimization considering crack propagation is one of the promising approaches. 

Topology optimization for maximizing the fracture resistance of quasi-brittle composites is 
originally proposed by Xia et al [1] by combining the phase-field crack model and a gradient-based 
BESO optimization method and followed by Wu et al [2] who utilize a novel topological derivative 
in the level-set approach and adopted a reaction-diffusion equation to update the level-set function. 
We also explore the same objective with the latter approach but take the topological sensitivity to 
search for optimal topologies. Specifically, we derive the topological sensitivity to perform 
topology optimization for maximizing fracture resistance by combining the phase field fracture 
model and level-set approach with a reaction-diffusion equation.  The effectiveness of the proposed 
updating process of the level-set function is investigated through several benchmark tests. In 
particular, the improvement of fracture resistance, number of design iterations, dependency of 
initial design are the objects of our interest.   
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Nowadays, stress-based topology optimization problems are well-known, but they are still a 
standing challenge. For continuum problems, there are three main issues to be overcome: the high 
nonlinearity relation between design variables and the stress values; the local nature of stress; and 
the singularity phenomenon. When considering discrete variables, the singularity problem is 
naturally avoided [1]. Thus, this work proposes a new approach to handle stress-based topology 
optimization problems by using the TOBS (Topology Optimization of Binary Structures) method 
[2] and geometry trimming (GT). The TOBS method is an optimization algorithm to update the 
design variables as binary values (0 or 1) by considering the linearization of the objective and 
constraint functions, and the subproblems created are solved using integer linear programming. 
GT is a technique to remove void regions of the domain so that the finite element analysis is 
performed only at the solid domain. Since TOBS gives clear 0-1 solution, the solid-void 
interfaces are easily identified. Then the jagged contours are smoothed, and a new domain is 
created. Because of the GT technique, re-meshing is necessary at each iteration. To avoid the 
discontinuity of the moving domain through the iterations, we propose to define two domains. 
The first one, called optimization domain, is fixed, and meshed only in the beginning of the 
optimization process. In the optimization domain the design variables are defined, and the mass 
constraint and its sensitivity are calculated. The second domain, called analysis domain, is the 
trimmed structure that needs to be re-meshed every iteration. It is where the finite element 
analysis, objective function, and its sensitivity are calculated. The TO procedure is performed in 
the optimization domain. Thus, the objective function sensitivity must be interpolated from the 
analysis domain to the optimization domain only where the design variables indicate solid 
regions. To avoid numerical instabilities, a spatial filtering technique is applied. The filter is also 
useful to extrapolate the objective sensitivities to void regions near the solid domain. This allows 
void elements to return to solid phase when necessary. This method is entirely implemented in 
Matlab and uses the LiveLink script of COMSOL only to generate the trimmed domain and mesh 
it. Numerical examples are presented to demonstrate the proposed method. 
 

REFERENCES 

[1] Xia, L., Zhang, L., Xia, Q., and Shi, T. Stress-based topology optimization using bi-
directional evolutionary structural optimization method, Computers Methods in Applied 
Engineering. (2018) 333: 356-370. 
[2] Sivapuram, R. and Picelli, R. Topology optimization of binary structures using Integer 
Linear Programming. Finite Elements in Analysis and Design. (2018) 139: 49-61. 

 

1800



Topology Optimization of Continuously Variable Stiffness Carbon Fiber Reinforced Plastic 
(CFRP) Structures with Level Set Method
Yanan Xu, Chi Wu, Jianguang Fang, Grant Steven and Qing Li

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

 Topology Optimization of Continuously Variable Stiffness Carbon 
Fiber Reinforced Plastic (CFRP) Structures with Level Set Method 

 
Yanan Xu1*, Chi Wu2, Jianguang Fang3, Grant P Steven4 and Qing Li5 

1 The University of Sydney, NSW 2006, Australia, yaxu8692@uni.sydney.edu.au 
2 The University of Sydney, NSW 2006, Australia, chi.wu@sydney.edu.au 

3 University of Technology Sydney, NSW 2007, Australia, fangjg87@gmail.com 
4 The University of Sydney, NSW 2006, Australia, grant.steven@sydney.edu.au 

5 The University of Sydney, NSW 2006, Australia, qing.li@sydney.edu.au 
 
Key Words: Topology Optimization, Fiber Path Design, CFRP Materials, Level Set Method 
 
 
The structural topology and fiber orientation play a very important role in the performance of 
carbon fiber reinforced plastic (CFRP) structures [1,2]. This study proposes a topology optimization 
approach for design of CFRP structures with continuously variable stiffness by using the level set 
method. The radial basis functions (RBFs) are employed to construct the level set function (LSF). 
In this way, the LSF can be formulated in a parameterized form. Fiber orientations are determined 
according to the LSF values at the nodes within elements [3]. The path of zero level set is 
extrapolated to other elements, and the fast marching method is employed as a re-initialization 
scheme in the optimization process to maintain the fiber paths.  
 
In this study, two different design schemes are developed to conduct optimization of CFRP 
structures. One is the separate design scheme, in which conventional topology optimization with 
the level set method is first carried out with isotropic materials to determine clear structural 
boundaries. Then fiber path optimization can be performed based on the fixed topological 
boundaries defined by the RBF level set function. The second scheme is to carry out a parallel 
optimization of both structural topology and fiber paths, allowing to capture how fiber path affects 
structural topological boundaries.  
 
Three illustrative examples are presented in this study to demonstrate the effectiveness of the 
proposed optimization method. Results indicate that optimized structures using the parallel 
optimization scheme offer better performances than the separate optimization scheme to a different 
extent, which implies that there may be considerable limits in the design space with the separate 
optimization scheme. The superiority of this study is that structural topology optimization and fiber 
path optimization are taken into account simultaneously. Besides, due to the inherent advantages 
of the level set method, when using advanced manufacturing techniques such as 3D printing, the 
fiber nozzle could move along the optimized fiber paths, and design of fiber nozzle route is no 
longer necessary compared with element-based fiber orientation design. 
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Design optimization of rotating structural parts, such as in turbomachinery, requires the solution of the
Navier-Stokes equations that can include complex effects such as swirl flow, turbulence and fluid-solid
equilibrium. While these physics have been employed successfully in the context of parametric and
shape optimization, they represent considerable challenges for topology optimization. These challenges
include the accurate modelling of fluid-solid walls, imposition of coupling conditions and convergence
of the fluid-structure interaction (FSI) equations during optimization. This work employs a TOBS-based
approach [1] that consistently produces well defined and smooth fluid-solid walls, an important step
to add up extra physics or equations in the simulation during optimization. The structural compliance
minimization problem subject to volume constraints is solved. The FSI problem is solved via the Finite
Element Method considering axisymmetry. Rotational forces are imposed on the structural domain in
the radial direction. The 2D swirl flow is governed by the Reynolds-Averaged Navier-Stokes (RANS)
equations including a rotating wall in the shaft. The k−ω turbulence model is employed. Automatic
differentiation is employed to compute the required sensitivities. A material model is included in the
swirl flow terms to account for the sensitivities of the swirl flow loads on the structure. The optimization
problem is solved by using Sequential Integer Linear Programming. Since solving a 3D-FSI topology
optimization problem is computationally costly, the development of 2D swirl flow frameworks is of high
interest. Results show that the proposed method can effectively achieve optimized designs of rotating
structural parts under FSI loads.
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Multilayered structures for sound attenuation have been explored in many scenarios, ranging from civil
construction to automotive and aerospace industries. However, the proper multiphysics interactions com-
prised by acoustic-poroelastic-elastic structures are still challenging, especially when topology optimiza-
tion techniques are involved. This work entails a new topology optimization methodology based on the
Bi-directional Evolutionary Structural Optimization (BESO) approach to design bidimensional multilay-
ered structures for sound absorption enhancements. The full modeling of poroelastic bodies is done by
the mixed u/p technique, while the elastic and acoustic (air) materials are obtained by the degeneration
of the latter, leading to the well-known elasto-dynamic and Helmholtz formulations, respectively. Such
procedure is done in a systematic manner by the combination of the Finite Element Method (FEM) with
the Unified Multi-Phase (UMP) modeling method, which in turn contributes to the development of mate-
rial interpolation schemes suited for the application. In this scenario, the topology optimization problem
is established as the maximization of the sound absorption coefficient, as composed by the summation of
the time-averaged power dissipated through structural damping together with its corresponding viscous
and thermal dissipative components. The numerical examples show the effectiveness of the proposed
methodology, since it provides well-defined topologies with generally enhanced sound attenuation per-
formances.
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Topology optimization (TO) of highly turbulent Flow is a challenge design problem specially when 
considering a rotational flow (swirl) around a shaft. This phenomenon has a wide range of 
applications in design of high-performance turbomachinery device such as compressors, mixers, 
turbines, and labyrinth seals. In the last decade, the improvement of fluidic device design has 
attracted significant attention and topology optimization is a feasible approach to achieve the best 
design for such a device. Here, we present a topology optimization method based on binary 
variables with geometry trimming (TOBS-GT) which considers the wall function to solve this 
problem. Thus, the method is implemented in COMSOL Multiphysics utilizing Reynolds Average 
Navier-Stokes (RANS) equation with k-ε and k-ω formulations for high Reynolds number 
considering a flow rotation around the shaft. The sensitivity analysis is calculated by using 
automatic differentiation. Topology optimization problem is solved using Integer Linear 
Programming (ILP). For each step, geometry trimming creates a CAD model with smooth wall for 
fluid region. Numerical examples from the literature are solved considering minimization of 
turbulent dissipation energy as objective function or in some cases  maximization of turbulent 
dissipation energy and vorticity. Critical parameters such as Reynolds number at the inlet, shaft 
radius, objective function and rotation speed are investigated. The results indicate that rotation has 
a significant effect on the design of the fluidic device with rotational flow. 
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Several areas of Engineering, as aerospace and marine applications [1, 2], electronic industry [3], and
civil engineering [4] are increasing the use of fiber-reinforced structures. In most cases, the main rea-
son is their high strength-to-weight ratio and excellent fatigue resistance [5]. However, this is not the
only reason. For the case of the concrete, the fiber-reinforced allows the creation of high-performance
materials, and it is possible to project structures with non-conventional topologies using them. In the
previous examples, the structures are composed of fiber and a material denominated matrix, where the
reinforcement is placed. Besides, the structure’s properties depend on how the fibers are oriented inside
the matrix. For this reason, several works are proposed in the literature to determine the optimized fiber
orientation. However, to consider the fiber orientation directly as a design variable can lead to a multiple
local minima problem [6]. Particularly, there is one approach that avoids these problem considering can-
didate discrete angles to solve the optimization problem. This approach is implemented to solve linear
and non-linear structural problems [6, 7, 8, 9, 10, 11]. Another approach is used to solve problems con-
sidering piezo composite materials, where sine and cosine function are approximated by Taylor series
[12, 13]. However, a topic of research scarcely explored is the inclusion of stress constraint models in
the topology optimization of composites materials [14]. In this work, the authors propose to solve the
structural Topology Optimization problem considering local stress constraints for fiber-reinforced mate-
rials. The penalization for both material interpolation models is calculated automatically by including
them as a design variable together with the pseudo-density. The grayscale issue is treated using the Guest
projection with a proposed function to control the continuation on β variable. A benchmark example is
solved to show the effectiveness of the method.
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Incompressible fluid flow includes a vast quantity of optimization engineering problems. However, de-
pending on the flow characteristics, the compressibility of the fluid starts to be no longer negligible and
the flow becomes compressible. Currently, the fields of energy generation and gas leakage control (where
the flows are intrinsic compressible) have been receiving special attention in order to mitigate the green-
house gases emissions and, consequently, climate change. To the best of the authors’ knowledge, the
work of [1] was the first to apply the topology optimization (TO) in laminar and compressible flows a
density-based approach. Density-based models have been successfully applied to many fluid flow prob-
lems over the years. Nonetheless, the approach presents some well-known drawbacks. First, First, the
optimization parameters have a high impact on the final result being often determined by a cumbersome
trial and error process. Second, the presence of elements with intermediate pseudo-densities values,
which may lead to artificial physics simulation. Recently, an alternative approach called Topology Op-
timization of Binary Structures with Geometry Trimming (TOBS-GT) was proposed by [2], aiming to
reduce the influence of the optimization parameters and the appearance of gray regions. The TOBS-GT
method consistently produces a clear interface between fluid and solid by trimming the solid regions from
the design domain. This work expands the application of the TOBS-GT method to subsonic compress-
ible flow problems under a low Reynolds regime. The objective function considered is the minimization
of entropy generation. Three cases are evaluated, a traditional double pipe, a pipe bend, and a diffuser.
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We propose a novel framework for the two- and three-dimensional topology optimization (TO) of a ther-
mal fluid–structure system. The proposed design methodology uses a reaction-diffusion equation (RDE)
for updating the level-set function based on the topological sensitivity. From the numerical point of view,
two key ingredients are highlighted: (i) two different types of dynamic sparse grids (adaptive mesh) are
used. More accurately speaking, body-fitted mesh allows the disjoint–reunion of a global mesh whose
interfaces can be described by an implicitly defined surface (zero level-set). Anisotropic mesh adaptation
is highly scalable with respect to the problem size, therefore can accelerate the overall computation; (ii)
our framework uses FreeFEM for finite element analysis (FEA) and PETSc for distributed linear alge-
bra. Efficient preconditioner techniques are utilized to solve the large-scale finite element systems. From
an engineering standpoint, we construct a complete product development workflow including the pre-
processing, TO, B-Rep conversion, and the numerical experiment. The performance of our methodology
is demonstrated by solving a variety of optimization problems: mean compliance, minimal power dis-
sipation, dry-/wet-fluid–structure interaction (FSI), natural convection, lift–drag, and fluid-to-fluid heat
exchange. For comparison and for assessing our various techniques, we benchmark our designs against
state-of-the-art works.
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Thin-walled structures are widely seen in industrial systems. A computational synthesis to design such
structures are demanded. This study proposes a high-precision topology optimization method for 3D
thin-walled structures. Topology optimization generally uses a fixed mesh for the structural analysis
model. Therefore, the interface representation between voids and materials is less accurate than surface-
represented models due to staircase approximation or grayscale band of the interface. This accuracy
issue may be acceptable if the designed structure is thick, i.e., the ratio of surface to volume is small.
However, this discrepancy becomes nonnegligible when designing thin-walled structures due to the in-
creased surface area to the volume. To overcome this issue, we incorporate an adaptive meshing scheme
to eliminate the staircase approximation and grayscale band by meshing conforming to the solid/void
interface.

The proposed method comprises a length scale constraint for uniform thickness and an adaptive meshing
scheme. The uniform thickness is achieved by the minimum and maximum feature size constraints
using Helmholtz partial differential equations[1]. For the adaptive meshing, we use MMG[2] for the
implicit domain meshing, which can generate a conformal mesh separated by the level-set surface. By
enhancing the binarization of the design variables on the conformal mesh, the performance analysis in
the optimization process can be conducted accurately.

Numerical examples are provided to demonstrate the performance of the proposed method, including the
accuracy improvement for the analysis compared to the conventional fixed meshes.
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Fluid-structure interactions refer to problems where a deformable or a movable structure interacts with a
flowing or a stationary fluid. A large body of research work has been dedicated to the numerical analysis
of these interactions [1], and most multiphysics simulation packages - commercial and open source -
include some degree of capability for solving these problems. However, the application of numerical
design tools such as topology optimization to these problems is still lagging behind. This is mainly
due to the multidisciplinary nature of the combined topology optimization of fluid-structure interactions
problem and its strong nonlinear behavior resulting in numerous stability and convergence issues.

Since the first appearance of density-based topology optimization methods in the late 1980s, topology
optimization has been extended to a huge range of single and multiphysics systems. In fluid flow, porous
media is introduced along with some sort of penalization (typically Brinkman) to push the solution
towards a 0/1 discrete state. The first appearance of high-fidelity wet topology optimization of fluid-
structure interactions was in [2]. The fluid and solid computational domains overlapped such that the
whole design domain - including the fluid-structure interface - could be optimized, hence the term wet
topology optimization. In [2], the author extended the fluid-solid force coupling to the entire fluid domain
including porous elements but only considered the hydrostatic component of the fluid stress tensor. The
divergence theorem was utilized to transfer the integral from surface to volume. This step has a serious
implication on the accuracy of the force coupling.

The novelty in this work can be summarized in two points: (i) we derived the traction equilibrium con-
dition using the total stress tensor such that viscous forces are also considered, and (ii) we demonstrated
the effect of the existence of sharp gradients in the fluid flow on the accuracy of the traction equilibrium
condition.
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Since the concept of metamaterials was proposed in the early 21st century, after more than
20 years of development, it has gradually become an important branch of new material
technology. With its excellent performance far exceeding natural materials and its designable and
tunable characteristics, the arbitrary negative Poisson's ratio metamaterial has important research
value and broad application prospects. In this paper, based on the topology optimization method,
mechanical metamaterials of the arbitrary negative Poisson's ratio metamaterial are studied, and a
novel programmable and tunable functional element design method with arbitrary negative
Poisson's ratio metamaterials and structures is proposed. Its design idea combines optimization
algorithms with human adjustments. When constructing a negative Poisson's ratio structural
topology optimization model, directly constructing the objective function with the mathematical
expression of negative Poisson's ratio will make the objective function highly nonlinear and make
it difficult to analyze the sensitivity of the iterative process. Therefore, in this paper, the linear
fitting method is used to construct a negative Poisson's ratio microstructure topology optimization
objective function with linear characteristics. Based on the energy method and the
homogenization method, a topology optimization that can quickly and accurately solve the
negative Poisson's ratio is constructed. Based on the optimization model, a topological
configuration and corresponding negative Poisson's ratio are obtained. Then, by introducing
artificial design and using Python language, parametric modeling, GUI interface development,
and calculation scripts for thermal stress homogenization methods for various element types were
completed in turn on the ABAQUS platform. It not only realizes the function of quickly
establishing a custom unit cell only by inputting a few parameters, but also deduces the unit cell
structure under the specified Poisson's ratio, so as to realize the precise control of the Poisson's
ratio of the unit cell, and truly realize the negative Programmability of Poisson's ratio
metamaterial structures and tunable properties. The method in this paper not only avoids the
highly nonlinear problem that occurs when the negative Poisson's ratio expression is used as the
optimization function, but also reduces the complexity of the solution, providing a reference
method for the design of negative Poisson's ratio microstructures.
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In recent years, design and production technologies have been growing rapidly in the automotive 
and electrical industries. Accordingly, numerical analysis has become very important. Numerical 
analysis requires various parameter settings. However, it should be noted that the results may 
vary depending on the parameter settings. The same can be said for the topology optimization, 
which is also attracting attention in the manufacturing industries. In this study, we focus on the 
update equation in the density-based topology optimization. In the topology optimizations based 
on the homogenization method and density method, the optimality criteria (OC) method[1] is 
employed as the update method. However, the conventional OC method requires the setting of 
several arbitrary parameters such as the move limit, which is a parameter to ensure stable updates, 
and weighting factor, which is a parameter for update speed. The results in Figures 1 to 3 are for 
the case when the move limit is not set and the penalization parameter is set to 6.0. When the 
modified OC method[2] is employed, the performance function does not increase as sharply as 
when the OC method is employed. Also, the weighting factor setting mentioned above is not 
necessary. In order to compare the OC method and modified OC method, the results for different 
parameter settings will also be presented. 
 

   
Fig. 1 History of normalized 

performance function. 
Fig. 2 Final density 

distribution when using the 
OC method. 

Fig. 3 Final density 
distribution when using the 

modified OC method. 
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With the increasingly prominent contradiction between traditional aircraft and complex 
flight environment, the structure design has become more and more challenging. The integrating 
aircraft structure with different functional components such as flexible cables can improve the 
performance of the aircraft[1], which can make full use of the aircraft structure to quickly adapt to 
multiple missions in complex environment[2]. Integrated with different functional components, the 
multi-functional composite materials can have multiple functions such as support, protection, 
power distribution, data transmission and so on. At the same time, it can solve problems such as 
the difficult routing and the redundant size of cables in aircraft[3]. However, the embedded cables 
bring great challenges to the design and processing of composite materials. Structural design 
optimization of the carbon fiber composite material with embedded cables is realized in this paper 
by using co-simulation of ABAQUS and Python. Influence of component parameters on the 
mechanical properties of the composite material with embedded cables is further analyzed. 
According to the different load-bearing capacity in different areas of the composite material 
structure, topology optimization design under the constraint of embedded cables is considered, 
and the optimization of the layup angles of the composite material sub-area based on the multi-
island genetic algorithm is further completed. The influence of the position of cables, the 
diameter of cables, and the distance between cables on the maximum bending stress of composite 
material structure is analyzed separately. Results of the research provide a certain theoretical 
basis for the design of composite materials with embedded cables, which can reduce the weight 
and cost of the aircraft structure. 
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Flexoelectricity is the coupling between polarization and strain gradient. As the large strain 
gradient leads to a strong flexoelectric effect, the design of flexoelectric nano-structure via 
topology optimization has seen growing attentions. In the present work, an explicit topology 
optimization framework is proposed for flexoelectric structures design. To achieve this purpose, 
the Moving Morphable Void (MMV)-based approach is employed in the context of Isogeometric 
Analysis (IGA) combined with the Trimming Surface Analysis (TSA). Energy conversion factor 
and effective electric polarizability are respectively optimized to improve the flexoelectric 
performance of the nanostructure. Performing design under the explicit framework coupled with 
IGA can bring several advantages. Due to the use of NURBS basis functions of IGA, the required 
continuity in the approximation of the PDEs of flexoelectricity can be satisfied straightforwardly. 
Furthermore, with the use of the TSA technique, the occurrence of weak/grey material, which 
may cause numerical instability in flexoelectricity design, can be avoided. Also due to the explicit 
geometry description in MMV, the optimized result can be imported to the CAD system directly, 
which is significant for nanoscale structure from manufacturing perspective. Several 
representative numerical examples for topology optimization of flexoelectric structures are 
presented to demonstrate the effectiveness and advantages of the proposed approach. 
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In recent years, there has been increasing usage of fiber-reinforced composites in the aerospace and
automobile due to their celebrated mechanical properties. So, huge research efforts are being made to
develop methodologies for concurrent optimization of topology and fiber orientation of the structure. It is
obvious that topology optimized continuous fiber-reinforced structures were impossible to manufacture
other than additive manufacturing technology, often referred to be 3D printing. However, due to various
environmental factors, there exists a gap between prescribed optimized fiber orientation and fiber ori-
entation of manufactured composites. This presentation aims to present a robust topology optimization
methodology of fiber-reinforced materials under fiber fabrication uncertainty. Our methodology is built
upon SIMP type topology optimization, finite element analysis for numerical analysis and Method of
Moving Asymptotes for updating design variables.
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This study proposes a topology optimization method for transient coupled fluid-structure interaction
problems [1]. The transient FSI problem is formulated with the monolithic design approach combining
the design variables and the governing equations. This developed approach allows a possibility to con-
sider the effect of transient fluid-structure interaction on the topologically optimized layouts. Throughout
the work, the analysis domain for fluid and structure is modelled with the unified monolithic approach
at which the structure equation and the Navier-Stokes equation are coupled. With a fixed mesh and the
design variables assigned to each finite element, the governing equations as well as the material prop-
erties are interpolated. This innovative modeling and analysis approaches provide accurate solutions to
the strongly coupled governing equations. The adjoint approach for calculating the sensitivity informa-
tion and a gradient-based optimizer are employed. Several numerical examples are solved to reveal the
importance of the consideration of the transient fluid-structure interaction in structural optimization. In
addition, these examples show that the present approach can control control of a transient FSI phenom-
ena.
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Recent advances in biomedical engineering have promoted the development of innovative 
metal implants that have integrated mechanical and biodegradable properties. Most of the existing 
implant designs were created by using a trial-and-error approach, which depends on the designer’s 
experience. Alternatively, inverse design approaches, such as topology optimization, have evolved 
into an efficient design solution to optimize the structural and material layout within a given design 
domain. Here we introduce a novel multiscale topology optimization scheme to support the design 
of biodegradable metal matrix composite structures (BM-MCS) with tunable time-changeable 
stiffness. The effect of material degradation on the mechanical performance of the structure is 
considered by integrating a degradation simulation algorithm into the structural finite element (FE) 
analysis. The objective function is to minimize the structural compliance at macroscale in a certain 
number of time steps to realize sufficient structural integrity in the initial bone healing stage, and 
the different stiffness degeneration properties can be adjusted by changing the volume ratio of the 
two base constitutive biomaterials. The sensitivity of the above objective function concerning 
design variables was derived with considering the time-dependent degradation of the biomaterial. 
Several numerical design examples were presented and benchmarked with classical designs. 
Finally, several prototypes were fabricated by integrating additive manufacturing with casting 
technology. Collectively, this demonstrates the feasibility and effectiveness of the proposed inverse 
design method for additive manufacturing. 

 
For any question, please contact the corresponding author Heng Zhang. 
E-mail: zhanghengsh@usst.edu.cn 
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Thermoelectric devices have a wide range of application as energy converters due to their simplicity 
and reliability. Typical examples are energy recovery through heat-loss, solar energy, electronics 
cooling or temperature sensors [3].  The physics governing these devices is non-linear [2], making 
computational optimization demanding because of the many linear solves of large linear systems. 
However, during the last decade there have been several attempts to improve the performance of 
thermoelectric devices by changing their shape [1]. Furthermore, thermoelectric devices are 
subjected to thermal and installation related stresses that can reduce their efficiency [4].  
 
The focus of this presentation is on the use of topology optimization and finite element methods to 
improve the performance of non-linear thermoelectrical devices and surrounding structures. By 
including the mechanical response of the device to external loads we can improve the 
thermoelectric device reliability with respect to installation loads and thermal cycling. It is also 
worth noting that these devices have an optimum operational point that will change with their 
geometry. For this reason, the operational point must also be optimized along with the topology of 
the device. 
 
The procedure to follow for the optimization thermoelectric devices with 3D elements will be 
detailed together with different methods to improve computational performance and convergence. 
Finally, the results from the optimization for a single thermoelectric unit is showcased with the 
increased performance for different operational conditions.  
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Conventional methods for fabricating three-dimensional (3D) shell-like plastic objects include 
injection molding and direct 3D printing. However, injection molding requires expensive molds 
and machines, which is not suitable for high-mix, low-volume production. Direct 3D printing, on 
the other hand, is slow and consumes much sacrificial supporting material. In this paper, we develop 
an approach to overcoming those limitations by using multi-material four-dimensional (4D) 
printing. 4D printing integrates 3D printing and active material technologies to realize printed 
components transformed between different configurations upon heating [1-3]. Specifically, we aim 
to fabricate complicated 3D gridshells by transforming simple 2D grids by 4D printing. This is an 
inverse design problem in which one needs to determine the geometry and material configuration 
of a 2D grid given a target 3D gridshell. We print 2D grids consisting of rectangular arranged 
double-layered segments. Each layer is made of shape memory polymer (SMP55) or PLA, resulting 
in four combinations for each segment. The size and material combination of each 2D grid is 
specified to control both global and local curvatures of the deformed gridshell. As exemplars, we 
design three traditional Japanese “Noh masks” as the targets because Noh masks are an ideal model 
system as each mask has unique aesthetic features. Therefore, we conduct FEA for simulating the 
heating process and improving the design efficiency. Although FEA accelerates manual design, we 
build a machine learning model using image segmentation to predict 2D material patterns of 
corresponding 3D geometries. We show that the FEA simulations are consistent with the 
experimental results and successfully demonstrate the feasibility of our approach to producing 
complex 3D curved surfaces. Our method is eco-friendly, economical, and suitable for high-mix, 
low-volume production, and has considerable potential for further applications. 
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Fusion energy systems require highly complex multi-physics models for understanding and 
optimizing performance.  This is especially true for the blanket, the device where heat is extracted 
for power generation as well as tritium created from transmuted lithium, necessary for fuel 
production.  In their most typical form, a fusion blanket requires coupling physical processes 
including radiation transport with isotope transmutation and depletion, thermo-hydraulics, quasi-
static electromagnetics, solid mechanics, and heat transfer.  More radical designs may include 
high-temperature gas flows and/or liquid metal free-surface flows facilitated by surface tension.  
Coupling between different physical processes may occur through the volume (radiation-induced 
heating and damage, Lorentz forces, Joule heating) and through coupling via surfaces (fluid-
structure interaction, conjugate heat transfer). The Fusion Energy Reactor Models Integrator 
(FERMI) code suite is envisioned as a tool to enable these complex analyses, both to de-risk 
designs as well as provide a means towards optimization thereof. A range of solvers will be 
coupled in a single multiphysics simulation environment using the open-source coupling library 
preCICE.  A selection of different electro-thermal-hydraulics and neutronics solvers will be 
coupled together along with the structural mechanics package Diablo for simulation of a blanket 
design. We analyze the performance and suitability of various coupling strategies in the context 
of the analysis of a conceptual blanket design. 
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In this work, we present a topology optimization methodology for automatically designing 
axisymmetric structures with arbitrary boundary conditions, arbitrarily shaped finite element 
meshes and design domains, and variable loads. We use the design problem of a wheelset: a rolling 
structure where wheels are fixed to the ends of an axle. Believed to be the first invention of the 
wheel used for transporting cargo out of early mines in the Carpathian Mountains [1], these 
wheelsets could conceivably have been crafted from wooden logs available near the mine entrances. 
To reduce the amount of work required to push heavy mine cars, the axles would have been made 
as thin as possible to minimize rolling resistance caused by friction at the surface of the axle. We 
replicate this historical design process using our modern and automated topology optimization 
algorithm.  
To achieve an axisymmetric geometry while retaining the ability to apply arbitrary load and support 
boundary conditions, we use a manufacturing constraint in the form of a milling filter [2] that we 
have modified and extended as a 3D turning filter. The filter enforces axisymmetry of the density 
design variables about the symmetry axis, and in our implementation, we discretize rectangular 
shaped design domains using structured grids of finite elements. This produces geometries that can 
be manufactured by cutting a block of material using a turning machine tool such as a lathe. For 
modelling the axisymmetric material properties of a wooden log, we use orthotropic constitutive 
properties in a cylindrical coordinate system of longitudinal, radial, and tangential directions. Each 
element in the mesh is assigned stiffness properties corresponding to the constitutive matrix rotated 
according to the local orientation of the element. The stiffness of intermediate density material is 
then interpolated and penalized using the SIMP (Solid Isotropic Material with Penalization) method 
applied to the orthotropic constitutive matrix, or SOMP (Solid Orthotropic Material with 
Penalization).  
The optimization problem is set up such that a wheelset structure is automatically generated given 
the simple objective of minimizing the radius of the axle and the mass of the structure, subject to a 
structural compliance constraint. The load is applied to the surface of the axle, whose geometry 
changes during the optimization process. This makes the wheelset structure a design-dependent 
loading problem; however, we do not apply any restrictions on the location of the load. Instead, we 
allow the numerical optimization process to find the optimal location along the axle’s surface by 
treating the load coordinates as design variables [3]. We ensure that the load remains applied to the 
solid-void interface by projecting a moveable void space radially outward from the load application 
area. Ultimately, our proposed methodology successfully synthesizes a primitive wheelset 
geometry depicting circular discs connected to the ends of a narrow cylindrical axle. 
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Stability and redundancy requirements can be critical to structures in many applications. In civil and
aerospace contexts, unstable or damage-intolerant designs can render catastrophic consequences. Despite
the clear importance of stability and redundancy, the thin and fully-stressed members typical of stiffness
or strength optimized designs are diametrically opposed to these requirements.

Stability and buckling have endowed considerable attention since the onset of structural optimization.
In truss optimization, local stability has been imposed via stress or displacement constraints on individ-
ual members. However, only a small number of works consider buckling in topology optimization of
continua. In this setting, nearly all works consider a linearized bifurcation-buckling analysis. However,
a geometric feature-mapping topology optimization approach provides direct representation and control
of distinct structural members in a continuum setting. This enables certain local buckling modes to be
intuitively and efficiently stabilized via geometric criteria in a continuum topology optimization.

Redundancy is essential to the safety of structures in the case of damage. If all structural members are
indispensable, then only a small amount of damage can result in complete structural failure. In truss
topology optimization, damage to the structure is modeled by eliminating or eroding a truss element.
However, in continuum topology optimization, it is not straightforward to remove a distinct structural
member. Damage scenarios in a continuum setting are often considered by removing patches of a fixed
size, shape and location, or by degrading the entire structure by offsetting the boundary. A feature-
mapping approach can enable modeling damage to the structure consistently with established fail-safe
design principles by removing distinct geometric members from the design.

In this work, we exploit the underlying geometric design representation of the geometry projection
method to formulate optimization constraints that heuristically increase buckling load factor and pro-
mote structural redundancy. This approach addresses buckling and fail-safety design requirements at
a substantially lower computational cost than a purely physics-based approach. We demonstrate the
efficacy and efficiency of our method via numerical examples.

Case Number: AFRL-2021-4446
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The purpose of this study is to develop an optimal design method for improving both strength and tough-
ness for composite structures that combine brittle and ductile materials. Based on the basic topology
optimization method using SIMP, we propose one idea about the material representation method in a
simple and easy-to-control scheme: interpolation of nonlinear material constitutive law.
The well-known composite structure of reinforced concrete has both high strength and toughness in
the entire structure by supplementing concrete with high compressive strength but is fragile to tensile
strength with reinforcing bars that can be tenaciously deformed. In this way, by combining two types of
materials with different properties, it is possible to realize ideal mechanical behavior as a structure that
is ”brittle-ductile” There is still room for further investigation in the geometric design of such composite
structures, and there seems to be an opportunity to improve performance by optimization simulation.
In the topology optimization method based on SIMP, a few material parameters such as Young’s modu-
lus are interpolated in order to express the mechanical behavior of a phase in which a solid material and
a void or two different materials are mixed. However, when the concept is applied to a complex non-
linear material that switches discontinuously at a threshold with a stress-strain relationship or exhibits
softening behavior, the evaluation function and the optimization problem become non-convex or discon-
tinuous. When such an irrational problem occurs, the design variables vibrate and stay in grayscale,
making it extremely difficult to reach the optimum solution by the optimization algorithm. Therefore,
usually, the instability is mitigated to a level where the calculation can be executed by finely tuning the
interior parameters and filtering settings, but in that case, the calculation result strongly depends on these
settings, and the degree of freedom in design is not a little lost.
In this study, we assume a two-phase material consisting of a unilateral damage material and a von Mises
elastoplastic material, and interpolate the material parameters between these materials. Therefore, we
limit the target of interpolation to material parameters such as Young’s modulus, initial yield stress, and
initial damage strain, and try to formulate as simple as possible. This maximizes the effort and impact
of tuning to mitigate optimization instability and improves the ease of handling the simulation. In this
presentation, we will show some optimization results assuming a steel-concrete composite and discuss
the mechanical rationality, numerical stability, and dependence of the optimal solution on interior pa-
rameters.
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We proposed recently an evolutionary approach to stress-constrained topology optimization using 
Bi-directional Evolutionary Structural Optimization (BESO) method. The discrete nature of the 
BESO avoids naturally the well-known “singularity” problem in density-based methods due to 
the degenerated materials. The p-norm stress aggregation scheme is adopted for the measure of 
global stress level. The compliance objective is augmented with the aggregated stress constraints 
by introducing one or multiple Lagrange multipliers. The Lagrange multipliers are employed to 
yield compromised designs between compliance and stresses. A computationally efficient 
sensitivity number formulation is derived from the adjoint sensitivity of the global stress measure. 
With regard to the highly nonlinear stress behaviour, both sensitivity numbers and topology 
variables are filtered to stabilize the optimization procedure; meanwhile, the filtered sensitivity 
numbers are further stabilized with their historical information. The method has been shown 
efficient, practical and easy-to-implement through a series of benchmark designs including the L-
bracket benchmark. A series of comparison study has been conducted to test the feasibility of the 
method on the L-bracket benchmark design problem. The method has also been applied for the 
design of a typical aircraft engine bracket considering multiple practical load conditions. The 
resulting bracket topology from stress-constrained design is further smoothed and detailed using 
basic CAD (Computer-Aided Design) primitives. Numerical results show that the reconstructed 
bracket design evidently outperforms than the original bracket design in terms of weight, stiffness 
and strength. 
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In the topology optimization of a structure experiencing both thermal and mechanical loads (i.e., 
thermoelastic loads), consideration of the structural nonlinearity is crucial because the optimality 
of the resulting design is highly deteriorated otherwise. However, the choice of the objective 
function of thermoelastic compliances, which is widely used to maximize the stiffness of the 
structure, is limited in the finite strain setting because the thermoelastic load cannot be linearly 
decomposed into the mechanical and thermal ones. For example, the mean compliance function 
that is an inner product of total displacement and the sum of the thermal and mechanical load is not 
available yet the function is one of the most widely used objective function due to its resemblance 
to the strain energy. In this respect, the end compliance and strain energy functions are used as the 
alternative to the mean compliance. However, their respective results, including the optimized 
layouts, have not been discussed. Therefore, this study examines the differences between two 
notable thermoelastic compliances in topology optimization considering structural nonlinearity: 
end compliance and strain energy.  
This talk addresses two main findings in the study. First, we carefully examine the optimized 
layouts that depend on the objective functions and thermoelastic loading conditions. Through the 
examination, we revealed the optimality of the layout through the re-analysis, and at the same time, 
the changes of design capability leveraging the fact that the one can have negative value while the 
other is not. Lastly, the same objective functions are optimized in the structurally linear case and 
compared with the nonlinear ones, again emphasizing the importance of finite strain formulation in 
thermoelastic topology optimization. 
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In metal additive manufacturing (AM) e.g. selective laser melting, thermal deformation is an 
important factor affecting the manufacturing quality, improper control of which will jeopardize 
the size accuracy of the final prototype and even lead to manufacturing failure caused by the 
crash between the printed part and the powder re-coater. This work presents a density based 
topology optimization approach to concurrently design parts and supports for a perfect match 
between mechanical properties and manufacturing qualities. A layer-by-layer AM process 
simulation model based on an inherent strain method is developed to capture the thermal 
deformation during the AM process, which is further developed into a novel thermal deformation 
constraint and incorporated into the topology optimization model. Besides, an overhang constraint 
and a two-field based length scale control formulation are also considered, ensuring the overall 
manufacturability. With the proposed approach, lightweight structures with optimized mechanical 
properties and controlled thermal deformation can be obtained. Numerical examples are given to 
demonstrate the applicability of the proposed approach. 
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Nowadays, topology optimization and additive manufacturing are widely used to design and 
fabricate heat dissipation structures [1], and many innovative designs are proposed due to their 
superb capabilities, e.g., free-form design, printing custom shapes, and rapid fabrication. For heat 
dissipation problems, lattice and porous structures with a high surface area frequently appear as 
the optimal layout. To design this kind of structure, multi-scale topology optimization which 
includes characteristics of heat dissipation of lattice and porous structures is required to be 
adopted.  However, only a few studies have investigated topology optimization by not only taking 
into account the multi-scale heat behaviour but also transient heat analysis.  
 
In the present study, a concurrent two-scale topology optimization framework for transient heat 
analysis is proposed. The homogenization method which is capable of considering the size effect 
of microscopic heat transfer is adopted [2] to deal with the multi-scale analysis of lattice and 
porous structures.  Heat compliance is chosen to be an objective function, and then analytical 
sensitivity formulations are derived for each scale by using the adjoint variable method. Selected 
numerical examples are used to demonstrate the robust performance of the proposed framework. 
The analysis shows that the framework captures not only the transient heat but also the size effect 
of the microstructure in a transient heat analysis. 
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Multi-objective topology optimization has been receiving more and more attention in structural 
design recently. It attempts to maximize several performance objectives by redistributing the 
material in a design space for a given set of boundary conditions and constraints, yielding many 
Pareto-optimal solutions. However, the high number of solutions makes it difficult to identify 
preferred designs. Therefore, an automated way of summarizing solutions is needed for selecting 
interesting designs according to certain criteria, such as crashworthiness, deformation, and stress 
state. One approach for summarization is to cluster similar designs and obtain design 
representatives based on a suitable metric [1]. For example, with Euclidean distance of the objective 
vectors as the metric, design groups with similar performance can be identified and only the 
representative designs from different clusters may be analyzed. However, previous research has not 
dealt with deformation-related time-series data and structures with different topology. Since the 
non-linear dynamic behavior of designs is important in various fields such as vehicular 
crashworthiness, clustering methods based on the time-dependent behavior of structures is 
proposed here using metrics of time-series, such as DTW (Dynamic Time Warping) [2], for the 
comparison of displacement data of selected points on the structure. This is combined with 
clustering techniques such as k-Medoids [3] and OPTICS (Ordering Points To Identify the 
Clustering Structure) [4], and we investigate the use of unsupervised learning methods to identify 
and group similar designs using the time series of nodal displacement data. In the first part, we 
create artificial time-series datasets using mass-spring systems and a beam structure to validate the 
proposed methods. Each dataset has clusters of data with distinct behavior such as different periods 
or modes. Then, we find that the combination of DTW and OPTICS can identify the clusters of 
similar behavior accurately. In the second part, we apply these methods to a more realistic, 
engineering dataset which contains the crash behavior of topologically-optimized designs. We 
identify similar structures and obtain representative designs from each cluster, demonstrating the 
capability of our method for analyzing dynamic behavior, which supports the designers in selecting 
representative structures based on deformation data at the early stages of design process. 
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In recent years, the use of multi-material has been paid attention in the field of structural design to reduce
weight and increase stiffness and strength. In order to make the most of the advantages of this multi-
material technology, design techniques that effectively utilize materials with different properties in the
right places are required. Therefore, a series of studies on the multi-material topology optimization has
been actively pursued.

However, studies on multi-material topology optimization have been limited to extending single-material
models, such as the SIMP method and level-set method, to multiphase materials. On the other hand, few
studies take into account the strength of each material. Furthermore, the interfacial strengths of different
materials are rarely considered, which often causes damage in structure.

One of the reasons for this is the difficulty in representing the bonding behavior. In density-based meth-
ods, such as the SIMP method, it is difficult to explicitly reproduce the interface and its bonding effect
although it is easy to handle. On the contrary, the level-set method could represent the interface explic-
itly, the optimization results may be highly dependent on the initial configuration of the interface. In a
recent paper, a level set method that takes into account the strength of the material interface was proposed
by Liu et al[1].

In this study, we will develop a topology optimization method considering strength of each solid material
and the interface simultaneously. We extend the graded interface proposed by Clausen et al[2] and Chu
et al[3] to represent the interfacial strength. By comparing the optimal layout obtained by the proposed
method with the ones obtained by the conventional mean compliance minimization problem, it is shown
that the proposed method is more suitable for the actual design.
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This research develops length scale control schemes for Bi-directional Evolutionary Structural 
Optimization (BESO) method, enabling an enhanced and flexible control of the method on 
structural member sizes. Specifically, the maximum length scale control is achieved by constraining 
local material volumes below a threshold value, which is determined upon the allowed maximum 
length. The massive per-element volume constraints are aggregated by the p-norm global measure. 
The aggregated volume constraint is augmented to the conventional compliance design objective 
through a Lagrange multiplier. On the other hand, the minimum length scale control is achieved by 
a post-processing modification of local feature according to the skeleton detected from a 
preliminarily optimized topology. The sensitivity numbers of the local structural features that 
violate the minimum length scale constraint are compensated during the post-processing 
modification. The effective and efficient of the proposed schemes in controlling both the maximum 
and minimum structural length scales are demonstrated by 2D and 3D benchmark design. 
Meanwhile, the proposed method accounting for length scale control can efficiently generate 
porous lattice structures, making it a powerful means for the infill architecture design. And it is 
successfully applied to the infill architecture design of shell-infill structures.  Both numerical and 
experimental results show that the achieved shell-infill MBB beams outperform than the reference 
design with uniform lattice infill of the same weight in terms of stiffness and fracture resistance. 
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In Wire and Arc Additive Manufacturing (WAAM), a metal wire is melted and deposited simultaneously along
a predefined deposition path using a robotic arm. WAAM is used to manufacture large-scale structures such as
ship propellers and airplane components. Mechanical behaviour of a WAAM part depends, among others, on
microstructure development during the manufacturing process. Evolution of microstructure is dictated by the
thermal history experienced by the part. For high strength low alloy steels, time spent by a material point between
a critical temperature range 800◦C−500◦C (t8/5) affects the local microstructure development and, consequently,
yield strength [1, 2]. As the thermal history of a material point during WAAM is influenced by the part geometry,
this offers an opportunity to tailor mechanical properties through design.

In this study, we present a new method to control t8/5 of critical structural regions through topology optimization.
Firstly, the thermal history experienced by critical structural regions is evaluated through a simplified process
modelling. In the process model, to simulate material deposition in WAAM, finite element activation approach is
used. The finite elements are activated in layer-by-layer manner. For a particular layer, elements associated to it
and previous layers are activated. A heat flux is subjected to the top surface of the finite elements associated to the
latest activated layer for a particular period of time to simulate the heat input in WAAM. Secondly, it is essential to
evaluate design sensitivities of t8/5 for topology optimization, therefore, a continuous and differentiable approach
is proposed to evaluate t8/5 of critical structural regions. Thereafter, a study will be shown in which the effect of
design changes on t8/5 is investigated. The results show that overhanging features orthogonal to the deposition
directions of layers have high t8/5. High t8/5 can lead to low yield strength due to development of microstructure
with high volume fractions of solid phases with low hardness [1]. Thus, in this work we present a novel integrated
approach to generate optimized structural design considering the stress generated in the critical regions and yield
strength which is result of the microstructure development during the manufacturing process.
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Topology optimization has previously been used to tailor microstructural motifs towards the realization of
specific desired bulk material properties. However, optimizing a nonlinear microstructure geometry has
received limited attention. Most efforts toward matching a nonlinear constitutive law have either focused
on one-dimensional bar and beam problems [1], or, within continuum designs, on the simpler problem
of minimizing or maximizing mechanical response at single loading conditions of interest, rather than
matching responses of a single designed structure throughout a range of loading conditions.

We explore microstructure optimization to induce softening and stiffening in nonlinear stress-strain be-
havior in a two-dimensional (2D) continuum setting. We employ a geometrically nonlinear, finite strain,
displacement control level set topology optimization scheme. The use of the level set method allows us
to avoid the intermediate density elements typically encountered in density-based optimization. Within
the context of a 2D continuum, we demonstrate nonlinear constitutive law matching across a range of
displacements, within the vicinity of a local optimum. We further explore the use of various guiding
metrics, including strain energy measures and polynomial fitting, in order to expand the capabilities of
this method to target desired stress-strain curves across a broader range of the highly nonlinear design
space, so that a wide range of desired constitutive laws can be achieved.

The ongoing maturation of this method aims to physically realize systems that have previously only been
theorized and simulated, which require the expression of specific nonlinear stress-strain curves not easily
found in existing materials or designs [2]. The ability to optimize for any desired general constitutive
law shape will enable exciting research opportunities in metamaterials, nonlinear dynamics, waves, and
impact absorption applications.
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Topology optimization is the most flexible method in structural design, and its practicality 
is increasing because the development of additive manufacturing (AM) has facilitated the 
creation of products with complex shapes. In addition, AM has recently enabled the 
fabrication of products using multiple materials. Therefore, an optimization technique that 
includes the degree of freedom of both shapes and materials should be established. 
 
The solid isotropic material with penalization method, which is widely used for the 
topology optimization of a single material, is difficult to be feasibly extended to multiple 
materials. The phase-field method is a stable interface tracking method, which has been 
applied for topology optimization of multiple materials [1, 2]; however, a definitive method 
has not yet been developed. In this study, we apply the multi-phase-field model—which 
has been used for multiphase and polycrystalline problems in materials science—for the 
topology optimization of multiple materials. 
 

REFERENCES 

[1] Tavakoli, R. Multimaterial topology optimization by the volume constrained Allen-Cahn 
system and the regularized projected steepest descent method. Comput. Meth. Appl. Mech. 
Eng. (2014) 276: 534-565. 

[2] Wallin, M., Ivarsson, N. and Ristinmaa, M. Large strain phase-field-based multi-material 
topology optimization. Int. J. Numer. Methods Eng. (2015) 104: 887-904. 

1833



On Geometrically Nonlinear Stability Constraints in Topology OptimizationPeter Dunning

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

On geometrically Nonlinear Stability Constraints in Topology 
Optimization 

 
Peter D. Dunning1* 

1 University of Aberdeen, School of Engineering, King’s College, Aberdeen, AB24 3UE, UK, 
peter.dunning@abdn.ac.uk  

 
Key Words: Topology optimization, nonlinear geometry, stability constraints. 
 
 
Stability constraints play an important role in structural optimization problems to ensure that 
optimized designs can safely support the intended loads without undergoing large displacements, 
or even collapse, due to instabilities such as buckling. Topology optimization problems that 
minimize linear compliance (maximize linear stiffness) often result in structures with thin 
members under compression that are susceptible to failure by buckling instability. This is a well-
known issue and has led to research on including stability constraints in topology optimization 
problems. This is usually achieved by estimating the critical load factor by a linear buckling 
analysis [1,2]. However, buckling is inherently a geometrically nonlinear problem and the linear 
approximation may over or underestimate the true load capacity of the structure. 
 
Therefore, a geometrically nonlinear analysis can be used to compute the critical load factor more 
accurately [3]. However, this approach has received less attention, possibly because of the high 
computational cost of the nonlinear analysis. Another issue is that accurately identifying the limit 
point for the critical load level is difficult because the tangent stiffness matrix becomes singular at 
a limit point. Thus, in practice, we can only obtain a solution near a limit point [3]. This leads to 
inaccuracies in the computed gradients, which can cause convergence issues when using gradient-
based optimizers, especially if the geometrically nonlinear stability constraint is difficult to satisfy 
(i.e. the optimal design with a stability constraint is significantly different to one without). 
 
Two strategies are proposed to overcome this issue, which are tested using benchmark problems. 
The first strategy is simply to “go slow” by using small updates of the design variables each 
iteration, which reduces the influence of inaccurate gradients on convergence. This strategy leads 
to more stable convergence, but extra computational cost, as more design iterations are required. 
However, computational cost may be reduced by reusing information from the previous iteration 
to speed up convergence of the geometrically nonlinear analysis. The second strategy is to 
achieve the desired stability constraint using an implicit formulation based on nonlinear stiffness 
measures. This strategy reduces computational cost and avoids issues of inaccurate gradients, as 
the limit point is not explicitly computed. However, because stability is only implicitly enforced, 
this strategy may result in an overdesigned structure. 
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In the last few decades, additive manufacturing technology has been actively developed and various
materials such as metal, resin, ceramic, cement and eventually continuous fiber reinforced polymer (FRP)
can be printed by 3D-printer. The emergence of 3D-printing technology for continuous FRP is expected
to open up a new era of manufacturing in various engineering fields. The most important feature of this
new technology is the ability to freely change the arrangement and orientation of continuous fibers in the
laminate plane, which have superior strength and stiffness to short fibers. However, the design method
of continuous reinforced fiber orientation of FRP which is premised to be produced by 3D-printer, has
yet to be deeply investigated. Under this circumstance, this study aims to establish an optimal design
method for 3DP-FRP.

A conventional design method for 3DP-FRP is a density-based approach based on the SIMP [1] in con-
sideration with anisotropy. In this method, each discretized element based on the finite element method
has two design variables, material density (fiber arrangement) and angle (fiber orientation), and then
the objective function is minimized/maximized by updating these variables [2]. Since the fibers are
discretized, the continuity of fibers, which is the main feature of 3DP-FRP, cannot be expressed in this
framework. As a result, it is necessary to introduce a filter to ensure the continuity of the fibers, or a post-
process procedure to joint them together: this kind of post process may lose the mechanical reliability to
the optimal layout.

To avoid such a problem, we propose a method in which the design variables are defined at the nodes of
finite elements. The isosurfaces created by these values are regarded as fiber paths, and the arrangement
and orientation of the continuous fibers are optimized by varying the nodal values instead of the density
and angle.
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In dynamic structural systems, the capability to restore or dissipate energy is one of the priorities 
when concerning the optimal dynamic performance design [1]. To achieve this purpose, 
viscoelastic material such as rubber-like material is often applied. However, the concern of how to 
represent the characteristics of real dynamic response has yet to be clarified [2], [3]. To fulfil this 
design, development of multi-material topology optimization considering dynamic loading with a 
realistic viscoelastic material model is required. 
In the present study, we addresses a design scheme for maximization of storage and/or loss energy 
under dynamic loading assuming viscoelastic bi-material. The generalized Maxwell model, which 
shows good consistency with viscoelastic performance, is used with the SIMP-like interpolation 
scheme. For the sensitivity analysis, an analytical adjoint variables method is used.  
Finally, the proposed method is verified by a series of numerical examples. 
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Granular material is an aggregate formed by numerous discrete solid particles through particle-
to-particle interactions. It is ubiquitous in nature, daily life and engineering applications. Due to 
the tension-compression asymmetry of granular materials under external loadings, this fields 
becomes a hot field in bionics techniques and simulating the mechanic behaviours of bio-structure. 
This paper uses the method of micro mechanics, which bridges the micro-scale structure and the 
macro-scale mechanical phenomena. The macroscopic constitutive equation of granular material is 
established by the stiffness coefficient between particles. Topological optimization of structures 
composed of granular materials can create unique structures. When the external exciting frequency 
is approximating to some order of eigenfrequency in structure, the system will resonate. To avoid 
resonance of structure resulted from external exciting source, this work proposed the mathematical 
formulation to adjust eigenfrequency band between two consecutive eigenfrequencies of the 
granular material structure. The mathematical formulation of topology optimization can be stated 
as follows, in which difference of successive two frequencies for the structure was taken as 
objective and constitutive equation of cementitious was applied. 

Benchmark problems are optimized to verify the correctness and effectiveness of the proposed 
mathematical formulation. The effect of granular material structure on the structural topology was 
investigated. Resultant topologies show that the dynamic topology optimized design obtained from 
the newly proposed material model is different from the traditional material design due to the 
tension-compression asymmetry at the microscopic scale. Additionally, the damage to the structure 
caused by resonance is effectively avoided through topology optimization. 
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The application of topology optimization to the design of heat exchangers has not been explored 
in detail. Therefore, we present a method for designing heat exchangers with geometric 
projection and density-based topology optimization. The goal of the optimization process is to 
minimize the maximum von Mises stress caused by thermal expansion within the heat 
exchanger, subject to a constraint on thermal efficiency. The locations and sizes of the air 
channels are the design variables used to parameterize the Heat Exchanger geometry, and those 
air channels are projected onto the design domain via geometric projection [1]. Iga’s method 
for formulating design-dependent heat convection loads [2] is modified to model heat transfer 
along the projected air channel boundaries. A smooth Hat function is used to identify the 
elements along the material interface which forms the boundaries of the air channels through 
which heat convection occurs. A coupled thermoelastic model is developed using finite element 
analysis, and the design sensitivities are derived and evaluated using an adjoint analytical 
method. The interpolation of both the thermal and elastic material properties is based on the 
standard Solid Isotropic Material with Penalization (SIMP) method. Results are presented for a 
varying range of temperature difference between the inner and outer fluid streams. Results show 
that the maximum local stress within the optimized heat exchanger can be decreased 
significantly to avoid exceeding the yield strength of the material. Future work will include 
extending this framework to three dimensions where the number of plate layers and faces can 
also be modified during the optimization process. In addition, the optimization process will be 
developed further to maximize the transfer of heat from the hot fluid within the air channels to 
the surrounding cooler fluid.   

REFERENCES  

[1] Kazemi, H., Vaziri, A., and Norato, J. A., 2018. “Topology Optimization of Structures 
Made of Discrete Geometric Components With Different Materials”. Journal of 
Mechanical Design, 140(11), 09. 111401.  

[2] Iga A, Nishiwaki S, Izui K, Yoshimura M. Topology optimization for thermal conductors 
considering design-dependent effects, including heat conduction and convection. 
International Journal of Heat and Mass Transfer, 2009, 52:2721-2732  

1838



Topology Optimization for Unsteady State Thermal-Fluid ProblemsKeisuke Takaara, Hiroya Hoshiba, Shinsuke Takase, Koji Nishiguchi and Junji Kato

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Topology Optimization for Unsteady State Thermal-Fluid Problems

Keisuke Takaara1∗, Hiroya Hoshiba1, Shinsuke Takase2,
Koji Nishiguchi1 and Junji Kato1

1Nagoya University
Furo-cho, Chikusa-ku, Nagoya, Aichi 464-8603, JAPAN

takaara.keisuke@f.mbox.nagoya-u.ac.jp
2Hachinohe Institute of Technology

88-1 Obiraki Myo Hachinohe, Aomori 031-8501, JAPAN

Key Words: Topology optimization, thermal design, Multi-physics

Topology optimization is attracting attention as a powerful design tool that can determine the optimum
structural layout and material arrangement, and has been introduced in various engineering fields. In
addition, topology optimization technology will be required more and more in the future because it has
a high affinity with a next-generation manufacturing, namely additive manufacturing.

Thermal design, which is particularly important for electronic devices, is one of the representative en-
gineering problems in which many beneficial results have reported with topology optimization [1], [2].
However, only a few studies have taken unsteady state thermal-fluid problem into consideration. In ac-
tual design problems, there are lots of cases in which temporal changes in temperature distribution are
important rather than steady state.

In this study, the framework of a density-based topology optimization method for unsteady thermal-
fluid problem is proposed. The governing equations are unsteady-state imcompressible Naiver-Stokes
equation and thermal convection-diffusion equation, discretized with stabilized finite element method.
The design sensitivity is computed accurately based on the adjoint variable method. The numerical
analysis shows that the proposed framework captures the transient effect correctly and the results of
optimization are physically reliable.
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Natural convection is a thermal-fluid phenomenon driven by buoyancy force and widely investigated
from numerical and experimental aspects. Among the previous works, mathematical optimization con-
cerning natural convection is recognized as an important research topic for designing high-performance
cooling systems such as heat sinks, energy storage devices, etc.

Topology optimization for natural convection is a relatively new and undeveloped research topic since
Alexandersen et al. [1] have pioneered it in 2014. One of the difficulties of natural convection is treating
the two-way coupling; fluid and temperature fields interfere. Hence, numerical simulation of natural
convection is typically more challenging and needs higher computational cost under the same degree of
freedom as forced convection. Consequently, research on topology optimization for natural convection
is still limited; especially, large-scale unsteady natural convection is an open research problem.

To tackle unsteady natural convection problems, we propose a topology optimization method based on
the previous work [2], in which the lattice Boltzmann method (LBM) is employed for solving forward
and adjoint problems based on the so-called adjoint LBM. The LBM is suitable for solving fluid flows
with parallel computing; additionally, many researchers have demonstrated the LBM can be applied
for large-scale natural convection. So far, since any LBM-based topology optimization has not been
proposed, even the steady-state, we first validate the proposed method via topology optimization for a
steady natural convection problem as with the previous work [1]. We then demonstrate the efficacy of
the proposed method through numerical examples of 2D and 3D unsteady natural convection problems.
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Manufacturing cost is seldom considered in the topology optimization of structures, which is often based
solely on structural criteria and weight. Consequently, the optimal design may exhibit superior mechani-
cal performance but be costly to manufacture. While the amount of material in a structure may contribute
significantly to its cost, there are also other costs associated with the fabrication process. In the case of
the welded frames considered in this work, for example, the manufacturing cost is influenced by the cost
of cutting, welding and painting frame members.

Ground structure methods have been used to minimize the manufacturing cost of truss structures. In
these methods, which use 1D-elements to represent the structure and for analysis, it is easy to compute
costs associated with, for example, the length of the truss elements and the number of struts. However,
other cost components, such as the cost of welding, cannot be readily computed because they require a
calculation of the welding length, which is difficult to compute from the 1D-representation. Moreover,
the structure must be a topological subset of the initial design (the ground structure), thus they cannot
model arbitrary topologies. Some density-based topology optimization techniques for continua consider
the manufacturing cost of additive manufactured components. For these manufacturing processes, it is
possible to express the manufacturing cost in terms of quantities that can be computed from the field
representation, such as surface area and the volume of the support material.

We propose a method for the topology optimization of welded frame structures with regards to manu-
facturing cost. The frame is modeled as the union of 3D-primitives. The analysis is performed on a
fixed finite element mesh as in density-based methods. To represent the frame using primitives but still
perform the analysis on a fixed mesh as in density-based methods, we employ the geometry projection
method. In this technique, the geometric parameters of the primitives are mapped onto a density field that
is subsequently used to interpolate material properties, just as in density-based methods. The proposed
approach has several advantages. Each term of the manufacturing cost function of 3D-primitives can be
computed directly in terms of the geometric parameters of the primitive or through the projected density.
The geometry projection mapping is differentiable, hence we can use efficient gradient-based methods
for the optimization. Re-meshing is circumvented. We present examples of 3D-truss and plate frame
designs with minimized manufacturing cost subject to a maximum displacement constraint.

We gratefully acknowledge support from the United States National Science Foundation, award CMMI-
1751211, for support to conduct this work.
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Finite strain 
 
Multi-material design is known as one of effective ways to achieve a lightweight and high 
strength structure. Recently, computer-oriented design approaches have been applied to multi-
material structure design [1, 2]. In a multi-material structure, the stress and strain are localized 
along the interface between different materials. However, the interface is generally assumed as 
perfect bonded in these design approaches.  
 
In this study, a computational design method of duplex structure considering interface strength 
was proposed based on topology optimization method using level-set function [3]. A simple 
interface debonding model based on maximum principal stress was integrated into an implicit 
nonlinear finite element method at finite strain. Here, the interface was described as finite volume 
region centred on the boundaries between the two materials using a distance function. In topology 
optimization, a standard topological derivative based on adjoint variable method was employed 
for the update of the structure in consideration of the debonding state at previous iteration. 
Numerical demonstrations were performed to present the applicability. 
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The present study addresses topology optimization of finite strain dynamic structural problem with a
volume constraint. The difficulty in topology optimization considering both dynamic structural behavior
and finite deformation may be how to define/formulate the physically understandable and appropriate
objective function and how to deal with severe mesh distortion of low density elements. Furthermore,
convergence to the optimal solution deteriorates, remaining the grayscale in the final layout.

In this study, we assume a problem setting that the structure is subjected to a temporal dynamic load
and then put the structure in a state of free vibration after the load released. To stabilize the structural
analysis, the interpolation scheme for fictitious domain techniques by Wang et al. [1] is applied.

Firstly, the time integral of the squared nodal displacement at the target point is chosen as the objective
function. Secondary, mean compliance is chosen as the objective function and the optimization results
are compared with those of the first objective function. Finally, the characteristic problems in topology
optimization of finite strain dynamic structural problem are discussed through a series of numerical
examples.
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Output power and operational bandwidth are the two most important metrics for piezoelectric 
energy harvesters (PEHs) in practice. Upon literature, previous researches on topology 
optimization for PEHs are mainly limited to energy conversion efficiency enhancement, while 
much less attention has been given to the output power. This work proposes to enhance the output 
power by simultaneously optimizing the topological distribution of piezoelectric materials and 
their polarization directions. A finite element model subject to harmonic loads is particularly 
established, which is capable of accounting for both PEH design and external electrical resistance. 
To facilitate the use of gradient-based mathematical programming algorithms, the adjoint method 
is adopted for sensitivity analysis. Numerical examples show that the proposed method can 
effectively enhance the output power by simultaneous designing the piezoelectric materials and 
polarization directions. The effectiveness of the design results has also been further calibrated by 
their CAD (computer-aided design) reconstructed designs with smooth and clear boundaries. 
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Topology optimization (TO) is a widely used computational design method for achieving an 
optimal structure for a given design statement. The problem includes an objective that needs to be 
minimized, such as weight or cost, considering a few constraints, such as allowable stress and 
deformation. The method updates the design iteratively using the design sensitivities of the 
objective and constraints. For some optimization problems, the optimized structure may include 
thin members that might not be manufacturable. The most common tool for constraining the length 
scale of structural features is by using a filter, much like in image processing, which enforces a 
minimum length scale on the structure. In density based TO, the filter essentially averages material 
densities in the vicinity of each design point and its size is considered an input parameter. 
 
The main purpose of the proposed research is to extend the basic formulation of TO such that the 
minimum length scale is a design variable, alongside the pointwise density. This extension can 
provide many advantages compared to traditional formulations, for example: avoiding stress 
concentrations by local increase in length scale; and reducing manufacturing costs by forming a 
structure with constant length scale, that can be milled with a minimal number of tools. 
 
Controlling the length scale of the optimized structure will be achieved by applying a PDE filter. 
This filter utilizes the FEM solution of a Helmholtz-type PDE to generate the filtered densities from 
the underlying mathematical densities that are the design variables in density based TO. The PDE 
filter approach is computationally more economical than the more common discrete filter. At first, 
the length scale parameter of the PDE filter is introduced as a single design variable, allowing the 
optimizer to find the best minimum length scale that is constant in space.  Later, we treat the 
minimum length scale as a continuous field that is represented by distributing design variables 
throughout the design space. This enables us to tackle several problems that consist of opposing 
functionals, such as: maximum stiffness versus minimal stress concentrations; and maximum 
stiffness versus minimum size variability.     
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Because of their superior mechanical properties, variable stiffness composite laminates with 
spatially varied orientation angles have gained widespread attentions from academic and 
engineering communities. To accurately model the spatial variation characteristic, a finite element 
model with refined meshes is required, resulting in high computation consumptions and making 
the design optimization quite changeling. Thus, optimization techniques based on surrogate 
models have been developed to relieve the high computation burden; however, as they rely on 
high-fidelity models with refined meshes, high computational resources are still involved and the 
information in low-fidelity models with coarse meshes are neglected. For this reason, studies with 
multi-fidelity surrogate models have been conducted to further reduce the computational costs, 
but neglecting fiber steering constraints and making the result not manufacturable. The present 
work is dedicated to presenting an efficient methodology based on adaptive multi-fidelity 
surrogate models for variable stiffness composite optimization with manufacturing constraints.  
 
In this study, datasets consisting of many cheap low-fidelity analysis models and a few expensive 
high-fidelity models are sequentially sampled in the feasible design space with the use of a 
distance-based criterion. Multi-fidelity surrogate models are subsequently constructed assisted by 
Gaussian process regression; the optimization problem is solved employing the genetic algorithm, 
where the initial population is randomly produced in the feasible region and the fitness function is 
built with a penalized term of fiber steering constraints. The solution from the genetic algorithm 
is selected based on the distance infill criterion to adaptively update the multi-fidelity surrogate 
model. The above processes are sequentially executed until the convergence criteria are satisfied. 
When establishing the multi-fidelity surrogate model, three types of surrogate models are newly 
proposed, i.e. an exponential correction function, a hierarchical Gaussian process regression with 
shared datasets, and a hierarchical Gaussian process regression with non-shared datasets, and 
compared with two classical types of surrogate model, i.e. an additive correction function and a 
multiplicative correction function. The proposed optimization strategy is applied in cases studies 
of a composite plate and a composite cylinder, and optimization results demonstrate that the 
developed framework calls for significantly less computational consumption. Accordingly, a 
novel framework for variable stiffness composite optimization with fiber steering constraints 
based on an adaptive multi-fidelity surrogate model is proposed and its efficacy is demonstrated. 

REFERENCES 
[1] Guo, Q., Hang, J., Wang, S., Hui, W. and Xie, Z. Design optimization of variable stiffness 
composites by using multi-fidelity surrogate models. Struct. Multidiscip. Optim. (2021) 63(1): 
439-461. 

[2] Pan, Z., Zhang, L-W and Liew, K.M. Adaptive surrogate-based harmony search algorithm 
for design optimization of variable stiffness composite materials. Comput. Meth. Appl. Mech. Eng. 
(2021) 379: 113754. 

1846



Considering Failure in a Concurrent Topology and Composite Laminate Optimization by 
means of a Gradient-based Algorithm
Lander Vertonghen, François-Xavier Irisarri, Boris Desmorat and Dimitri Bettebghor

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Considering Failure in a Concurrent Topology and Composite Laminate
Optimization by means of a Gradient-based Algorithm

Lander Vertonghen1∗, François-Xavier Irisarri1, Boris Desmorat2, Dimitri Bettebghor1
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The aim of topology optimization is to define an optimal material distribution for a prescribed load
case. Nonetheless, this material distribution is influenced by the considered material properties. It was
demonstrated that for compliance minimisation, the simultaneous optimization of material distribution
and material orthotropy results in improved yet less bulky solutions [2]. However, the optimization al-
gorithm used by Ranaivomiarana et al. [2] is limited to only compliance minimization. Furthermore,
strength considerations should be included for a more relevant industrial application, and require the use
of a gradient-based algorithm, such as done in [1]. Therefore, whilst taking advantage of the simulta-
neous anisotropy optimization with the inclusion of strength constraints, a novel topology optimization
approach is first proposed. This entails a gradient based topology optimization, with the concurrent con-
sideration of anisotropy and compared to the results of Ranaivomiarana et al. [2] for validation. The
suggested method is constructed on the adequate combination of approximation in the Methods of Mov-
ing Asymptotes algorithm class [3] based on the nature of the variable. The polar formalism is used to
characterize the anisotropy, which is limited to the space of composite laminates by means of the geo-
metric bounds [4]. With similar results for compliance minimization, strength considerations are being
included in the optimization structure. Failure will be considered by means of an anisotropic failure enve-
lope, and aggregated into a single value in order to improve computational cost. This method was shown
to be effective by Mirzendehdel et al. [1]. This framework will also be used for the further incorporation
of buckling constraints. This research project is funded by STELIA Aerospace.
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Topology optimization is one of the most flexible design methods among structural optimization 
methods, and it is capable of drastic improvement without depending on the initial structure, so it 
is expected to be very useful in engineering applications. On the other hand, in order to satisfy the 
required functions and cost constraints of a mechanical system, it is necessary to select materials 
with appropriate properties according to the application and to arrange them appropriately. 
Therefore, research on multi-material topology optimization methods that extend the framework 
of topology optimization has been actively conducted. 
 
In this study, we propose a new multi-material representation method, the extended level set 
method. In this method, the level set method in two materials, is generally extended. Proposing 
method uses the same number of level set functions, as the number of possible phase changes in 
multi-material topology optimization, i.e., the number of combinations to choose two materials 
from among those used. The existing methods use only a smaller number of level set functions, 
which leads to complicated design sensitivity and high initial structure dependence. 
 
First, we explain the formulation of the proposed method. Then construct a multi-material 
topology optimization method based on the new material representation method. After that, the 
numerical implementation method is described. Finally, numerical examples of the method 
applied to elastic and thermal problems are given to demonstrate the usefulness of the method. In 
the numerical examples, reasonable results were obtained not only for the usual stiffness 
maximization but also for the compliant mechanism design problem. It was also applied to the 
problem of maximizing thermal diffusion in a system with internal heat generation, which has 
few examples in multiple materials, and reasonable results were obtained. In addition, it was 
shown that the geometric complexity can be controlled for each combination of two materials. 
 
We believe that this method will become one of the key concepts in multi-material topology 
optimization. Based on this method, the multi-material topology optimization method will be 
applied to a variety of mechanical problems. In addition, this method may also be applied not 
only to topology optimization, but also to various other fields of numerical computation that deal 
with multiple spatial domains. 
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We present a novel application of integrated digital image correlation to the identification of spatially
variable elastic fields, applied to Discontinuous Long-Fiber (DLF) composites.

DLF composites such as carbon fiber sheet-molding compounds (CF-SMC) show good potential as a sub-
stitute to metal parts in the automotive industry due to their high specific stiffness and low-cost manufac-
tiring process. However, the use of long fiber bundles leads to a microstructure with no scale separation,
resulting in variable mechanical properties at the scale of a part. Common approaches to characterize
DLF compostes rely on micromechanics simulations based on synthetic microstructures, generated from
various chips packing algorithms that, in some cases, model the fibers flow and reorientation during the
molding process [1]. These methods, although useful for estimating the macroscopic properties of DLF
parts, show no application for identification of mechanical properties of specific parts.

Digital Image Correlation (DIC) is a common technique to measure the strain field of a material sample
under loading. Digital twinning tensile tests have lead to the so called Integrated DIC (I-DIC) method,
and was successfuly employed to identify parameters of non-linear constitutive laws, by minimizing the
simulation to experiment gap [2]. In this work, we extend the I-DIC method to the identification of
spatially varying elastic fields. Our main contribution is the identification of fields in a high dimensional
space. As opposed to common application, approximating the parameter of interest sensitivity fields
with finite differences is intractable, and we resort to an adjoint-based inverse problem formulation with
proper regularization. Our method also recovers the experiment uncertainty parameters, such as non-
uniform boundary conditions and rigid body motions. The identified elastic field of interest allows further
mechanical simulation to identify local weak spots under a given loading. To the knowledge of the
authors, this is the first time that non-constant elastic fields are recovered from real data.
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Micro-architected cellular structures are defined as large macroscale structures composed of unit cells. 
One variety of such structures are truss lattices, which are comprised of, e.g., octet truss unit cells. The 
fabrication of micro-architected cellular structures at fine scales over large volumes has been enabled 
by recent advances in additive manufacturing. Consequently, the need for accurate and efficient analysis 
and design optimization of these structures has increased considerably. Homogenization methods, which 
replace a detailed model of a unit cell with bulk properties at the macroscale, are quite popular for the 
simulation of cellular structures [1]. However, in practice, these approximations are often employed 
beyond their range of validity. On the other hand, it is costly to simulate large cellular structures using 
a fully resolved finite element analysis; particularly in an iterative design optimization context that 
requires many such simulations. 

To balance accuracy and cost, we utilize a Reduced Order Model (ROM) that models the deformation 
of a complex unit cell structure as a type of super element [2]. Specifically, a fine-scale conformal FEM 
mesh of the unit cell is mapped to a single, high-order element, and the stiffness matrix of this element 
is computed using ideas akin to influence coefficients. The influence coefficient displacement fields 
serve as the element interpolation functions, rather than the usual shape functions. This technique also 
guarantees displacement continuity throughout the macroscopic structure, even when neighboring unit 
cells have dissimilar structures. Furthermore, increasing the order of the super element will yield greater 
accuracy.  To demonstrate the performance of the proposed ROM method, we compare it against fully 
resolved FEM simulations of large cellular structures. Our numerical experiments show that the ROM 
solution converges to the fine-scale solution as the ROM order is increased. 

Finally, we explore the suitability of this method for parameter-based shape optimization. In our 
approach, the internal characteristics of the unit cells, e.g., the thickness of the rods in truss lattices, 
serve as design variables. We interpolate the ROM stiffness matrix at any point in the design space using 
geometric mappings and machine learning. A small set of matrices for different unit cells are computed 
a priori to feed into our ML interpolation algorithms. In the optimization, we minimize the macroscopic 
structure’s compliance subject to a constraint on its mass. We compare our results against traditional 
density-based methods with homogenization. 
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In the last decades, composite materials have gained increasing interest in many industrial applications
due to their advantageous mechanical properties. In addition, thanks to the recent improvements in
manufacturing technologies, the fibers within the laminate can be curved to further improve performance
by achieving variable-stiffness characteristics. However, in the design of variable-stiffness composites,
complicated procedures are required to maximally utilize the tailoring potential while ensuring the
manufacturability. The structural performance of laminates can also be enhanced through topology
optimization techniques, which are mainly implemented for isotropic materials and are more recently
extended for constant-stiffness composites [1]. This study addresses the optimization of both laminate
topology and fiber orientation by combining moving morphable components [2] and the lamination
parameter interpolation method [3] for efficient parametrization of the material layout and stiffness
directionality, respectively. The topology of the structure is first optimized by assuming isotropic material
properties. Then, to curb the problem dimensionality and to ensure a smooth distribution of fibers on the
laminate, master nodes are placed on the key points within the optimal topology. Finally, the optimal
lamination distribution in the part of the domain occupied by material is determined through distance-
based interpolation. Multiple static test cases have been considered to demonstrate the applicability of the
proposed approach. Since the optimization is carried out by using black-box optimization techniques,
this study represents a good basis for crashworthiness applications, where the objective functions are
highly multimodal and gradients are not available.
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Topological optimization is an example of a design that is based on the use of numerical simulation to
predict the performance of a structure that does not yet exist, but whose sizing is to be guided. These
approaches belong to the so called inverse many-query problems (such as uncertainty propagation) which
make many calls to the direct problem of predicting the performance of a given structure. This direct
problem must therefore be able to be solved at low computation cost.

In the case where micro-architectural materials are used (for example heterogeneous materials whose
microstructure is made up of several phases), and with additive manufacturing techniques such as 3D
printing, the microstructure (geometry and / or phases) can also be optimized on a small scale. Effective
techniques must then be put in place to avoid the explosion of computational costs. Another objective
is also to ensure manufacturability, with constraints on the feasibility of the microstructure. In addition,
manufacturing technology needs to consider the variability in production.

We are here concerned by thermo-mechanical problems (we restrict ourselves to simplify cases of cou-
pled linear behavior), A pseudo-periodic homogenization technique is used to understand the multiscale
aspect (an additional constraint will therefore be to verify the conditions of pseudo-periodicity of the mi-
crostructure). Topological optimization is used at the macroscopic scale only, the microstructure being
parameterized so as to be able to restrict the allowable (manufacturable) range of the optimization param-
eters of the microstructure. A previous approach was to build an abacus of macroscopic characteristics
in the offline phase [2], which may turn out to be a phase expensive.

The target optimization problem is of the multiscale, multiphysical and potentially robust type. The com-
putational cost is controlled by the use of polynomial chaos methods for the propagation of uncertainties
and micro-macro substitution models [1].
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Within the framework of linear elasticity theory and fracture mechanics, this work deals with the sta-
tistical identification of a phase field model [1] for brittle fracture in random heterogeneous elastic me-
dia. Such a phase field model is typically parameterized by the critical energy release rate (or fracture
toughness) and the regularization length (describing the actual width of the smeared crack representa-
tion) which are considered as deterministic and homogeneous parameters to be identified. We consider
a random heterogeneous material for which the apparent elasticity properties at a given mesoscale are
modeled as a non-Gaussian tensor-valued random field [2].

The identification of the fracture properties of a cracking heterogeneous elastic material requires solv-
ing a challenging statistical inverse problem. An identification method with an ad hoc cost function is
specifically developed for solving this statistical inverse problem. The performances of the proposed
identification method are illustrated on a classical benchmark problem for brittle fracture.
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This work deals with the statistical inverse identification of geometrical and mechanical properties of a
biological tissue (cortical bone) using artificial neural networks (ANNs). The stochastic computational
model (SCM) corresponds to a random elasto-acoustic multilayer model [1] for the ultrasonic charac-
terization of cortical bone properties with the axial transmission technique. It allows for simulating the
propagation of ultrasonic waves through a three-layer biological system made up of two deterministic
homogeneous acoustic fluid layers (soft tissues and marrow bone) surrounding a random heterogeneous
elastic solid layer (weaken cortical bone). A probabilistic model of the random elasticity field is intro-
duced to take into account the uncertainties induced by the experimental configuration. The input hy-
perparameters of the SCM are the thicknesses of healthy and weaken parts of cortical bone, a dispersion
parameter controlling the statistical fluctuations of the random elasticity field, and a spatial correlation
length along the thickness direction characterizing the spatial correlation structure of the random elas-
ticity field. The output quantities of interest of the SCM are the scattered acoustic energies stored at 14
receivers located inside the soft tissues layer. The statistical inverse problem related to the identifica-
tion of these hyperparameters from given quantities of interest may be solved using classical stochastic
optimization algorithms that usually require many calls to the SCM, thus resulting in a high computa-
tional cost. Alternatively, an ANN-based identification method [2] is proposed here and applied to the
identification of the hyperparameters from the quantities of interest of the SCM. An initial database is
first generated by using forward simulations of the SCM and allows a dataset of hyperparameters and
quantities of interest to be collected. A processed database is then constructed by conditioning the hy-
perparameters with respect to the quantities of interest using classical kernel density estimation methods
for improving the ANN performance. A multilayer ANN is finally designed and trained from the pro-
cessed database to learn the nonlinear mapping between the quantities of interest (ANN inputs) and the
corresponding expected mean value of the hyperparameters (ANN outputs). Lastly, the trained ANN can
be used to directly perform the identification of the hyperparameters from given quantities of interest.
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Nuclear fuel performance codes, developed in the framework of the PLEIADES platform, require the
description of complex nonlinear mechanical behaviors able to represent the microstructural evolutions
of the materials under irradiation [3]. Therefore, modeling the constitutive relations is a major hurdle
in order to perform mechanical computations. In this work, the constitutive relation is replaced by a
neural network model, as proposed in [1]. The method has three advantages: explicit formulation of the
constitutive equation is not required, the approach is non-intrusive, and the tangent operator is directly
available thanks to automatic differentiation mechanisms implemented in modern deep learning libraries.

Different neural network models trained on synthetic datasets are presented. First, we approximate a
parametric nonlinear elastic material with a deep feedforward neural network, then a history dependent
material with a recurrent architecture.

Data augmentation strategies are discussed in order to tackle small labeled datasets. Moreover, the nu-
merical stability of the computations is improved by considering constraints during the learning phase.
These constraints are taken into account using two different methodologies, via the neural network ar-
chitecture [4] or using a semi-supervised learning approach. The latter consists in combining a small
labeled dataset of strain-stress samples with a large unlabeled dataset of strain only samples to train the
model.

Finally, the methodology is applied to toy examples using the PyTorch deep learning library, the MFront
material knowledge tool [2], and the FEniCS finite element platform.
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Bistable structures have two stable equilibrium states in the absence of external loadings. They 
have been widely used in the applications of actuators, energy absorbing, precise motion control 
and reconfigurable structures[1]. To date, most designed bistable structures can achieve either 
uniaxial deformations under axial loads or torsions under torsional loads[2]. The remained open 
questions are that how to design the structures to achieve an extended type of deformation modes[3].  
 
Here, we create a novel structure configuration, which realizes torsional bistability subjected to 
uniaxial compressive loads. The geometry of the structure is combined by two twisting chiral frame 
structures, which have opposite twisting modes under the same compressive loadings. In order to 
achieve bistability, some struts are composed of two materials which have different stiffness. By 
carrying out a parameter study, various compression-torsion bistable structures have been made. 
Furthermore, the designed compression-torsion bistable structures can be made as lattice structures 
and acquire multi-stability. Last, the bi-material structures are manufactured in an integrated 
manner by using the Stratasys® J750 3D printer. Our study provides new deformation modes and 
deformation mechanisms of bistable structures, and it’s the first time to realize torsional bistable 
deformations under compression load. 
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With the rapid development of Internet of Things (IoT) technology, worldwide efforts to seek continuous
energy sources for various information sensing devices remains critical. A meritable pathway to mitigat-
ing environmental degradation is to investigate and innovate more effective renewable energy solutions
that capitalise on the natural phenomena around us. Energy from mechanical vibrations provides a sus-
tainable source that accelerates the renewable energy movement. Vibrational Energy Harvesting involves
converting mechanical energy available in the environment into electrical power. Piezoelectric Energy
Harvesters (PEHs) stand out over other methods due to their higher efficiency per area unit. However,
scalability is their main challenge due to low energy generation and poor sensitivity to aperiodic and
broadband vibrations. This study investigated the Shape Optimization of metamaterial-inspired struc-
tures to improve voltage generation. The device design consists of a periodic cells array which induces
local resonance inside the structure. Here, PEHs are modelled according to the Kirchhoff-Love Plate
theory and solved numerically with Isogeometric Analysis. Nitsche’s Method has been used to couple
multiple unit cell patches, creating a PEH plate. Comparing experimental results and the IGA solu-
tion verifies PEH dynamic behaviour from model predictions. By investigating the frequency response
functions of PEH plates composed of different cell geometries, variations in metastructure designs to im-
prove voltage output when exposed to low-frequency vibrations are studied. Developing high-performing
PEHs will provide a promising pathway for manufacturing versatile piezoelectric harvesters and sustain-
able monitoring devices for IoT technology.
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The study of cellular materials, especially triply periodic minimal surfaces (TPMS) and their 
properties has gained considerable significance in the recent years due to the advancement in 
additive manufacturing technologies. In this study, 21 TPMS architectures are studied by 
comparing their effective stiffness, strength, buckling and anisotropic properties. The TPMS 
lattices are generated using level set equations where the relative density of each lattice is varied to 
study the effective properties as a function of relative density. Finite element models of these 
lattices are built to study the deformation behaviour under uniaxial, shear, hydrostatic and buckling 
loading conditions. Effective properties such as Young’s modulus, shear modulus, bulk modulus, 
Poisson’s ratio and strengths under uniaxial, shear, hydrostatic and buckling loading are computed 
and compared against each other and other common lattice structures[1]. In addition, anisotropic 
behaviour as well as the orientation dependence of the properties of each lattice are also studied. 
The geometric efficiency criterion is predominantly used to evaluate the different structures and 
the results obtained are consolidated in both quantitative and qualitative manner. Gyroid, Y and 
C(Y) lattice structures have the least geometric efficiency at both low and high relative densities, 
even though Y lattice shows higher than normal shear stiffness. The FRD, OCTO, Batwing and 
IWP lattices show good overall promising geometric efficiencies for most of the properties. In fact, 
most of the existing literature on investigating the mechanical properties of TPMS lattices and 
employing theme for enhancing structural efficiency has been focused on the Gyroid lattice. It is 
shown in this study that other lattices (e.g., FRD and IWP) are much more promising to be further 
investigated and employed for various structural applications. Also, Primitive lattice is highly 
recommended for structural applications where shear stresses and deformations are dominant such 
as sandwich panels. LACE (Lattice Architectures for Cellular Engineering), an open-source 
software which runs on MATLAB runtime library was developed to design complex TPMS 
architectures. LACE gives the end user the flexibility to generate intricate geometries that meets 
the strength and stiffness requirements for any application. The effective properties database 
together with LACE provides a robust framework for solving a wide range of engineering design 
and optimization problems. 
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A metasurface is a two-dimensional metamaterial that possesses remarkable wave manipulation 
properties by controlling the wavefront arbitrarily.  Based on the concept of generalized Snell’s 
law, a metasurface could achieve any desired phase profile that covers the full 2𝜋𝜋 phase span.  
Nevertheless, most conventional metasurfaces are limited to permanent functionalities or working 
frequencies once manufactured.  This hinders their applications in intelligent systems, as well as 
in application scenarios embedded in sharply changeable environment, which may cause their 
working frequency shift or even make them fail.  To overcome this disadvantage, we propose an 
adaptive elastic metasurface composed of piezoelectric stacks to manipulate elastic longitudinal 
waves with high transmission performance at different frequencies.  In this study, piezoelectric 
stacks are connected to shunted negative capacitance circuits to realize multiple functionalities 
without changing the structure of the metasurface.  Through proper tuning of the negative 
capacitance in the shunting circuit, the effective modulus of the metasurface units could be tuned 
continuously, which enables the metasurface to produce local phase shift cover 0 to 2𝜋𝜋 range.  
Both analytical model and numerical simulations are developed to obtain the corresponding 
negative capacitances.  Furthermore, computational method is used to study the effect of negative 
capacitances on transmission and phase shift of the waves in broadband frequencies.  The 
proposed metasurfaces are simulated based on FEM to illustrate the functionalities, such as 
anomalous refraction, wave focusing and nonparaxial propagation at different frequencies, which 
can be easily performed by tuning the negative capacitance. 
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Isotropic microstructures have identical stiffness along all directions, and they are widely used in 
engineering applications. Up to date, a various number of isotropic microstructures have been 
designed. For instance, 2D hexagonal and triangle microstructures are isotropic in plane. In 3D, a 
family of combined isotropic microstructures has been designed[1,2], which combines two or three 
elementary microstructures (i.e. simple cubics, body-centred cubics and face-centred cubics) in a 
right proportion. Besides, another family of quasiperiodic n-fold microstructures is identified to 
achieve isotropic stiffness[3]. Both theoretical proofs and numerical results have proved that the 
above two families of microstructures are able to attain the stiffness upper bounds in theory in the 
case of low density limit. More isotropic microstructures can also be designed by using the 
topology optimization technology[4].  
 
Here, we present a novel category of isotropic hierarchical microstructures (Iso-HMs). These Iso-
HMs are built by incorporating second-order microstructures into the solid regions of the first-
order orthotropic microstructures. The underlying concept to achieve isotropy is to identify the 
right second-order microstructures that have complementary directional stiffness with respect to 
the first-order ones. That is, in the direction of the highest stiffness for the first-order 
microstructure, the second-order microstructures have the weakest stiffness, and vice versa. 
Several examples are presented based on the square unit cell with rectangular central holes in the 
first-order, wherein the crossing type microstructures are employed in the second order. By using 
such a design methodology, various isotropic hierarchical microstructures are obtained. It is 
observed that the isotropic stiffness is between the highest and lowest directional stiffness of the 
first-order microstructure. Also, the hierarchical microstructures have higher buckling strength 
than the original first-order microstructure. We will also show that by using a high-resolution 
PuSL 3DP technology, these Iso-HMs can be fabricated. The samples have minimal 50um 
features and the ratio between the maximal and minimal feature sizes reaches over 1000:1. Such a 
design framework could help identify a wider range of microstructures that have superior stiffness 
and strength, and also multi-functionals. 
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In order to promote the effect of a thrombolytic agent as a non-invasive cure for the cerebral infarction
of an acute stage, a real-time adaptive ultrasonic lens constructed by arranging point-like scatterers on a
lattice has been proposed according to the concept of Fresnel lens. The structure was optimized from the
initial arrangement of the scatterers.

The dependence of convergence of optimization on the initial state and on the thickness of lattice has
already been investigated. Four kinds of the initial states was considered, that is, the holographically
generated configuration, the configuration without the scatterers on all of lattice points, the configuration
with the scatterers on all of lattice points and the configuration with the randomly distributed scatterers.
It has been found that the initial configuration without the scatterers shows the fastest convergence and
increase of the number of layers improves the ratio of the power of the ultrasound wave at a focal point to
that of the background. The convergence of optimization for three kinds of thickness, that is, the number
of layers has also systematically investigated.

The proposed lens constructed by optimally arranged point-like scatterers on a lattice has showed su-
perior performance focusing the incident plane wave on a focal point and suppressing the sound field
except the vicinity of the focal point. In the present study, we have investigated the transcranial focusing
performance of the point-like-scatterers-arrayed lens. The purpose function is defined as the sound field
vanishes within the skull except the focus(es) and becomes higher at the focus(es) than around. The
placement of the point-like scatterers is optimized in terms of the purpose function. It has confirmed that
the lens focused the incident plane wave with enough intensity even transcranially.

Acknowledgments: This work was supported by JSPS Grant-in-Aid for Scientific Research, Grant No.
18K04028 and 19H00740. This research was partly supported by The Jikei University Research Fund.
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In this work a novel method of resonant frequency optimization is demonstrated using a 
multiscale, functionally-graded metamaterial optimization approach to predict and alter the 
structural and dynamic properties of an additively manufactured lattice structure. The ability to 
tailor resonant frequencies of structural components offers much greater design freedom for 
engineers and offers savings in weight and cost alongside the improved resonant properties.  The 
metamaterial used is a 7 member, open-truss lattice with spatially varying truss radii capable of 
producing a functionally graded lattice structure [1].  
 
The work employs multiscale methods using homogenization of structural properties of the unit 
cell dependent on the radii of its 7 members. This is achieved by determining homogenized 
material properties using finite element analysis (FEA) of the microscale structures subject to 
periodic boundary conditions. This approach is implemented in the open source, python based 
FEA solver, FEniCS. These simulations are used to determine the homogenized stiffness of the 
unit cells in the 3 principal directions and 3 shear terms as well as the lattice volume fractions. 
This database is then used to fit a series of 7th-order polynomials which predict the homogenized 
material properties based on the lattice parameters of each unit cell. During macroscale 
optimization the member radii are used to evaluate the material properties of the macroscale finite 
elements and hence evaluate the global resonant frequencies and volume fractions. 
 
For the macroscale optimization an interior point algorithm is employed using the open source 
optimization software IPOPT. In this approach the truss radii represent the design variables of the 
optimization and the objective is the tailoring of resonant frequencies subject to volume 
constraints. The inclusion of a modal tracking algorithm allows for the optimizer to track resonant 
modes based on their mode shapes rather than frequencies. This method allows for the order of 
resonant modes to be changed during optimization as well as preventing localized mode shapes 
from interfering with the optimization process. 
 
The work has been demonstrated through optimization of a Payload Attach Fitting (PAF) used to 
attach payloads to a spacecraft. The interface can be used to drastically alter and optimize the 
resonant frequencies of the combined PAF and payload structure. Using this multiscale 
optimization approach allows increased versatility, lower mass and improved resonant properties 
without increasing design cost. The final oral presentation will demonstrate the metamaterial’s 
ability to achieve a large range of resonant frequencies as well as demonstrate excitation 
avoidance. 
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Electromagnetic metamaterials are artificially designed materials that have special 
electromagnetic properties induced by a local resonance in a periodic array of unit cells, such as 
negative permeability. Metamaterials are expected to be applied to innovative devices, for 
example, superlens, filtering devices, and cloaking devices. 

Designing metamaterials by trial and error is difficult because the local resonance depends on the 
structure of the unit cell and small differences in the design affect their overall performance. One 
way to solve this problem is to use topology optimization for the design. During the optimization, 
it needs to evaluate the performance of a metamaterial, however, it takes a huge computational 
cost to solve the Helmholtz equation directly to obtain the wave propagation in the metamaterial. 
Therefore, a more efficient method is required to optimize the metamaterial’s structure. To reduce 
the computation cost, we introduce a high-contrast homogenization method, that was proposed in 
the previous work [1]. This method is suitable for the optimization of metamaterials compared to 
the classical homogenization methods; it can be used in a wide frequency range even if the local 
resonance is induced in the unit cell. 

In this research, we propose a multiscale topology optimization method for the design of 
metamaterials that incorporates the high-contrast homogenization method with a level set-based 
topology optimization method [2]. First, the high-contrast homogenization method is introduced 
for the Transverse magnetic wave (TM wave), governed by the Helmholtz equation. Next, the 
multiscale topology optimization problem is formulated, in which the objective function is 
defined with the macro scale solution of the homogenized equation whereas the microscale 
structures are set as design variables. We derive the design sensitivity based on the concept of 
topological derivative. As numerical examples, we present waveguide problems in the T-junction 
structure and the demultiplexer to demonstrate the effectiveness of our method. 
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As the design of single-function metamaterials becomes more and more abundant, the 
importance of multi-function metamaterials design is gradually increasing.  Among them, chiral 
metamaterials with compression-torsion coupling function have been widely studied because of 
their geometric characteristics and good energy absorption function. In this paper, we design a 
chiral metamaterial with negative thermal expansion and energy absorption buffering based on 
topology optimization. We find that topological results are nested by two chiral structures with 
fractal characteristics similar to biological structures. Inspired by this, and combined with bionic 
and typing design concepts, we further designed the chiral structure and added more layers. 
Numerical simulation shows that the enhanced fractal structure can effectively maintain the 
negative thermal expansion of the material. In addition, the experiments show that the multi-level 
metamaterial can restrain the large damage caused by structural fracture more effectively than the 
traditional single-layered chiral structure, and the property is universal to brittle and ductile 
materials. 
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Abstract  

To compromise the manufacturability and performance for additive manufactured 

products, this paper proposes an alternative optimization approach to achieve rational 

topological designs by constraining the overhang feature only in the enclosed voids and 

determining the build orientation in the framework of selective laser melting technique. 

An identification scheme based on the algorithms in image processing is proposed to 

detect surfaces on the closed voids. Meanwhile, a filtering technique is employed to 

constrain both overhang angle and overhang height of enclosed voids. Then, the 

identification scheme of enclosed voids and overhang feature control are integrated in 

integral element-wise framework to the optimize the part topology and build orientation 

simultaneously. In order to demonstrate the effectiveness of the proposed approach, the 

popular compliance minimization problems are applied in both 2D and 3D numerical 

cases. 
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Ultrasonic flowmeters that use transit-time ultrasonic transducers face measurement errors due to ”crosstalk,”
whereby the working signal travels through the solid region faster than the measuring fluid. Various so-
lutions to this issue include isolating the sensor portion of the flowmeter from the surrounding, using
damping systems inside the flowmeter, and attaching various resonators to the flowmeter. However,
the resonators and damping systems are limited to relatively low frequencies (a few hundred kHz), and
acoustic insulation becomes an issue in high-pressure environments. We propose a mounting mechanism
based on a single-phase 3D phononic crystal (PnC), which can mitigate crosstalk at high frequencies
(in MHz range) and thus improves the measurement accuracy. PnCs are artificial materials that possess
bandgaps (BGs)—ranges of frequencies where elastic/acoustic waves are attenuated—that are generated
due to Bragg scattering. We designed a PnC wave filter by engineering the BG frequency range to the
working signal, and we fabricated it using additive manufacturing. Furthermore, we connected this wave
filter to a transducer by using adequate mounting structures. We then verified the PnC wave filter’s perfor-
mance through transient ultrasonic experiments. Since the transducer is subjected to high pressures, we
introduced additional objectives during the design procedure. A multi-objective constrained optimiza-
tion problem to maximize both attenuation performance and mechanical strength was formulated, which
was carried out via parametric optimization and sensitivity analysis. Since the finite element analysis of
the entire structure is computationally intensive, we performed a model reduction at different stages of
the optimization. Finally, we obtained a closed 3D PnC waveguide design satisfying both objectives.
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Considering the complex multi-physics service conditions for advanced equipment, many 
developments have been achieved for thermo-mechanical topology optimizations [1]. Most of 
these research works are focus on deterministic assumptions. However, the random and interval 
hybrid uncertainties related to material properties, loadings, etc. unavoidably exist in structures 
and may have notable influence on structural optimization [2]. A new robust topology 
optimization method is developed for structures under thermo-mechanical loadings considering 
hybrid uncertainties. Firstly, the robust objective function is defined by the lower order moments 
and the topology optimization model is provided under the worst case. Secondly, an efficient 
dimension reduction method based orthogonal polynomial expansion method is developed to 
calculate the statistical moments of the structural compliance, in which the multi-dimensional 
integrations to calculate the expansion coefficients is approximated by a series of univariate 
integrations. Finally, several numerical examples are provided to verify the effectiveness of the 
proposed method. It is proved that the robust designs have better robustness than the deterministic 
designs considering hybrid uncertainties. 
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Pentamode metamaterials are a new class of artificially engineered lattice metamaterials with 
vanishing shear modulus and able to support single mode of stress. In this research, a topological 
optimization method is first developed to generate pentamode lattices which will exibit effective 
material properties over a range of relative densities. The design of the pentamode microstructure 
is defined as a three-dimensional ground structure with at least orthotropic symmetry. Then, the 
necessary and sufficient condition for the elasticity matrices of pentamode metamaterials with at 
least orthotropic symmetry is proposed. This research shows that a large ratio between the bulk 
modulus and the shear modulus is not a sufficient condition for pentamode metamaterials that are 
not isotropic. After that, a range of new pentamode microstructures are created to demonstrate the 
effectiveness of the proposed design method. This study will supply a very solid foundation in 
princicple for application of pentamode applications, including cloaking devices.
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The simultaneous optimization of the spatial distribution of multiple kinds of microstructures 
within a structure and their geometry configurations can effectively tailor the structural 
mechanical performance and enhance the multi-physics functionalities. The topology 
optimization technique in combination with the homogenization method have been widely 
adopted in such two-scale design problems. However, the homogenization-based design methods 
do not necessarily ensure the connectivity between different kinds of the optimized 
microstructures. Several methods [1-2] have been proposed to enhance the microstructural 
connectivity by setting up non-design domains in the microstructure based on the design 
experience or applying multiple optimization constraints on the microstructural boundaries. 
 
To handle the microstructural connectivity issue, this paper proposes a microstructural 
connectable region method in the context of two-scale concurrent multi-material structural 
topology optimization. On the microscale, we parameterize the microstructural topology with the 
elemental relative densities, and compute their effective properties using the homogenization 
method. On the macroscale, we employ the discrete material optimization (DMO) method to 
describe the distributions of the multiple kinds of cellular materials within the design domain.  
 
By predefining a connectable region within each kind of the designable microstructure and 
linking the microscale design variables therein, the connectivity between any two kinds of the 
microstructures is ensured naturally without applying any optimization constraints. The two-scale 
concurrent topology optimization problem is solved with the method of asymptotic method. This 
method is verified by the two-scale concurrent structural topology optimization 2D and 3D 
problems. 
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In Japan, programming has become a important subject in elementary, junior high, and high 
schools in order to develop human resources who can cope with the Society 5.0 society. Data 
science education is also highly expected in universities. 
 
There are many books, Internet sites, and paid workshops for learning programming in the world. 
When beginners learn programming, what can they expect to have learned? 
 
There are various certifications available for this purpose. However, most of the certifications are 
knowledge-based, and it is a fact that they are not always practical in the real world. 
 
Therefore, I propose a problem-solving type learning tool as an internet site.[1] 
Here, if you can solve a problem, you can be considered to have learned programming. 
 
We will prepare various problems with many examples in several languages to help the students 
learning. 
 
For languages, we have so far prepared scratch, Python, and C++ [2], and we will add HTML, 
CSS, and PHP to them. 
 
As for the problems, we have added access counters, bulletin boards, and the use of arrays and 
random numbers. 
 
I hope that this site will help people (especially beginners) to learn programming. 
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The recent development of underwater robots and measurement equipment, it has become possible 
to achieve high-quality underwater mapping using acoustic survey equipment with high resolution. 
The underwater mapping data obtained by these methods are expressed by the intensity of sound 
reflection and do not have color information. As a result, object identification from the acquired 
data depends on discrimination by professional engineer, and it is not only difficult to identify 
objects automatically and quickly, but also involves human error due to differences in the 
experience of the engineer and routine tasks. 
 
In this presentation, a fast and accurate classification method for underwater objects using 
underwater mapping data obtained by a small Autonomous Underwater Vehicle (AUV) and 
autonomous surface vehicle (ASV) is presented.  For the mapping data, in addition to underwater 
acoustic reflection intensity images, water depth data, point cloud data and backscattering reflection 
intensity data are employed. We propose the automatic classification and semantic segmentation 
method on deep learning using a convolutional neural network (CNN) and PointNet. In order to 
verify the effectiveness of the present method, we applied it to the measured several underwater 
mapping data. 
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Japan is one of the world's leading disaster-prone countries, and has an extremely high frequency 
of natural disasters such as earthquakes, tsunami and typhoons. Regarding the Great East Japan 
Earthquake in 2011, it had been found that there is a limit to disaster prevention measures on the 
hardware aspects such as construction of breakwaters.  And the importance of the software 
measures was confirmed. As one of the software measures, each municipality has been preparing 
hazard maps. However, hazard maps make it difficult to understand when and how to evacuate. 
Thus, research on evacuation simulation, which can show the above at a glance, has been widely 
conducted in recent years. 

The present authors have also developed a tsunami evacuation system using multi-agent models. 
However, not only tsunami but also building collapse and fire spread have a significant impact on 
evacuation behaviours and survival rates of refugees as secondary damages of earthquakes.  

Therefore, the purpose of this study is to develop a tsunami evacuation simulation system that 
considers building collapse and fire spread. The road blockage is determined by calculating the 
probability of road blockage due to building collapse, taking into account the scale of the assumed 
earthquake, the location of buildings, and the type of building [1]. For fire spread simulation, an 
existing simulator [2] based on the fire spread rate equation is used. Under the condition of average 
wind direction and wind speed in the target area, the fire spread is represented by setting any fire 
point and using the fire time of each building obtained by the simulation. The present system is 
applied to several examples to demonstrate the validity and effectiveness of the system.  
 

REFERENCES 

[1] Horie, K., Okimura, T., Torii, N., Tanaka, S.,Maki, N. and Hayashi, H.. APPLICATION OF 
FRAGILITY FUNCTION FOR SEISMIC DAMAGE ASSESSMENT OF COMPLETELY 
COLLAPSED WOODEN BUILDINGS. JSCE Journal of Earthquake Engineering. (2003) 27: 1-
9. (in Japanese). 

[2] Kimura, N. VERIFICATION OF MESH-TYPE FIRE SPREADING SIMULATION 
SYSTEM FOR EARTHQUAKE EVACUATION PLANNINGS. Journal of the Operations 
Research Society of Japan. (1987) 30(1): 59-87. (in Japanese). 

1872



Visualization of Flow Simulation Based on AR Using GNSS DataMasahiro Suzuki

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

 Visualization of Flow Simulation Based on AR Using GNSS Data 
 

Masahiro Suzuki1*, Hiroshi Okawa2 and Kazuo Kashiyama3 
1 Chuo University, 1-13-27 Kasuga, Bunkyo-ku, Tokyo 112-8551, Japan, 

a17.6rjs@g.chuo-u.ac.jp 
2 Eight-Japan Engineering Consultants Inc., 5-33-11 Honcho, Nakano-ku,  

Tokyo 164-8601, Japan ookawa-hi@ej-hds.co.jp 
3 Chuo University, 1-13-27 Kasuga, Bunkyo-ku, Tokyo 112-8551, Japan, kaz@civil.chuo-u.ac.jp  
 
Key Words: Augmented Reality, GNSS, marker tracking,   
 
 
The visualization method for flow simulation based on Augmented Reality (AR) and Virtual 
Reality (VR) are becoming more powerful and popular tool for planning and design of various 
construction projects in accordance with the development of AR and VR technology. Focusing on 
AR, the AR visualization method using smartphone is attracting attention from the viewpoint of 
usability. The present authors have been presented a AR visualization system based on markerless 
augmented reality for water environmental flow problems [1]. In this system, a landscape image is 
used as a marker. However, this method has a problem in the stability of superimposition of CG 
image.  
 
Recently, the AR using the data obtained Global Navigation Satellite System (GNSS) has been 
attraction attention due to the improvement of accuracy of GPS. In addition, the use of GNSS data 
in AR visualization has the advantage that it is not affected by the presence or absence of feature 
points acquired from cameras or the setting of marker locations used in marker superimposition. 
 
This paper presents an AR visualization system for flow simulation based on AR using GNSS data. 
The target of visualization deals with the flow of river and sea. The present system is applied to 
several visualization examples to demonstrate the validity and effectiveness of the system. 
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The spread of Covid-19, which began at the end of 2019, has led to significant changes in school 
education. In particular, the simultaneous closure of schools in March 2020 is still fresh in our 
minds, but even after that, the field of education has been subjected to various restrictions (e.g., 
wearing masks, dispersed school attendance, silent meals during school lunch hours, etc.). 
 

One of the most serious cases is the cancellation of social studies field trips. The Ministry 
of Education, Culture, Sports, Science and Technology's Guidelines for the Course of Study 
(Social Studies)[1] mentions that "it is important to allow students to conduct specific research by 
incorporating field trips and using materials prepared by relevant organizations, according to the 
actual conditions of the region. This is important in terms of learning through actual experience. 
However, under the Covid-19 epidemic, social studies tours have been cancelled, and students 
have lost the opportunity to study in the field. 
 

Therefore, with the planning and cooperation of the Ministry of Land, Infrastructure, 
Transport and Tourism, we created a VR tour of the Gojiri Dam and the Kawaji Dam in Tochigi 
Prefecture. The tour was held in November 2021 for a total of 32 fourth and fifth graders of 
Kinugawa Elementary School. 
 

The purpose of this presentation is to report the outline of the VR tour and to contribute to 
the consideration of the use of VR in school education. 
 

REFERENCES 
[1] Ministry of Education, Culture, Sports, Science and Technology: Courses of Study for 

Elementary School Chapter 2 Section 2 Social Studies, 2017 

1874



MS1402 - Software Design and Implementation for Next-Generation Par-
allel Architectures
Organized by David Littlewood, Henry Tufo, Hiroshi Okuda and Reese 
Jones 
Addressing Computational Load Imbalance in Asynchronus Distributed Contact Problems Us-
ing DARMA/vt
Nicolas Morales, Jonathan Lifflander, Ulrich Hetmaniuk and Reese Jones

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Addressing Computational Load Imbalance in Asynchronus Distributed
Contact Problems Using DARMA/vt

Nicolas Morales1∗, Jonathan Lifflander2, Ulrich Hetmaniuk3, and Reese Jones4

1 Sandia National Laboratories
PO Box 969, Livermore, CA 94551-0969

nmmoral@sandia.gov
2 Sandia National Laboratories

PO Box 969, Livermore, CA 94551-0969
jliffla@sandia.gov

3 NexGen Analytics, L.C
412 N Main Street, Suite 100, Buffalo, WY 82834-1761

ulrich.hetmaniuk@ng-analytics.com
4 Sandia National Laboratories

PO Box 969, Livermore, CA 94551-0969
rjones@sandia.gov

Key Words: contact mechanics, AMT, load balancing

Robust contact search and enforcement is one of the more computationally intensive aspects of solid
mechanics simulations. Distributed contact problems often engender a divergence between the cost of
executing non-contact work versus contact work during the simulation. Implementations typically de-
compose mesh elements statically according to the expected load during the non-contact steps. However,
the unpredictability of workloads during the contact search and enforcement step can lead to suboptimal
performance with these decompositions due to imbalances that cause some processors to idle. These
imbalances can be remedied by remapping contact work to other processors dynamically over the course
of the simulation’s timesteps.

We propose a contact algorithm that uses the dynamic load capabilities of the DARMA/vt asynchronous
distributed tasking library to automatically rebalance computational loads. By exploiting the principle
of persistence, we utilize instrumentation from previous time steps to load balance the current time step.
This approach also accounts for migration and ghosting of elements onto processors for evaluating the
contact kernels in an efficient manner. We examine several problems with a varying degree of load
imbalance issues and show how our load balancing approach can improve performance significantly.

SNL is managed and operated by NTESS under DOE NNSA contract DE-NA0003525
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Solutions to high-frequency wave-propagation problems using traditional, low-order finite element dis-
cretizations suffer from the well-known pollution effect. Several strategies are readily available to
circumvent pollution error, including high-polynomial-order finite element formulations and adapted
meshes (hp-FEM), as well as advanced alternative discretization approaches. We concentrate on high-
order continuous Galerkin FEM, as well as the discontinuous Petrov-Galerkin (DPG) method, which
reduces or eliminates pollution error in numerical simulations of wave propagation problems [1]. Unfor-
tunately, high mesh refinement and p-order required to resolve very high-frequency waves at acceptable
fidelity and with minimal pollution present a challenge for ordinary computational resources. Innovations
in simulation software design and increased computing power are needed to address high computational
complexity and memory use.

In this talk, we look to on-node accelerators to enable high-order simulations. Graphics processing units
(GPUs), with their high throughput on intensive mathematical operations, lend themselves naturally to
this application. We will discuss the performance-portable discretization software tools developed as part
of this work, leveraging GPU-enabled packages for high-order discretizations, linear solvers, and linear
algebra operations in the Trilinos library [2]. Accuracy and performance of high-order FEM and DPG
applied to the wave propagation problems of interest will also be demonstrated, investigating in detail
the behavior of these methods on both conventional CPU and GPU-accelerated computers.

Sandia National Laboratories is a multimission laboratory managed and operated by National Technol-
ogy & Engineering Solutions of Sandia LLC, a wholly owned subsidiary of Honeywell International
Inc., for the U.S. Department of Energy’s National Nuclear Security Administration under contract DE-
NA0003525.
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Computer simulations are pervasive in science and engineering. Computations, together with 
theoretical analysis and experiments, constitute the foundation for building knowledge, whether it 
be to investigate a new physical phenomenon or to assess the performance of an innovative device. 
However, a single computation, despite its sophistication and complexity, can rarely provide 
sufficient and credible evidence to support a decision. To build confidence in computed outcomes, 
one typically conducts sensitivity analyses, investigates uncertainty, and explores design variations. 
All these approaches require an ensemble of computations whose results are combined rigorously 
via statistical analysis or optimization. In this talk we discuss the use of ensemble of simulations 
for multidisciplinary design under uncertainty; we have developed a novel algorithm to handle 
ensemble with different fidelity implemented in a new programming environment that enables the 
efficient use of next generation supercomputers, i.e. a hybrid CPU/GPU multimode machine. The 
approach is based on the Legion programming system, a data-centric task-based approach that has 
been shown to achieve portability and performance on a variety of modern systems (including 
Summit) and different complex multiphysics applications. We will present uncertainty 
quantification studies carried out for a solar received device and for a laser-based ignition systems 
using high-fidelity simulation codes written entirely in Legion. Furthermore, a theoretical 
framework for optimal multi-fidelity scheduling on heterogeneous computer architectures will be 
discussed.  
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Solving real-world industry problems in the field of simulation and digital twins can be really 
challenging in terms of computational resources. This stems, not only from the complexity and 
sheer magnitude of the computational models of such problems but also from the fact that the 
evaluation of the model response model involves the repeated solution of near-by problems, either 
from the evaluation of non-linear transient response and/or from the evaluation of the uncertainty 
response of the model [2].  
 
Computational challenges are also present when considering multiscale analysis since the 
evaluation of the constitutive behavior of a material involves the solution of another detailed model. 
The combination of both, especially for the case where the aforementioned computational models 
have uncertain properties, can result in enormous computational demands that can be met only with 
the use of HPC platforms and algorithms.  
 
In an effort to provide pay-as-you-go computational mechanics services where such challenges 
need to be addressed, NComp has utilized MSolve [1] and developed specialized HPC modules 
that utilize distributed parallel algorithms that harness the power of both CPUs and GPUs [3] in 
order to solve such demanding problems in reasonable wall clock times, relying on public cloud 
resources. In this work, we will describe the computational paradigms, APIs and algorithms that 
were used for this endeavor. 
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OpenFOAM [1, 2] is GPL licensed open-source CFD software. OpenFOAM runs as a single CPU
process, but also as multiple MPI processes by applying spatial decomposition to the target domain.
Studies have been reported that the software scales to thousands of CPU cores [3]. However, it does
not support any accelerators such as HPC-oriented GPUs, which usually have higher memory bandwidth
than high-performance CPUs.

In this presentation, we propose various techniques to accelerate RapidCFD [4], a GPU version of Open-
FOAM mainly developed by SIMFLOW Technologies: 1) We propose a GPU-accelerated version of
the Diagonal-based Incomplete Cholesky (DIC) and the Diagonal-based Incomplete LU (DILU) precon-
ditioners. Our DIC/DILU implementation applies a graph-coloring algorithm to coefficient matrices to
detect available parallelism on its forward and backward substitution steps. 2) We identify and resolve
RapidCFD’s potential performance issues that become bottlenecks on large-scale runs, including redun-
dant memory allocation/deallocation and fragmented GPU kernels. 3) We propose an adaptive method
to adjust collective communication frequency among processes during CG iterations.

We evaluate the performance of our proposed methods on the ABCI supercomputer; we achieve a 2.6x
speedup than OpenFOAM on ABCI’s 64 NVIDIA A100 GPUs to compute a 68 M-cells unstructured
mesh. We also evaluate the effectivity of 3) under a strong-scaling configuration, resulting in a 1.6x
speedup than the original code on 32 A100 GPUs. In addition, we discuss performance advantages of
the two different architectures (CPUs and GPUs) for such CFD software and its future prospect.
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Understanding the current computer systems limitations and their abilities to run application programs at
peak performance is an important requirement for designing the next generation of parallel architectures.
A software approach relies on profiling the performance bottlenecks to uncover parts of the architecture
which should be enhanced. We focus our analysis on a real application that we received from industrial
users: a large-scale simulation of Kumamoto earthquake used in design innovation. This application is
governed by a time marching loop (Newmark-beta) and a nonlinear loop (Newton-Raphson) nested in-
side. Iteratively, a discretization (FEM) builds the input matrix and a solver computes the linear solution.

Structural Analysis simulations are often memory-bound due to large matrix processing. To alleviate
this problem, domain decomposition is applied on the input mesh so that multiprocessing can accelerate
the computation on distributed memory. However, our analysis shows that several aspects limit the
performances on both Fugaku and ABCI supercomputers. Locally, the matrix generation hotspot loops
are slow down by the CPU cache hit latency and inefficient memory access. At large scale, the strong
scalability is limited by the preconditioner power, a high load-imbalance affects the parallel efficiency of
matrix generation and a 30% communication overhead degrades the solver computation.

In this work, we propose a series of performance tuning for the FrontISTR nonlinear dynamic solver
based on a systematic approach which is driven by the roofline model for assessing hardware limitations
of computer systems. We identified the main performance bottlenecks with profilers then we generated
and located the positions of each hotspot loop kernels on the roofline model. From such insights, we
applied appropriate optimizations (vector alignment, loop unrolling, arithmetic tuning, dimension ex-
change) and analysed the effect of various parameters (stride memory accesses, store, fma and simd
instructions) to minimize the gap between kernel points and the compute/memory performance ceilings.

Our performance tuning achieved a 3x acceleration of the two main hotspot loops among others, resulting
in a 1.83x speed-up of the overall stiffness matrix generation computation.
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Ratel is a new, open-source package built on libCEED [1] and PETSc [2] capable of solving complex
solid/fluid mechanics problems without sacrificing computational performance. This package provides
a flexible yet intuitive user interface that reduces the prerequisite effort required for use, encouraging
community involvement and development. Similar to libCEED and PETSc, Ratel is both performance
portable and scalable allowing for effective material simulations on a variety of computing systems. No-
tably, Ratel uses single-source physics implementations with Just-In-Time compilations (rather than with
domain specific languages or templates) and supports matrix-free high order elements. Additionally, we
discuss high-performance automatic differentiation using Enzyme [3] to simplify the development of new
material models with consistent Jacobians. We discuss Ratel’s solver functionality including quasi-static
and dynamic solvers and composite material support. In this presentation we also investigate Ratel’s
performance on CPUs and GPUs, number of nodes, and solver degree for various physical simulations
taken from Ratel’s example suite. Finally, Ratel is structured to support uncertainty quantification and
optimization studies.
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By using a filter, we solve a small number of eigenpairs of a real symmetric-definite generalized eigen-
problem whose eigenvalues are lowest. The filter we use is a Chebyshev polynomial composed of a linear
combination of a small number of resolvents and an identity. In present study, all shifts of the resolvents
used are restricted to real numbers less than the lowest eigenvalue. Then the filter’s transmission function
is a Chebyshev polynomial composed of a rational function of the eigenvalue. And the rational function
is a sum of a small number of the inverses of the shifted eigenvalues and a constant.

For each case of the number of resolvents is from one to three, for the specified three important pa-
rameters on the shape of the filter’s transmission function, we try to find the combination of the degree
of the Chebyshev polynomial and the rational function. If it exists, correspondingly the filter can be
constructed as the Chebyshev polynomial of the linear combination of resolvents and an identity. To
find the combination, first the degree of the Chebyshev polynomial is assumed, and then the shifts and
the constant which determine the rational function are searched, so that the ranges of the value of the
rational function satisfy conditions in three regions of eigenvalue of the filter namely the pass-band, the
transition-band and the stop-band. When complex shifts were allowed, for any number of resolvents the
rational function was given from the best approximation theory. But the theory does not apply when
shifts are restricted to be real, and the filter’s transmission properties become not very good.

By restricting shifts to real, we have an advantage especially when the system of linear equations is solved
by some matrix factorization method. The computational requirement of an application of a resolvent by
solving a system of linear equations is reduced when the shift is real than it is imaginary. For example,
the amount of storage required with real shift is about a half of that with imaginary shift. The count of
arithmetic operation is also reduced. But, the poor properties of filter’s transmission when all shifts are
reals may require the repeated applications of the filter or increased number of vectors to be filtered than
when shifts are complex numbers especially when higher accuracies of eigenpairs are desired.
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In this talk we discuss spectral properties of operators associated with the least-squares 
finite element approximation of elliptic partial differential equations. The convergence of the 
discrete eigenvalues and eigenfunctions towards the corresponding continuous eigenmodes is 
studied and analyzed. a priori and a posteriori estimates are proved in the Poisson and linear 
elastic case. 

Applications to vibration analysis in elastic structures and in problems concerning the 
fluid–structure interactions are presented. In fact, the common way to determine vibration modes, 
the primal approach based on the minimization of an energy depending on the displacement 
variable does not lead to uniform accuracy for nearly incompressible materials such as common 
blood vessel walls or the heart muscle, except if the degree of the polynomial approximation is 
kept very high, leading to a high computational effort.  

Stresses can be computed from the primal approach in post-processing, but this approach 
leads to stresses where divergence is not squarely integrable. They are not H(div)-conforming and 
surface or interface traction forces cannot be evaluated. Moreover, momentum cannot be 
conserved exactly. As these quantities are driving quantities, the standard methods are not 
accurate enough in many challenging applications and stress-based methods are known to be a 
game changer. However, the symmetric gradient arising in the corresponding PDE is a difficult 
condition to impose at the discrete level. The conforming discretization of those stresses (so-
called Arnold-Winther approach [1]) is sophisticated and increases the computational cost 
enormously. To develop a new class of extremely efficient numerical methods that compute 
vibrations with high guaranteed accuracy,  

One of the major advantages of the Least-Squares method, is the symmetry and positive 
definiteness of the formulation. At first glance, the consideration for eigenvalue problems seems 
to conserve neither the minimization property nor the symmetry and complex approximations 
were obtained in [2]. However, [3] shows that the symmetry of the methods can be recovered, as 
well as the inherent error estimator. The approach leads to optimal convergence of the 
eigenvalues. 
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Sequences of structured matrices of increasing size arise in many scientific applications and especially
in the numerical discretization of linear differential problems. We assume as a working hypothesis that
the eigenvalues of a matrix Xn belonging to a sequence of this kind are given by a regular expansion.
Based on this working hypothesis, which is illustrated to be plausible through numerical experiments,
we propose an eigensolver [1] for the computation of the eigenvalues of Xn for large n. The eigensolver
is called matrix-less because it does not operate on the matrix Xn but on a few similar matrices of smaller
size combined with an interpolation-extrapolation strategy. Its performance is benchmarked on several
numerical examples, with a special focus on matrices arising from the discretization of differential prob-
lems, and turns out to be quite satisfactory in all cases.
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Fractional operators, see e.g. [3], are a mathematical tool that received much attention in the last decades
because of their non-local behavior which has been demonstrated to be useful when modeling anomalous
diffusion phenomena appearing, e.g., in imaging or electrophysiology. The improved physical descrip-
tion of the considered phenomenon obtained by replacing a standard derivative with a fractional one,
however, translates in a more challenging numerical treatment of the corresponding discretized prob-
lems. Indeed, even when standard local discretization methods are adopted, the non-locality of the frac-
tional operators causes absence of sparsity in the discretization matrices. This makes fractional problems
computationally more demanding than standard partial differential problems and stresses the need of a
proper numerical linear algebra analysis.

In this work, we focus on a fractional differential equation of order α in Riesz form discretized by a
polynomial B-spline collocation method [2]. For an arbitrary polynomial degree p, we show that the
resulting coefficient matrices possess a Toeplitz-like structure [1]. As such, we investigate their spectral
properties via their symbol, a function which describes the asymptotic spectral distribution of a sequence
of matrices, as the size tends to infinity. We prove that, like for second order differential problems, also
in this case the given matrices are ill-conditioned both in the low and high frequencies for large p, with
a mitigated conditioning in the low frequencies and a deterioration in the high ones. Moreover, as a side
result of the symbol computation, we are able to express the central entries of the coefficient matrix as
inner products of two fractional derivatives of cardinal B-splines. Finally, we perform a numerical study
of the approximation behavior of polynomial B-spline collocation which suggests that the approximation
order for smooth solutions is p+2−α for even p, and p+1−α for odd p.
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In [1] the system of elastodynamics in 1D was discretised in time and the resulting semidiscrete scheme
is shown to admit a variational formulation. The solutions of this variational problem are shown to con-
verge as the discretization parameter vanishes, in some sense, to the solution of the original continuous
problem. This approach can be extended also to higher dimensions and produces solutions which are
admissible in the sense that satisfy entropy inequalities. In this work we consider this approach from
the point of view of constructing a new class of numerical schemes for approximating solutions to the
system of elastodynamics. The approximation is associated to viewing the equations of elasticity as a
Hamiltonian system, and considering the time-discretization of the dynamics.

The basic idea of the time discrete scheme is that given the solution at the first j − 1 time steps, j-th
time step is approximated by solving a constrained minimization problem. We propose a fully discrete
scheme where we minimize the associated functional using optimization techniques. The fully discrete
scheme is based on the continuous or discontinuous Galerkin finite element method, [2, 3]. The Gradient
Descent method is utillized for approximating solutions to the optimization problem and it’s enhanced
with various accelerating techniques for overcoming well known pitfalls of the algorithm.

We investigate the computational efficiency and stability of the new class of schemes and we compare
them with the standard finite volume and discontinuous Galerkin schemes for conservation laws. We
consider test cases with smooth and non-smooth solutions and the preliminary results are very encour-
aging.
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We propose to use refined isogeometric analysis (rIGA) [1] to solve quadratic eigenproblems. rIGA,
while conserving desirable properties of maximum-continuity isogeometric analysis (IGA), reduces the
interconnection between degrees of freedom by adding low-continuity basis functions. Herein, we con-
sider rIGA and IGA discretizations when employing Krylov eigensolvers to solve quadratic eigensystems
arising in 2D vector-valued multifield problems. We use C0 and C1 separators at certain element inter-
faces for our rIGA generalizations of the curl-conforming Nédélec and divergence-conforming Raviart–
Thomas finite elements [2]. For large problem sizes, the eigencomputation cost is governed by the cost
of LU factorization [3], followed by costs of matrix–vector and vector–vector multiplications in the sense
of Krylov projection. Let p be the polynomial degree of basis functions, the LU factorization is up to
O
(
(p−1)2

)
times faster when using rIGA compared to IGA in the asymptotic regime. Thus, rIGA the-

oretically improves the total eigencomputation cost by O
(
(p−1)2

)
for sufficiently large problem sizes.

In practical moderate-size problems, the improvement rate deteriorates when increasing the number of
requested eigenvalues because of multiple matrix–vector and vector–vector operations. Our numerical
tests show rIGA improves the total eigencomputation cost of quadratic eigensystems by O(p− 1) for
moderately sized problems when we seek to compute a reasonable number of eigenvalues.
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I this talk, the speaker will present the recently developed methods, namely, the soft finite element method
(softFEM) and the soft isogeometric analysis (softIGA), for solving the elliptic eigenvalue problem. The
prefix “soft” refers to the main idea that the stiffness of the discretized system is softened. We remove the
non-physical energy associated with the high-frequencies in the spectrum via penalty terms with negative
coefficients . At the matrix level, this means that condition number is reduced. The stiffness (or condition
number) reduction ratio scales linearly with the oder of the underlying element and is 1+ p

2 for softFEM
(FEM to softFEM raito). The two key advantages are to improve the approximation of the eigenvalues in
the upper part of the discrete spectrum and to reduce the condition number of the stiffness matrix. In the
end, the speaker will discuss how these methods can be applied to time-dependent problems with larger
time steps for explicit time-marching schemes while ensuring the stability.
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In this talk we consider the virtual element approximation of the solution of eigenvalue problems associ-
ated with partial differential equations. Due to the need of stabilizing the bilinear forms involved in the
discrete formulation of the problem, the matrices appearing in the associated generalized eigenvalue sys-
tem might depend on parameters (see [1]). We discuss how the presence of such parameters can produce
unexpected results even in the approximation of the Laplace eigenvalue problem and try to address the
question of finding the best choice in order to achieve spectral correctness together with optimal approx-
imation properties. The virtual element approximation of eigenvalue problems for several applications
has been investigated in recent years, however the question of the choice of the optimal parameters is
only occasionally addressed (see [2] for a survey). We investigate further the VEM discretization of the
acoustic vibration problem, and show that in this case there is no need of using any stabilization for the
stiffness and mass matrix.
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In recent years, graphics processing units (GPUs) have been used to efficiently solve a linear system by
means of a preconditioned Krylov subspace iterative method. To fully exploit the potential of GPUs for
massive data processing, the preconditioner is required to have a high degree of parallelism. Whereas
most ILU–type preconditioners, based on the ILU (or IC) factorization, require forward/backward sub-
stitution in their preconditioning operations, the approximate inverse (AINV) preconditioner [1], which
is one of the sparse approximate inverse preconditioners, is implemented by sparse matrix-vector mul-
tiplication (SpMV). SpMV has a higher degree of parallelism than the forward/backward substitution
because SpMV does not involve data dependencies, unlike the forward/backward substitution. From this
perspective, the AINV preconditioner is more suitable for execution on GPUs than the ILU–type precon-
ditioners. However, the incomplete conjugate algorithm (AINV algorithm), which constructs the AINV
preconditioner, tends to take a long time compared to the ILU factorization [2]. Therefore, it is important
to improve the AINV algorithm to make AINV preconditioning more attractive.

Considering this background, we propose a new version of the AINV algorithm: position-based simpli-
fied AINV (PS-AINV) algorithm. The basic idea of the PS-AINV algorithm is to simplify the standard
AINV algorithm based on the positions of the nonzero elements of a coefficient matrix. Thanks to the
simplification, the PS-AINV algorithm not only runs faster but also has coarse-grained parallelism; that
is, speed-ups by both simplification itself and multi-thread parallelization are expected. Numerical re-
sults showed that the PS-AINV algorithm constructs the preconditioner faster than the standard AINV
algorithm without significant performance degradation in the iterative part. As a result, the performance
of the whole solver (the sum of preconditioner construction and PCG iteration) was also improved.
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To have a technological breakthrough in Post Moore’s era, several challenges have been 
studied. One of promising approaches is utilizing mixed precision computations to obtain speedup 
and low power computations. However, it is not easy way to adapt mixed precision computations 
to arbitrary codes, since the speedup factors depends on hardware. In addition, down of 
computation accuracy also depends on nature of treated numerical problems. 

To shove the above problem, we propose an auto-tuning (AT) function for dedicated AT 
language, named ppOpen-AT [1]. The ppOpen-AT is a directive-based computer language to 
adapt AT function into arbitrary parts of programs. The proposed function can specify lower 
types of accuracies into the following two parts: (1) Specified variables or arrays (SVA) in 
definition parts in program; (2) Specified blocks in the program (SBP).  

To autotune its computational accuracy, software developers need to specify acceptable down 
of accuracies in advance for software developers. After specified targets of changing accuracies, 
code generator of ppOpen-AT generates all combinations of candidate codes. There is an 
additional process is automatically generated in the target parts, such as copies and stores from 
arrays with higher precision to arrays with lower precision. This causes overhead of execution 
time, and additional power consumptions for the generated code. 

Effectiveness of the proposed functions are evaluated with NICAM [2], which is a practical 
numerical simulation code with global cloud resolving model. In this evaluation, we use a part of 
tiny cloud physical computations. The part consist of a subroutine of 
physicskernel_microphysics in mod_mp_nsw6.f90 in NICAM benchmark, 
nicam_dckernel_2016. Target part is a three-folded loop with heavy loop body for computations. 
In this evaluation, length of loop is fixed. There are several output values after exiting the target 
loop. Hence computations with lower accuracies directly affect computational accuracies. 

Result of the above evaluation indicates that: (1) speedup factor of 1.04x and 1.06x reduction 
of energy consumption by keeping accuracy of 1.E-13 for the SVA; (2) speedup factor of 1.12x 
and 1.06x reduction of energy consumption, if we accept down of accuracy for 3.E-4 for the SBP. 
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In this presentation, we discuss coupled computation of multiple models in a heterogeneous system 
consisting of a group of nodes with different architectures. This computation is referred to as 
heterogeneous coupling, and we introduce our studies on heterogeneous coupling.
The system utilized herein is the Wisteria/BDEC-01 of the University of Tokyo. Wisteria/BDEC-
01 is a hybrid system with two groups of compute nodes: simulation nodes (Odyssey), which equips 
A64FX, and data/learning nodes (Aquarius) with Intel Xeon processors and NVIDIA A100 Tensor 
Core GPUs. Additionally, the target programs are the atmospheric model, NICAM [1], and the data 
analysis software, ADA. Herein, ADA is applied to the machine learning library PyTorch. This 
study aims to couple NICAM on Odyssey and ADA on Aquarius, as well as perform real-time 
machine learning on the computed values of NICAM.
To achieve this goal, we developed two software packages; WaitIO-Socket, which is a low-level 
data communication software, and h3-Open-UTIL/MP [2], which is a general-purpose coupling 
software. In general, MPI is used for data communication between programs in MPMD calculation. 
However, MPI library cannot be applied between Odyssey and Aquarius. Therefore, we developed 
the WaitIO-Socket to realize the communication between the two systems.
It uses TCP/IP for communication and implements an MPI-compliant interface. h3-Open-
UTIL/MP is a coupling software that performs grid remapping and data exchange among 
multiple models. For NICAM-ADA coupling, h3-Open-UTIL/MP is utilized to convert 
NICAM data of high-resolution grid to low-resolution grid for machine learning. Originally, 
only MPI communication was implemented in the h3-Open-UTIL/MP, and heterogeneous coupling 
between Odyssey and Aquarius becomes possible by adding WaitIO-Socket.
The problem with heterogeneous coupling is the computation speed when using processors of 
different architectures and the communication speed between different machines. NICAM has been 
tuned to provide sufficient calculation performance on the Odyssey's A64FX. Conversely, PyTorch, 
as it is called by ADA, supports GPUs and can perform fast operations on Aquarius' Tensor Core. 
Therefore, both models are well suited for their respective machine architectures based on
computational speed. For the communication speed, a test program with the same number of grid 
points as that of the NICAM-ADA coupling confirmed that practical performance could be 
obtained.
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We are developing an innovative method for computational science for sustainable promotion of 

scientific discovery by supercomputers in the Exascale Era by combining (Simulation + Data + 

Learning (S+D+L)). The Wisteria/BDEC-01 system (Big Data & Extreme Computing), which 

started its operation in May 2021 at the Information Technology Center, the Tokyo University, is 

a Hierarchical, Hybrid, Heterogeneous (h3) system, which consists of computing nodes for 

computational science and engineering with A64FX (simulation nodes) and those for data 

analytics/AI with NVIDIA A100 GPU’s (data/learning nodes). 

 

In this study, we consider the Wisteria/BDEC-01 as the platform for integration of (S+D+L), 

develop an innovative software infrastructure “h3-Open-BDEC” for integration of (S+D+L), and 

evaluate the effects of integration of (S+D+L) on the Wisteria/BDEC-01 system. The h3-Open-

BDEC is designed for extracting the maximum performance of the supercomputers with minimum 

energy consumption focusing on (1) innovative method for numerical analysis with high-

performance/high-reliability/power-saving based on the new principle of computing by adaptive 

precision, accuracy verification and automatic tuning, and (2) Hierarchical Data Driven Approach 

(hDDA) based on machine learning. 

 

The h3-Open-BDEC is the first innovative software platform to realize integration of (S+D+L) on 

supercomputers in the Exascale Era, where computational scientists can achieve such integration 

without supports by other experts. Source codes and documents are open to public for various kinds 

of computational environments. This integration by h3-Open-BDEC enables significant reduction 

of computations and power consumptions, compared to those by conventional simulations. 

 

This talk overviews the h3-Open-BDEC project, summarizes the various achievements and results, 

and provides future perspective. of the recent progress 
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Numerical simulations for the incompressible Navier-Stokes equations are most often solved
using a pressure correction scheme, such as Marker-and-Cell type methods, or the SIMPLE
method. These methods bind the continuity equation to the pressure in order to solve the
non-linear momentum and velocity terms implicitly. These semi-implicit methods lead to a
pressure correction scheme in the form of a discretized Poisson equation. Despite pressure being
generally undesired in applications, solving the system equations derived from the Poisson
equation takes the majority of computational cost in these types of methods.

These large scale systems are generally solved using a preconditioned iterative method, such as
the conjugate gradient method. While traditionally, the CG method begins with a 0 vector initial
estimate, we use information from previous time steps, previous pressure correction equations,
information about the system, and information about the preconditioned iterative method itself to
predict an initial approximation vector that can be used to improve convergence of the iterative
method, thus decreasing overall computation time.

In particular, we use a machine learning scheme to predict the right hand side of the system of
equations, allowing us to solve an approximate problem in parallel, in advance. The solution to
this approximate problem is used as an initial estimate for the true problem when it is derived by
one of the semi-implicit methods above. This leads to a faster algorithm overall.
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Computational fluid dynamics (CFD) are recently used in a broad field, such as industrial, medical and
video. In CFD, the simulation of flow around objects moving freely is called as moving boundary flow,
and it is one of important themes of CFD. In order to solve moving boundary flow quickly, we use
immersed boundary-lattice Boltzmann method (IB-LBM), which is easy to parallel computing using
GPU. The parallel computing shortens the computing time of IB-LBM, and using multiple GPUs does
more. However, in multi-GPU computing, it is necessary to communicate data between GPUs. It results
in decrease of parallel efficiency.

We implement IB-LBM in three ways in order to increase parallel efficiency. One implementation is
naive. In another implementation, we reduce amount of communication data, for example, considering
the velocity direction of particles. In the other implementation, calculation time hides communication
time. CPU communicates data while GPU computes domain that is not related to communication. As a
result, second implementation improve performance of IB-LBM, and third more.

In addition, we evaluate performance of IB-LBM, changing the way to assign GPUs to subdomains when
two dimension split. Split direction and whether GPUs are in same compute node affect communication
time between the GPUs. In order to hide communication time to the fullest extent, we have to assign
GPUs to subdomains properly. By doing this, we improve performance of IB-LBM.

In this talk, we present the implementation of IB-LBM and assigning GPUs to subdomains properly, and
show the performance improvement by the implementation and the way to assign GPUs.
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A64FX is processor made by Fujitsu. It is famous for Fugaku which is the fastest supercomputer in the
world at TOP500 which is performance ranking of the Linpack benchmark. The feature of A64FX is
64-bit ARM architecture and Scalable Vector Extension SIMD instruction. Moreover, one A64FX chip
is consist of 4 Core Memory Group (CMG) that has 13 cores (12 calculation core and 1 assistant core),
2nd cache, and memory controller. As a result of it, we have to consider it when you do optimization
of software. The performance of system which installs A64FX in TOP500 is very good, although we
have to think about general purpose of using A64FX. And to do it, we must know the characteristics of
processor and compiler. The object of this talk is it.

In HPC field, computational fluid dynamics (CFD) is one of the popular research subjects because of
its amount of calculation. Lattice Boltzmann methods (LBM) is popular and often used because we can
provide better performance easily with parallel computing. It is consist of streaming process and collision
process. Streaming process is memory copy part. Collision process is calculation part. Therefore,
performance of LBM is an important optimization problem and a good benchmark of supercomputer.

As a part of this study, we first optimize LBM with 1 CMG on A64FX at Wisteria-Odyssey that is
operated at Information Technology Center, The University of Tokyo. We use (x, y, z) = (256, 256, 256)
grid point simulation and D3Q27 model. The baseline optimization is very important. For example,
blocking algorithm and code style for compiler SIMD optimization are effective. Secondly, we work on
the optimization of 1 core (4 CMGs). We have to consider the communication between CMGs. Lastly,
we optimize LBM with many cores.

In this talk, we provide the optimization method of LBM on A64FX, and difficulty information. We also
show the result of optimization of LBM. For example, blocking and compiler SIMD optimization are
very important.
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A full Eulerian fluid-structure interaction (FSI) formulation is an attractive method for high-
performance computing and treating large deformation of solid. In this method, motions of solid 
and fluid are numerically solved with a spatially fixed mesh. In short, material interfaces cannot be 
captured by computational meshes and need to be represented by a color function in this method. 
Conventional full Eulerian methods cannot avoid the numerical dissipation of interfaces due to 
solving their advection equations. And also, imposing velocity boundary conditions to arbitrary 
positions and shapes in a computational domain. 

In order to overcome the numerical dissipation of interfaces, we have proposed the full Eulerian 
FSI formulation with Lagrangian marker particles[1]. However, it is still difficult to impose 
velocity boundary conditions for arbitrary positions and shapes in a computational domain. For 
non-conforming mesh methods, immersed boundary methods have been proposed to impose 
velocity boundary conditions to arbitrary positions and shapes. Thus, in this research, we introduce 
the immersed boundary method[2] to our method[1] to impose velocity boundary conditions for 
arbitrary positions and shapes in a computational domain. 
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ABSTRACT 
A multi-phase multi-component thermal-hydraulic simulation code JUPITER[1] has been 
developed to analyze the molten material behaviour under severe accident conditions in nuclear 
reactors. In JUPITER, the THINC/WLIC method[2] was implemented as an interface tracking 
method, which enabled us to accurately calculate the dynamics of the multiphase interface of the 
molten material at relatively low flow velocity. However, when JUPITER is applied to air-water 
two phase flows in fuel bundles, there is a problem that the Volume of Fluid (VOF) value is 
stripped from the interface and small VOF values drift in turbulent flows where coalescence and 
separation of the interface are active. To improve the interface tracking method of the JUPITER 
code, the applicability of the phase-field method[3] has been investigated. In this study, the phase-
field method is applied to the JUPITER code and the droplet oscillation phenomena are analyzed. 
The numerical results are compared with the theoretical solution to clarify the sensitivity of the 
phase-field method to its hyperparameters such as the mobility and the interface width. 
 
 
ACKNOWLEDGEMENTS 
This research was supported in part by the Japan Society for the Promotion of Science 
(KAKENHI), a Grant-in-Aid for Scientific Research (C) 19K11992, 21K11911 from the Ministry 
of Education. Computations were performed on the SGI8600 at the Japan Atomic Energy Agency. 

REFERENCES 

[1] Susumu Yamashita, Takuya Ina, Yasuhiro Idomura and Hiroyuki Yoshida. A numerical 
simulation method for molten material behavior in nuclear reactors. Nuc. Eng. Des. (2017) 322: 
301-312. 

[2] Kensuke Yokoi. Efficient implementation of THINC scheme: A simple and practical 
smoothed VOF algorithm. J. Comp. Phys. (2007) 226: 1985-2002. 

[3] Pao Hsiung Chiu and Yan Ting Lin. A conservative phase field method for solving 
incompressible two-phase flows. J. Comp. Phys. (2011) 230 1: 185-204. 

1898



A Weakly Compressible Flow Computation of Liquid Film with Interface-adapted AMR methodTongda Lian, Shintaro Matsushita and Takayuki Aoki

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

 A Weakly Compressible Flow Computation of Liquid Film  
 with Interface-adapted AMR method 

 
Tongda Lian1*, Shintaro Matsushita2 and Takayuki Aoki3 

1 Tokyo Institute of Technology, 2-12-1-i7-3 Ookayama, Meguro-ku 1528550, Tokyo, Japan,  
E-mail: lian@sim.gsic.titech.ac.jp 

2 Tokyo Institute of Technology, 2-12-1-i7-3 Ookayama, Meguro-ku 1528550, Tokyo, Japan,  
E-mail: matsushita.s.ad@m.titech.ac.jp 

3 Tokyo Institute of Technology, 2-12-1-i7-3 Ookayama, Meguro-ku 1528550, Tokyo, Japan,  
E-mail: taoki@gsic.titech.ac.jp 

 
Key Words: Liquid film, Surfactant, Langmuir model, Tree-based AMR method, GPU computing 

Direct numerical simulation of the formation and rupture of thin liquid film is performed by using 
weakly compressible scheme with interface-adapted adaptive mesh refinement (AMR) method. In 
conventional semi-implicit method that solves the pressure Poisson equation to solve the 
incompressible two-phase flows, the computational cost increases drastically as the size of 
problem becomes larger, which cause a severe scalability problem and is not suitable for parallel 
computing. Based on low-Mach-number assumption and isothermal Navier-Stokes equation, an 
independent hyperbolic pressure evolution equation is derived and a fully explicit time integration 
that has good scalability and efficiency is developed. 

To capture the moving gas-liquid interface, a coupled phase-field and level-set method is 
developed. Finite Volume Method (FVM) is used to solve the conservative Allen-Cahn equation 
and conserve the total mass of each phase. The normal vector of interface used in Allen-Cahn is 
derived by level-set function, which can provide better accuracy. The time evolution of level-set 
function is based on advection. Level-set function is re-initialized by phase-field function every 
several dozen steps during the simulation to keep the unique property that the absolute value of 
the gradient of level-set function is one.  

GPU code for parallel computing based on CUDA is developed for a tree-based AMR that is able 
to reduce the computational cost by assigning a high-resolution mesh around the moving interface 
region automatically. A two-dimensional soap bubble growing simulation is performed with and 
without considering the Marangoni effect caused by the transportation of surfactant. Langmuir 
model is adopted to numerically describe the adsorption and desorption of surfactant on the 
liquid-gas interface. The finest cell size is 0.0195mm, which is equivalent to 8,192×8,192 
uniform cells. This computation indicates that the behavior of the thin liquid film is reproduced 
by the explicit scheme and AMR method.  
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Hot-dip galvanizing (HDG) is a surface coating technology used for corrosion protection of steel; 
it is widely used for commercial purposes because by employing this method, steel can be mass-
produced using continuous HDG lines. Surfaces of HDG films have a shiny and beautiful texture, 
termed as “spangle,” which greatly influences corrosion resistance and appearance. Therefore, it is 
essential to reveal the formation mechanism of the spangle texture during galvanization.  
 
Recently, Takaki et al. [1] and Kim et al. [2] conducted phase-field simulations to reveal the 
formation mechanism of the spangle texture, and both the studies revealed that the characteristic 
interfacial properties lead to the formation of this texture. However, very little information 
regarding the true interfacial properties of zinc alloys is available. Data assimilation is a promising 
method for inferring material properties; this method combines experimental observations and 
numerical simulations [3]. However, it incurs large computational costs, as multiple numerical 
simulations with different material properties and/or computational conditions are involved.  
 
In this study, we accelerated data assimilation for three-dimensional dendrite growth simulations 
using the phase-field method by employing parallel computing schemes using multiple graphics 
processing units. We used an efficient data assimilation technique, that is, the local ensemble 
Karman filter. The accuracy of the assimilation was confirmed via twin experiments. In the near 
future, we aim to combine time-resolved X-ray tomography [4] and large-scale phase-field 
simulation to infer the interfacial properties of zinc alloys, which are used as HDG materials.  
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In recent years, the use of GPU as computational accelerator has attracted wide attention. 
Powerful computing performance and high bandwidth for data transfer are the main features of 
GPU. In the simulation of incompressible fluid flow, a Poisson equation should be solved 
implicitly. This poses a great challenge for massively parallel and scalable computing because of 
the complexity in the iteration algorithms and the slow convergence rate for two-phase flows with 
a high density contrast. On the other hand, weakly compressible Navier-Stokes equations are 
becoming a popular alternative for simulation of incompressible fluid flows. A pressure evolution 
equation can be derived under the low Mach number and isothermal condition. Recently, a 
weakly compressible scheme with adaptive mesh refinement has been successfully applied to 
simulate two-phase flows [1]. 
 
To address the demand for high-performance large-scale simulation of two-phase flows, a 
momentum-conserving weakly compressible Navier-Stokes solver with multi-GPU computation 
is proposed. Following the principle of consistent transport, the Con-CAC-LS solver that involves 
conservative Allen-Cahn equation and level-set method and the Con-PLIC-HF solver that 
involves PLIC-VOF and height function method are developed. Combined with the evolving 
pressure projection method to damp the acoustic wave [2], this solver aims at a robust and 
accurate computation of violent two-phase flows with a high density ratio, while taking advantage 
of fully explicit time integration of the weakly compressible Navier-Stokes equations. 
 
For multi-GPU computation, the strong scaling with two types of domain partition is evaluated 
and a better scalability is exhibited by the 3D partition. The technique for overlapping 
communication and computation is implemented and discussed. Finally, the conservative solvers 
are used to simulate the Rayleigh-Taylor instability, milk crown, dam break and liquid jet 
atomization problems. Accurate and delicate evolution process of the two-phase interface is 
demonstrated. 
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We propose in this work a framework dedicated to the movement of rigid bodies inside 3 
dimensional complex geometries which are discretized with conformal unstructured meshes. 
Several applications can take benefit from this framework such as shape design and Fluid 
Structure Interactions (FSI) to name a few. This paper will focus on FSI applications. The 
displacement imposed on the rigid bodies is smoothly interpolated to the mesh elements 
inside the domain to deform the whole mesh with respect to the prescribed displacement. 
The mesh movement is considered to be part of mesh deformation problems. In this work, 
Radial Basis Functions (RBF) interpolation method is used to deform the mesh. This algebraic 
interpolation approach is well known for its robustness, but it is too expensive on large scale 
meshes.  

The objectives of this work are twofold: 1- Speeding up the RBF calculations in a large-scale 
parallel environment. Indeed, the resulting linear system has a good hierarchical matrix 
structure which is exploited to build a parallel hierarchical low-rank solver to speed up the 
mesh deformation interpolation. The low-rank approximation is driven by a predefined error 
tolerance. 2- Combine the RBF computed displacement with local remeshing to prevent mesh 
invalidity during long term displacements or large deformation. The displacement field is used 
to predict bad quality elements to be locally remeshed. A metric based on the displacement 
field is derived to inform the remeshing tool which element is subject to local modification. 
The remeshing is performed in parallel as well the whole the computation pipeline.  

Numerical experiments were conducted on numerous 2D and 3D complex geometries with 
deep analysis on convergence, mesh quality and performance. The results and performance 
assessments will be presented.  
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Resin parts have been widely used as load-carrying components in many mechanical engineering fields.
Thus, engineers must deeply consider estimating the mechanical material property and understanding
the mechanical response. In many cases, the finite element method (FEM) is employed to predict the
mechanical property and response. It is necessary to divide the target component into the mesh for FEM.
However, the complicated component and/or whole structure is difficult to divide the mesh, furthermore,
high computational cost.

In this study, we propose a structural simulation based on the Eulerian formulation using marker particles
[1] for resin materials. The proposed method represents the target components by particles in a fixed
Cartesian mesh. As a result, it is possible to avoid the numerical diffusion of the solid interface and the
solid internal variables. Furthermore, it is suitable for high-performance computing. The conventional
method is applied to the elastic or elastoplastic material under large deformation. Considering this,
implementing the material model for resin material[2] based on the elastoplastic formulation.

We demonstrate representative numerical examples to evaluate the validity of the present method. The
numerical result is compared with the FEM and/or experimental results from the point of view of the
deformed shape and stress value.
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There are multi objectives in the aerodynamic development of automobiles, which are not only 
drag reduction but also improvement of running stability, aeroacoustic noise reduction, thermal 
cooling, etc.. In recent years, with the development of high-performance computing technology, a 
computational fluid dynamics (CFD)-based multi-objective shape optimization for automobile 
aerodynamics is being realized. To contribute to actual product development and support design 
engineers, it is also important to extract useful knowledge for design from the Pareto solutions of 
the multi-objective optimization. The proper orthogonal decomposition (POD) is a powerful 
technique for such data mining from the Pareto solutions [1, 2]. Automobile aerodynamics 
engineers has conventionally discussed the relationship between aerodynamic performance and 
flow phenomenon focusing on the flow structure and topology around automobile.  
Therefore, in this study, we applied the POD to extract characteristic flow structures as the POD 
modes of time-averaged velocity field from the results of aerodynamic shape optimization for a 
1/5 scale sedan-type automobile model [3]. Relationship between extracted flow structures and 
aerodynamic performances of the automobile model was statistically analysed and the flow 
phenomena related to the Paleto-optimal aerodynamic characteristics were clarified. 
The aerodynamics analysis for each sample of the evolutionary multi-objective optimization had 
been conducted by using the building cube method (BCM) with the immersed boundary method 
(IBM). The time-averaged velocity field in approximately 200 samples, analysed during the 
optimization, were analysed by the POD. As the principal component regression (PCR), 
regression analysis between the mode coefficients and the objective functions was performed, and 
the POD modes related to the objective aerodynamic performances were investigated. 
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The phase-field (PF) method is the only numerical method that can quantitatively predict dendrite 
growth. However, it has the disadvantage of a high computational cost because it is based on a 
diffuse interface model. To accelerate the PF computations, parallel computations have been 
conducted using multiple graphic processing units (GPUs), which exhibit high parallel processing 
performance. Alternatively, the adaptive mesh refinement (AMR) method, in which fine meshes 
are arranged only around the interface, has also been used to improve computational efficiency.  

 
Through the combined use of parallel GPUs and AMR, further acceleration of PF computations 
for dendrite growth has been achieved [1]. However, because of the use of AMR, the execution 
time of PF computation for each grid point increases several times as compared to that with a 
uniform mesh. In the previous study, a block-structured AMR method was used, which offers the 
advantage of sequential memory access when computing the PF model using a finite difference 
method [1]. However, the method requires memory access for reading grid-point data on adjacent 
blocks to compute the outer grid points of the blocks. This process generates multiple branch 
divergence depending on the position of the outer grid points and the difference level from the 
adjacent blocks, which degrades the execution rate of the GPU. 

 
In the present study, to solve the degradation of computational speed in the previous reports [1], 
the mother-leaf method [2] has been implemented on the parallel GPUs code with AMR of a PF 
dendrite growth simulation. The mother-leaf method reduces the total number of outer grid points 
of blocks by allocating each block to the parent node of leaf nodes. The computational 
performance of the developed method has been compared with the results of previous studies [1] 
to evaluate the improvements in computational efficiency.  
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The flood poses a great threat to the safety of human lives and properties, when it accompanies 
floating objects such as driftwood, damage is multiplied [1]. In this study, computational fluid 
dynamics (CFD) based simulations for the motion and mechanical properties of driftwood are 
carried out. The cumulant lattice Boltzmann method (LBM) [2] and discrete element method 
(DEM) are utilized to simulate fluid phase and solid phase respectively. For the interface 
capturing method, a conservative Allen-Cahn equation is employed to maintain the mass 
conservation. In order to achieve high performance computing (HPC), CUDA programming and 
adaptive mesh refinement (AMR) [3] method are applied.  
 
The driftwood capturing experiments in water tank were simulated first for validation. By 
comparing the snapshots, water height and force, it can be concluded our simulation results show 
good agreement with experimental results, proving that our method is appropriate for driftwood 
simulation. 
 
After the validation process, simulations of the actual driftwood disaster happened in Otomo area 
of Iwate Prefecture were performed. By using AMR method, the number of meshes is reduced by 
around 78% compared to using uniform meshes. Results showed that accumulation positions of 
driftwood in simulation have a good agreement with that of real situation.  
 
In conclusion, large-scale simulations of driftwood disasters using GPU supercomputers show 
that the simulation results exhibit a certain degree of agreement with the actual situations. The 
simulation method is of great significance for driftwood disaster prediction and prevention. 
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In numerical simulations of tidal current power generation farms, large-scale CFD simulations with 
a high-resolution grid are required to calculate the interactions between tidal turbine wakes. In this 
study, we develop a numerical simulation method for tidal current turbines using the lattice 
Boltzmann method (LBM), which is suitable for large-scale CFD simulations. Turbines are 
modeled using the actuator line model (ACL)[1], which represents each blade as a point cloud. In 
order to validate our LBM-ACL model, we conducted a water tank experiment with two turbines 
and simulated the same conditions as in the experiment. The time series of the calculated and 
experimentally measured torques oscillate regularly, which is the effect of the regular waves. The 
torque of the backward turbine is smaller than that of the upstream turbine, which is due to the 
velocity deficit of the wake of the upstream turbine. LBM simulations could reproduce the 
experiment in terms of wake interaction and wave effects on turbine performance, and we 
confirmed the validity of the LBM-ACL approach. Our LBM-ACL code can be applied for a tidal 
current power farm, and we demonstrated a simulation for ten tidal current power farm with 80 
turbines using 1.48 billion grid points and 16 GPUs Tesla P100 on the multi-GPU system ITO 
subsystem B at Kyushu University. 
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Conventional assessment of vehicle aerodynamic performance has been conducted under 
uniform flow conditions using both experiments in wind tunnels and simulations. 
However, unsteady aerodynamic forces always act on a road vehicle in the practical 
environment due to atmospheric turbulence and vehicle motion, which affect the vehicle's 
steering and fuel consumption. Therefore, there is a need for a method to predict such 
unsteady aerodynamic forces with high accuracy and to assess the aerodynamic 
performance of vehicles under practical driving conditions. 
 
In this study, we developed a coupled analysis framework using CUBE, a fluid analysis 
software developed by RIKEN and Kobe University, and Project Chrono, an open-source 
vehicle motion analysis software. It can be applied to simulate the situation where vehicle 
motion and aerodynamic forces interact with each other. Moreover, the real driving 
environment where the wind fluctuations should be taken into consideration can also be 
conducted using the current framework. With this framework, we can assess the 
aerodynamic performance under the practical environment. 
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Foam formation is a common phenomenon that occurs daily, such as soap, beer, and sea foams. 
The phenomenon also occurs in various industries, such as textile, food, and oil recovery. Foam 
formation simulation is challenging because the liquid film separating gas bubbles is very thin 
compared to the bubble diameter, and the mechanisms to stabilize the foam formation are 
complicated. It is difficult to simulate the problem using conventional methods because of the 
finite resolution to resolve the thin film. As a result, bubble coalescence will occur when multiple 
interfaces are within a single computational cell, a phenomenon is known as numerical coalesce. 
 
We simulate the foam formation using a multi-phase-field (MPF) lattice Boltzmann method 
(LBM) with adaptive mesh refinement (AMR). Using the MPF model, multiple bubble interfaces 
can be simulated within a single cell, preventing the numerical coalesce. The cumulant LBM is 
employed to simulate the hydrodynamics stably and efficiently using parallel computers. AMR is 
introduced to simulate the problem efficiently by concentrating the computational cells at the 
interface regions. The proposed method has been validated and used for large-scale simulation of 
foam formation with many bubbles. Several cases are simulated to gain insight into the behavior 
of the foam formation using various surface tension, bubble sizes, and viscosity. This study is 
expected to help understand the effect of foam formation on heat transfer in a medium in the 
future. 
 

REFERENCES 

[1] Sitompul, Y. P. et al. Simulation of turbulent bubbly pipe flow with high density ratio and 
high reynolds number by using the lattice boltzmann method and a multi-phase field model. Int. 
J. Multiph. Flow. (2021) 134: 103505. 

[2] Aihara, S., et al. Multi-phase-field modeling using a conservative Allen-Cahn equation for 
multiphase flow. Comput. Fluids. (2019) 178: 141-151. 

[3] Watanabe, S., and Aoki, T. Large-scale flow simulations using lattice Boltzmann method 
with AMR following free-surface on multiple GPUs. Comput. Phys. Commun. (2021) 264: 
107871. 

1909



Super-simulation of Coal Gasification Facility on FugakuShinobu Yoshimura, Hiroaki Watanabe, Ryoichi Kurose, Tomonori Yamada, Shigeki Kaneko, 
Junya Yoshida and Kaworu Yodo

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Super-simulation of Coal Gasification Facility on Fugaku 
 

Shinobu Yoshimura1*, Hiroaki Watanabe2, Ryoichi Kurose3, Tomonori Yamada1, Shigeki 
Kaneko1, Junya Yoshida4 and Kaworu Yodo5 

1 The University of Tokyo, 7-3-1 Hongo, Bunkyo, Tokyo 113-8656, Japan 
{yoshi, tyamada, s_kaneko}@sys.t.u-tokyo.ac.jp 

2 Kyushu University, 6-1 Kasuga-koen, Kasuga-shi, Fukuoka 816-8580, Japan 
whiroaki@tse.kyushu-u.ac.jp 

3 Kyoto University, Katsura, Saikyo-ku, Kyoto 615-8540, Japan 
kurose@mech.kyoto-u.ac.jp 

4 NuFD Co. Ltd., 1-10-10 Higashi-Gotanda, Shinagawa, Tokyo 141-0022, Japan 
yoshida@nufd.jp 

5 Insight Inc., 5-29-12-407 Hongo, Bunkyo, Tokyo 113-0033, Japan 
yodo@meshman.jp 

 
Key Words: Coal Gasification, Combustion LES, Thermal Conduction and Cooling, Two-way 
Coupled Simulation, Supercomputer Fugaku 
 
 
In this research, we target one of innovative clean energy systems, i.e. carbon-free coal 
gasification plant. The coal gasification is one of the key technologies to drastically reduce CO2 
emission from coal fired power generation.  Coal is crushed into fine particulate matter and then 
partially burned into gas in a high-pressure and elevated-temperature environment.  
 
We perform a high-fidelity two-way coupled simulation of combustion turbulent flow and 
thermal conduction and cooling in a reactor vessel of a laboratory-scale coal gasification facility.  
We first explain our developed multiphysics and multiscale simulations on the Supercomputer 
Fugaku, which we call Super-simulation in short.  Here a unique parallel coupler, 
REVOCAP_Coupler, is used to integrate highly parallelized independent solvers such as a FVM-
based combustion LES flow solver, FFR-Comb, and a FEM-based thermal conduction and 
cooling solver, ADVENTURE_Thermal.  
 
The simulation results are quantitatively compared with experimental results obtained from the 
laboratory-scale experimental facility.  We succeeded in quantitatively reproducing the 
experimental phenomena in the facility with regard to temperature distribution as well as 
generated chemical components. The developed simulations will be powerful tools to improve the 
design and operation of actual coal gasification plants. 
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POD (Proper Orthogonal Decomposition) is the most typical method for decomposing the flow 
field into the modes [1]. However, since POD reduces the system's dimension by a linear 
function, it is known that sufficient reproduction accuracy cannot be obtained in a flow field in 
which advection is predominant, and non-linearity is prominent [2]. Therefore, Murata et al. used 
a convolutional neural network (CNN) to perform non-linear mode division for a two-
dimensional flow field around a cylinder [3]. In this study, this network is expanded to three 
dimensions, and mode division is performed by large-scale distributed learning on Fugaku.  
  
As a result, it was confirmed that if the time interval of the flow field snapshot data to be learned 
can be sufficiently small to resolve the oscillation with a short cycle, the reproduction accuracy of 
the detailed vortex structure of the flow field improves as the number of modes increases. In 
addition, it was confirmed that the computational performance in distributed learning on Fugaku 
scales well to about tens of thousands of nodes (million cores) by increasing the number of 
decomposing modes. 
  
Based on the above results, by using the neural network used in this study, we demonstrate the 
possibility that the complex vortex structure and short cycle oscillation of a three-dimensional 
fluid can be reproduced with sufficient accuracy by adjusting the accuracy of the learning data 
and the number of modes. In the future, we would like to increase the scale of distributed learning 
further and aim to improve parallel computing performance to decompose with a sufficient 
number of modes required for the reproduction of the complex three-dimensional flow field. 
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We developed a block-structured static adaptive mesh refinement (AMR) CFD code for the 
aerodynamics simulation using the lattice Boltzmann method on GPU supercomputers. The data 
structure of AMR was based on the forest-of-octrees, and the domain partitioning algorithm was 
based on space-filling curves (SFCs) [1]. 

We evaluated the performance of the code and found that, in GPU computing, the SFC-
based domain partitioning had a bottleneck on costly halo data communication. To reduce the halo 
data communication, we introduced the tree cutting approach (Fig. 1, Ref. [2]), which divided the 
global domains with a few octrees into small sub-domains with many octrees, leading to a 
hierarchical domain partitioning approach with the coarse structured block and the fine SFC 
partitioning in each block. 

The tree cutting improved the locality of the sub-divided domain, and reduced both the 
amount of communication data and the number of connections of the halo communication. In the 
strong scaling test on the Tesla V100 GPU supercomputer, the tree cutting approach showed ×1.82 
speedup at the performance of 2207 MLUPS (mega-lattice update per second) on 128 GPUs. 
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Fig 1: 2D example of domain partitioning in AMR. (a), (b) With conventional space-filling curve 
(SFC) approach. (c), (d) With tree cutting approach. 
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Topology optimization [1,2] is widely used in structural engineering design problems, including 
automobile frames. To obtain the conceptual structure of an automobile frame from a large area 
of metal blocks by topology optimization, we need a volume constraint of less than 1% and 
sufficient element resolution. The building-cube method (BCM[3]) with hierarchical Cartesian 
mesh has been developed for large-scale industrial simulations for fluid dynamics and also for 
fluid-structure interaction analysis[4].  
 
Authors have developed a voxel topology optimization framework using finite element analysis 
under the BCM environment. Topology optimization of billions of elements intended for a 
vehicle frame subject to a single load case is performed using tens of thousands of processors, and 
its parallel performance is measured. In this paper, topology optimizations of automobile frame 
structure subject to multiple load cases are discussed. Torsional and bending load case is assumed 
to obtain a more robust and realistic design with various directional forces. The optimal shapes of 
a single load case and multiple load case are compared. Based on these results, we will discuss 
the characteristics of topology optimization itself that are necessary for the assembly-level 
manufacturing constraint function to be developed in the future. 
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High-fidelity simulations of compressible turbulent flows play a crucial role in the development of fu-
ture technologies. Exascale computing will be a key component in enabling high-fidelity analysis and
design but fundamental shifts in computing architectures have introduced challenges into how to best ex-
ploit modern hardware. High-order, matrix-free methods have the potential to dramatically improve the
efficiency of these simulations by benefiting more from the high computational throughput on modern
hardware compared to traditional second-order methods. Unfortunately, modern hardware is changing
rapidly and refactoring a code to work efficiently on the latest hardware is becoming increasingly in-
feasible. In an effort to avoid architecture specific programming, software libraries such as Trilinos and
programming models such as Kokkos are important to obtain performance portable implementations.

In this talk, we provide an overview of a performance portable implementation for high-order, entropy-
stable spectral collocation schemes for tensor product elements through the use of Trilinos libraries and
the Kokkos programming model. We introduce a preconditioned Jacobian-free Newton-Krylov method
to drive unsteady simulations of turbulent compressible flow. We also provide a detailed performance
analysis of the solver on various CPU and GPU architectures and compare our implementation with
methods used for traditional finite volume schemes. We show that these high-order schemes perform
better on modern hardware given a metric that includes both time-to-solution and error.
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Camellia is a finite element library designed to facilitate rapid development of computationally efficient,
hp-adaptive finite element solvers, starting with support for DPG. Intrepid2 is a package within Trilinos
upon which Camellia depends for assembly. In Camellia, we have recently added support for meshes
beyond 3D, with particular application to the Vlasov equation and space-time finite elements. Mean-
while, in Intrepid2 we have added data structures to support efficient storage of tensor-product data, and
implementations of sum-factorized assembly built atop those structures. In this talk, we discuss these
capabilities, as well as efforts to combat the curse of dimensionality, with some sample results from
space-time Vlasov problems.
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Recent and emerging HPC systems change the balance of compute/memory/latency. This has fundamen-
tal consequences on choice of data structures and algorithms to accurately and efficiently solve physical
problems. Although some existing software exploits structure in high order methods to achieve high
performance on modern architectures, it usually comes with compromises such as special-purpose appli-
cation, incidental complexity and debugging difficulties for users and developers, limited architectural
targets, and complex packaging and distribution. libCEED is a new mathematical software library that
offers flexible, performance-portable algebra for finite element operators and preconditioning. It offers
a simple interface that readily handles real-world complexities such as implicit material models, stabi-
lization/shock capturing techniques, and matrix-free multigrid without compromising performance on
various computational device types. libCEED exploits structure in high-order finite/spectral elements in
a lightweight package without environment assumptions. In this presentation, we investigate the effect
of problem size, polynomial degree, parallelism, and physical complexity on the accuracy, cost, and ex-
ecution time on CPU and GPU architectures for a variety experiments including compressible turbulent
flows.
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The finite element analysis (FEA) is considered one of the most popular numerical techniques used
to get the solution of a Hertzian contact problem. However, one of its limitations is the utilization of
approximate geometry, which causes geometric error in the analysis. This problem can be alleviated by
the isogeometric analysis (IGA) technique [1]. This is because the technique uses spline technology to
create geometric models. It also provides various refinement options, viz., order elevation, knot insertion,
and a combination of the former two, i.e., k−refinement for geometric smoothness. The application of
IGA to contact problems has gained popularity because of the deliverance of its accurate and robust
predictions over FEA [2]. To the best of the authors’ knowledge, a comparative assessment of refinement
techniques in IGA is not available for the solution of contact problems and hence is the scope for present
work. In this contribution, an investigation of several refinement techniques in IGA is presented for the
solution of the 2D Hertzian contact problem. In combination with the Gauss-Point-to-Surface (GPTS)
formulation, the penalty method is used to incorporate the contact constraints. It is validated that the
order elevation and the knot insertion techniques in IGA imitate the p− and h−refinement techniques in
FEA, respectively. The accuracy of the results improves with the increase in the order of underlying basis
functions or new knots in the knot vector, provided the geometry and parameterization are preserved.
Further, the numerical results using knot insertion converge to the actual solution faster than the order
elevation for each refinement step. The k−refinement technique, which utilizes an order elevation process
followed by knot insertion, provides better results even with the coarse mesh resolution. The oscillations
in the results using this technique reduce faster than the other two techniques. It is concluded that the
order elevation and the knot insertion steps within the k−refinement technique can be incorporated in a
controlled manner to optimize the computational cost and time.
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To accurately simulate the geomechanical response of a complex subsurface system, such as an aquifer or
a hydrocarbon reservoir, it is critical to capture the behavior of faults and fractures. Several phenomena,
such as micro-seismicity and fracture propagation, depend on the nature of these discontinuities. As a
result, it is important to account for the complex behavior across these fractures explicitly. From a mod-
eling viewpoint, it is necessary to simulate the influence of the fractures on the mechanical deformation.
Dealing with frictional contact problems lies at the core of the challenge [1].

The frictional contact problem is one of the most challenging in the computational mechanics field, since
it usually produces a stiff non-linear problem associated with a series of linear systems, that is hard to
solve efficiently. We use Lagrange multipliers to enforce the constraint and we focus on two different
discretization techniques, one of which is intrinsically stable, while the other requires a stabilization [2].

To solve the saddle-point Jacobian matrices arising from the linearization, we propose a constraint pre-
conditioner where the primal Schur complement is obtained by eliminating the Lagrange multipliers
unknowns. Suitable augmentation is presented for the intrinsically stable case. Finally, an optimal multi-
grid method [3] is applied to efficiently solve the Schur complement. We provide numerical evidences
of the robustness and efficiency by solving large size problems from various applications.

Funding was partially provided by TotalEnergies through the FC-MAELSTROM project.
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A frequent strategy to model mechanical contact in a finite element context is to adopt the elements’ 
geometry to formulate the contact interaction. This strategy, however, can lead to numerical 
difficulties due to ill-defined contact geometries such as sharp corners formed between straight 
finite elements. To avoid such issues, particularly in the context of beam-to-beam contact, this work 
proposes a spline-based C¹ continuous contact formulation, able to model beams with circular 
cross-section. The main advantage of this approach stems from a spline description which 
guarantees a smooth geometry of the whole structure. The proposed contact formulation starts from  
a classical finite element mesh that defines the spline control points and leads to a spline-based 
mesh that is employed to model the contact interaction. Moreover, a consistent strategy is 
developed to split the spline patches into specific elements, more suitable for the contact 
interactions. The normal gap definition is based on an approach, first presented in [1] and later 
expanded in [2] to a spline description. Once the contact scenario and the gap are defined, a 
nonlinear normal interaction law is introduced. A two-parameter general polynomial law is 
proposed for the nonlinear normal contact interaction with the objective of modeling a broad range 
of problems, including the linear penalty case. A normal damping (dissipative) contribution is also 
included. For the tangential interaction, a specific gap that is geometrically defined by the tangential 
projection of the relative displacement obtained from two consecutive contact configurations is 
adopted [3]. With the tangential gap established, a specific rheological model including two sliding 
devices is used [4] which includes an elastic and a dissipative contribution. Additionally, static and 
dynamic frictional interactions are considered in the rheological model. Several examples are 
solved that show the robustness and applicability of the proposed formulation. 
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Unfitted methods simplify the cumbersome task of generating high-quality meshes that fits the com-
putation domain explicitly. In the unfitted methods, structured background meshes are used and the
underlying finite element spaces are modified to incorporate the geometrical details of the computational
domain. In this work, we consider frictionless contact problems in the context of finite deformation and
discretize this problem using an unfitted finite element method. We use the method of Lagrange multi-
pliers to enforce the non-penetration contact condition, where the inf-sup stability of the discretization
is ensured by employing the vital-vertex algorithm. Moreover, we also employ a variant of the ghost
penalty term to control the gradients of the solution on the cut-elements.

Solving such contact problems in the finite-deformation framework requires minimization of nonlinear
energy functional such that the non-penetration condition on the contact boundary is satisfied. Here, we
propose to use the trust-region method to solve such a nonlinear constrained minimization problem. The
proposed trust-region method provides convergence control and accommodates the constraints naturally
in the algorithm. To solve the arising trust-region subproblems, we use a tailored generalized multigrid
method that can tackle the linear inequality constraints and the point-wise constraints arising from the
convergence control. We show the essential modifications for the smoother to handle the contact and
the trust-region constraints, simultaneously. For the transfer operators, we use a so-called pseudo-L2-
projection which is designed specifically for the unfitted finite element framework. Lastly, the robustness
and the efficiency of the proposed solution method will be demonstrated and a comparison with the other
methods will be made.
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The mechanics of beam-to-surface contact has important applications in cardiovascular minimally 
invasive surgery (carotid and intracranial stents, catheters, guide-wires and coils, stent-retrievers 
for acute stroke treatment, venous filters and other devices to treat venous thrombosis). Surgical 
planning is still sub-optimal at the patient-specific level and there is a pressing need to provide 
surgeons with in-silico patient-specific models capable of capturing the complex mechanics of the 
contact between the device and the vessel. On top of this, the stringent clinical time frame calls for 
efficient algorithms, able to provide accurate simulations in a short time. 

This article builds upon our previous work in rotation-free shell elements [1] and beam to surface 
contact using corotational beams [2]. The formulation presented in [1] exploits the fact that the 
thickness to radius ratio of vascular vessels is relatively small and therefore, they can be accurately 
modelled using shell elements. The rotation-free shell element calculates both the membrane and 
bending behavior via displacement degrees of freedom for a triangular element, resulting in an 
efficient formulation to model complex patient-specific geometries while incorporating 
biologically relevant 3D hyperelastic constitutive models. In [2], the authors presented an efficient 
beam to rigid surface contact formulation using corotational beam elements. Such elements allow 
to decompose the deformation into rigid body rotations and small local deformations, which results 
into an efficient formulation as compared to Total Lagrangian beam models. 

This work presents a fully implicit algorithm that couples the contact between the corotational beam 
element and the rotation-free shell formulation. The new contributions are fully linearized to update 
the tangent operator and the system is integrated in time via the HHT-α method. The algorithm is 
implemented using Julia within an on-going open-source development. Overall, a consistent 
implicit contact dynamics formulation is obtained. Several examples are provided to illustrate the 
accuracy and robustness of the proposed algorithm. 
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We propose an enriched finite element formulation to address the computational modeling of contact
problems and the coupling of non-conforming discretizations in the small deformation setting. The dis-
placement field is augmented by enriched terms that are associated with generalized degrees of freedom
collocated along non-conforming interfaces or contact surfaces. The methodology follows from our pre-
vious work on the Interface-enriched Generalized Finite Element Method [1, 2]. The enrichment strat-
egy effectively produces an enriched node-to-node discretization that can be used with any constraint
enforcement criterion; this is demonstrated with both multiple-point constraints and Lagrange multi-
pliers, the latter in a generalized Newton implementation where both primal and Lagrange multiplier
fields are updated simultaneously. The node-to-node enrichment ensures continuity of the displacement
field—without locking—in mesh coupling problems, and to transfer fairly accurate tractions at contact
interfaces—without the need for contact stabilization—is demonstrated by means of several examples.
In addition, we show that the formulation is stable with respect to the condition number of the stiffness
matrix by using a simple Jacobi-like diagonal preconditioner.
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Fretting is a tribological phenomenon generated by two parts in contact, called first-bodies, 
undergoing a relative movement of small amplitude. In some dry contacts, as in the case of 
fretting, the relative motion between the two first-bodies generates third-body particles. 
This third body plays several roles in the life of the contact and notably participates in 
transmitting loads and accommodating velocities [1]. The understanding of the influence 
of the third body flow is a prerequisite to the writing of wear models taking into account 
the entire tribological triplet, constituted of the two first-bodies, the third body, and the 
loading system. 

The MELODY software, developed at LaMCoS [2], allows modeling the third body 
(Figure 1). Between two bodies, one rigid and the other deformable, a collection of 
deformable grains is generated, then subjected to normal pressure and shear. Numerical 
results show that the third body can present several aspects and flow according to several 
regimes (plastic, granular, agglomerated, etc.) depending on the values assigned to two 
parameters: stiffness and cohesion between particles. These different flow regimes greatly 
influence the stresses undergone by the first bodies and therefore their wear. During the 
lifetime of the contact, the 
thickness of the third body 
can vary greatly. We thus 
ran a campaign of 
numerical simulations in 
order to analyze the 
influence of the third-body 
thickness on the stresses 
undergone by the first 
bodies, and on their 
variations in time and 
space. 
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Figure 1 : Simulation with 700 deformable particles submitted to compression 
and shear. The lower body is deformable. The color indicates the constraints of 
von Mises. 
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In this contribution, we first present a consistent coupling method for fully embedding arbitrary 
curved one-dimensional (1D) Cosserat continua (i.e., beams) into three-dimensional (3D) solid 
volumes, as e.g., in fiber-reinforced materials [1]. The beams are explicitly modeled with 1D 
geometrically exact beam finite elements, while the surrounding solid volume is modeled with 3D 
continuum (solid) elements. The translational and rotational degrees of freedom of the beams are 
coupled to the solid, thus requiring a suitable definition of a representative rotation tensor field 
within the solid domain [2]. An objective, i.e., frame invariant, embedded mortar-type approach is 
presented to enforce the kinematic coupling constraints between the beam and solid elements on 
inevitably non-matching and mixed-dimensional meshes. We demonstrate optimal rates of spatial 
convergence and showcase the capabilities of the proposed method for various applications. 
 
As a second step towards increasingly complex beam-to-solid interaction scenarios, the mortar-
type coupling approach is extended to the 1D-2D case, i.e., the attachment of beams onto solid 
surfaces, well-known from biomedical devices such as endovascular stent grafts. Additional 
challenges arise due to the natural existence of a discrete field of surface normal vectors, which 
must be properly dealt with when formulating the coupling constraints to avoid unphysical 
internal stresses and to guarantee exact conservation of both linear and angular momentum. 
 
Finally, our recent research efforts regarding the most general beam-to-solid interaction scenario 
of unilateral contact are highlighted. While beam-to-solid volume coupling and beam-to-solid 
surface coupling could rely exclusively on a consistent formulation in the undeformed reference 
configuration, we must now carefully consider finite deformations and relative motions including 
finite sliding of beams across solid surfaces. Consistent linearization and its crucial importance 
for nonlinear solver robustness within implicit dynamics as well as the use of various state-of-the-
art discretization techniques for the solid bodies, e.g., NURBS-based isogeometric analysis [3], 
will be illustrated along with challenging applications from engineering practice. 
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Computational contact mechanics provide insight into various physical phenomena, e.g. frictionless
contact, frictional sliding, or wear problems just to name a few. Although mortar methods [1] are widely
considered the favorite approach due to their variational consistency, high accuracy and outstanding
robustness, the accurate evaluation of mortar terms and their linearizations comes at a high computational
effort and cost. While we have already proposed scalable iterative solvers for contact problems [2], the
cost for evaluating the mortar terms might become dominant or even prohibitive at large scale. While the
parallelization of the finite element evaluation is well established to speed-up simulations, the evaluation
of mortar terms requires special care in a parallel computing environment.

In this presentation, we study the impact of the curse of dimensionality onto the overlapping domain
decompositions of the volume and interface discretizations and its effect on parallel scalability and the
overall time to solution. As a remedy, we then develop load balancing schemes for static and dynamic
contact problems to optimally distribute computational work to all available hardware resources of par-
allel computing clusters [3]. Furthermore, we outline a geometrically motivated ghosting strategy based
on cartesian bins to reduce the storage and parallel communication of the master side of the contact
interface. We demonstrate weak and strong scalability of the proposed algorithms in the context of three-
dimensional static and dynamic contact problems and discuss load balancing and ghosting strategies for
various practical scenarios.

REFERENCES

[1] Popp, A., Gitterle, M., Gee, M. W. and Wall, W. A.: A dual mortar approach for 3D finite deforma-
tion contact with consistent linearization, Int. J. Num. Meth. Engng. (2010) 83(11):1428–1465.

[2] Wiesner, T. A., Mayr, M., Popp, A., Gee, M. W. and Wall, W. A.: Algebraic multigrid methods for
saddle point systems arising from mortar contact formulations, Int. J. Num. Meth. Engng. (2021)
122(15):3749–3779.

[3] Mayr, M. and Popp, A.: Scalable computational kernels for mortar finite element methods, Preprint
submitted for publication (2022)

1926



Effect of particles on contact model under three-body contact conditionsJeng-haur Horng, Yang-Yuan Chen and Thi-Na Ta

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Effect of particles on contact model under three-body contact conditions 
 

Jeng-Haur Horng1*, Yang-Yuan Chen 2, Thi-Na Ta 3 
1 National Formosa University, No.64, Wunhua Rd., Huwei Township, Yunlin County 632, Taiwan , 

e-mail: jhhorng@gmail.com, web page: http://www.tstt.org.tw 
2 National Formosa University, No.64, Wunhua Rd., Huwei Township, Yunlin County 632, Taiwan,  

e-mail: td7211@gmail.com 
3 National Formosa University, No.64, Wunhua Rd., Huwei Township, Yunlin County 632, Taiwan,  

e-mail: natt.mta@gmail.com 
 

Key Words: Wear particle, Contact mode, Friction, Interface 
 
Methodology: 
This paper studies the effect of the diameter and the number of the wear particle on the 
contact mode and friction coefficient at the contact interface under 3-body contact conditions. 
When the particle and two surfaces are in contact under the 3-body contact conditions, the 
friction coefficient (μs) is the sum of surface-to-surface friction (μss) and surface-to-particle 
friction (μsa) of solid contact, which can be calculated from three-body friction model [1]. The 
main cause of wear on the contact surface is the solid friction, so the contact behavior at the 
interfaces can be obtained from the changes in the surface contact area (Ass) and particle 
contact area (Asa) [2]. The results of an extensive set of simulations are then used to obtain 
the curve-fit expressions for the film thickness [3,4]. 
Results: 
The results show that the friction coefficient increases with increasing particle diameter (xa) 
and the number of particles per unit area (ηa), and decreases with increasing speed parameter 
(U). When the wear debris is too large or its concentration is too high, the contact model of 
the interface is easily transferred into the 3-body S-P contact model, which can produce an 
excessive friction coefficient. Controlling the size and concentration of wear debris can 
effectively increase the lifetime of components. 
Conclusions: 
This paper estimates the tribological performances of interface contacts using a 3-body 
contact model. The effects of size and concentration of particles on the contact model are 
analyzed. The proposed 3-body model is validated by comparing to the results obtained from 
the other existing model. This work is helpful to understand the contact mechanism transitions, 
the wear process during running-in in mechanical components, as well as the mixed 
lubrication mechanisms. 
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Recently, accelerated first-order methods have received significant attention for solving large-scale opti-
mization problems in data science. First-order methods do not use the second derivatives of the functions
in an optimization problem, and their computational cost per iteration is cheap. By incorporating an ac-
celeration scheme, the number of iterations required by a first-order method can be reduced considerably
[4]. Such an accelerated first-order method may possibly be efficient also for diverse problems in com-
putational mechanics. For instance, it was demonstrated through the numerical experiments that an
accelerated proximal gradient method developed for elastoplastic incremental problems outperforms a
conventional second-order optimization method [5]. The author proposed an accelerated Uzawa method
for frictionless contact problems [3].

This paper presents an accelerated first-order method for quasi-static problems with the unilateral contact
and the Coulomb friction. The method is designed based on a primal-dual algorithm [1]. Major compu-
tational efforts for each iteration is solution of a system of linear equations and projections of variables
onto the friction cones. We use a preconditioned conjugate gradient method for the former. The latter can
be highly parallelized. It is shown in the numerical experiments that the proposed method outperforms a
regularized and smoothed Newton method for second-order cone complementarity problems [2].
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The elastic quarter space problem is commonly encountered in practical mechanical systems such as
the contact of rail wheels, cam followers, gears and roller bearings. In these mechanisms the contact
limit is so close to the free edge that the edge effects cannot be neglected or ignored. Another situation
where edge effects modify the materials response is in the nanoindentation or indentation test (where the
mechanical properties of the samples are sought up to the ends of the free edges). For these different
contact cases, the Hertz assumptions are no longer valid, so a quarter space model enables to better
translate the physical reality. The quarter space problem was first investigated by Shepherd [1]. This
problem is very difficult and complex to solve analytically, several techniques have been developed
by researchers. Among them Hetenyi [2] ingeniously proposed a technique of overlapping half space,
which allowed to obtain an approximate numerical solution with an acceptable precision. Inspired by the
Hetenyi’s technique Guilbault [3] has proposed a new method of resolution. This paper presents a new
quick and convenient method for solving the finite space problem based on the Guibault’s method. Its
validation was carried out by comparison with the finite element method and the literature.

REFERENCES

[1] Shepherd, W.M. Stress Systems in an Infinite Sector. Proceedings of the Royal Society (1935)
A148(864) 284–303

[2] Hetenyi, M. A Method of Solution for the Elastic Quarter Plane. Journal of Applied Mechanics
(1960) 27(2) 289–296

[3] Guilbault, R. A Fast Correction for Elastic Quarter-Space Applied to 3D Modeling of Edge Contact
Problems. Journal of Tribology (2011) 133(3) 031402

1929



On the Application of Acceleration Techniques to a Partitioned Solution Approach to Thermo-
mechanical Contact
António Manuel Couto Carneiro, Rodrigo Pinto Carvalho, José L. P. Vila-Chã, Bernardo P. Fer-
reira and Francisco M. Andrade Pires

15th World Congress on Computational Mechanics (WCCM-XV)

   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July – 5 August 2022, Yokohama, Japan

On the Application of Acceleration Techniques to a Partitioned
Solution Approach to Thermomechanical Contact

António M. Couto Carneiro1,2*, Rodrigo  Pinto Carvalho1,2, José L. P. Vila-Chã1,2, 

Bernardo P. Ferreira1,2, and Francisco M. Andrade Pires1,2

1 Institute of Science and Innovation in Mechanical and Industrial Engineering (INEGI), Rua Dr.

Roberto Frias 400, 4200-465 Porto, Portugal, {amcc, rcarvalho, jvc, bpferreira, fpires}@fe.up.pt
2 Department of Mechanical Engineering, Faculty of Engineering  of the University of Porto, Rua

Dr. Roberto Frias 4200-465, Porto, Portugal

Key Words: Thermomechanical Contact, Mortar Method, Acceleration Techniques, Partitioned 

Solution

Thermomechanical coupling is of the most relevant multi-physics problems from the perspective

of mechanical engineering. When contact is involved, the coupling emerges from the heat transfer
across  the contact  zone and the dissipation of  the frictional  work into heat.  As a  result,  the

temperature evolution can trigger  harmful changes in the material and interface properties, for
instance, softening of the surrounding material and variations of the coefficient of friction. The

wide range of applications that call for predictions on thermomechanical contact problems has
fostered several investigations in the topic over the last decades. Solution approaches to this class

of problems can be divided into monolithic and partitioned solutions. Monolithic schemes have
superior stability and robustness,  at the cost of higher complexity in the construction and solution

of the system of equations [1]. On the other hand, (strongly) partitioned solution schemes provide
significant simplifications  of the implementation and may take advantage of several numerical

techniques already developed for mechanical and thermal problems. However, this approach may
lack convergence properties, namely concerning the iteration between fields [2]. This pitfall of

partitioned  solution  strategies  has  motivated  the  development  of  acceleration  techniques  for
coupled problems, typically studied in the absence of contact interaction [3].

Leveraging  the  significant  body  of  literature  on  these  techniques,  we  aim  to  accelerate  the

partitioned  solution  of  thermomechanical  contact  problems.  The  state-of-the-art  literature
identified relevant convergence acceleration techniques based on the  ease of implementation in

partitioned solution schemes and numerical performance. These strategies are implemented in the
in-house partitioned nonlinear finite element solver, equipped with a mortar-based discretisation

of  contact.  The  computational  efficiency  of  each  candidate  is  benchmarked  using  numerical
examples  with  varying  degrees  of  thermomechanical  coupling  at  the  contact  interface.  The

present  work  enables  the  identification  of  advantageous  alternative  solution  procedures  for
coupled  contact  interaction,  that  recover  the  solution  of  the  monolithic  approach,  retain  the

simplicity of the partitioned schemes and exhibit competitive computational cost.
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Nanoindentation has been used to evaluate the mechanical properties of the bulk, coating, 
or film materials at micro- and nano-scales as an advanced mechanical testing technique. 
Accurate and continuous measurements of the applied load on the indenter can be 
achieved at micro-Newton accuracy as a function of the indentation depth at the 
nanometer level. The major advantage of the depth-sensing indentation technique is the 
lack of requirements for the size and geometry of the material samples. Indentation 
experiments have been performed to evaluate mechanical properties and residual stresses 
of various types of materials. The nanoindentation responses from different types of 
indenters are closely associated with the elastoplastic stress–strain responses of isotropic 
materials. 
It is challenging to describe the evolution of the plastic zone underneath the indenter 
during nanoindentation, and it is recently known to be crucial to establish a constitutive 
model that features the plastic properties of the substrate materials based on their 
indentation responses. Using molecular dynamics and axisymmetric finite element (FE) 
simulations in this study, we show that the plastic zone shape in the elastoplastic 
materials under a three-sided pyramide-shaped Berkovich indenter is hemispherical in a 
broad range of length scales. Dimensional analysis is performed to derive dimensionless 
functions regarding the radius of the hemispherical plastic zone, considering the critical 
factors of the load–penetration depth (P–h) curve. By focusing on the loading and the 
complete unloading stages after completing extensive FE simulations, polynomial 
functions are proposed by associating the instantaneous and residual plastic zone radii 
with constitutive parameters, such as Young’s modulus, the hardening exponent, and the 
ratio of the representative stress and the reduced modulus.  
As the main objective of this work, we discussed the use of the proposed dimensionless 
functions to obtain the unique constitutive properties of materials, especially the plastic 
parameters. We used three reverse algorithms to demonstrate that three elastoplastic 
materials with similar P–h curves could have significantly different plastic properties. 
The predicted P–h curves and stress–strain relationships indicated that slight differences 
in the P–h curves led to significant differences in the stress–strain relationships for all 
three reverse algorithms. The plastic zone radius represents a crucial parameter in the 
reverse analysis for predicting the unique plastic parameters of materials. Thus, the 
proposed dimensionless function of the residual plastic zone radius is essential to 
obtaining the relation between the evolution of the plastic zone radius and the unique 
plastic parameters of materials. 
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Contact problems are governed by inequality constraints, which have been at the core of many research
during the past decades [1, 2]. Most of these methods are quite efficient in modeling the inside of the
contact zone, however only a few of them are able to sharply model the contact front (contact zone
boundary). Yet, a sharp representation of the contact front is necessary to get optimal convergence rate,
as it was shown by [3] for instance.

In this work, an efficient way to model sharp contact front is proposed, based on the X-MESH approach
which was originally introduced in [4] to model phase-change fronts. The key idea is to move the nodes
of a finite element mesh to have a time continuous, sharp representation of the contact front. These nodes
movements allow to model topological change of the contact front, including coalescence and splitting,
without remeshing or changing the mesh topology. Some finite elements may eventually reach zero
measure, but we show in this work that this can be properly tackled.

The method could be applied to any contact problems, but we chose to illustrate its capabilities on
several 1D and 2D quasi-static membrane problems in small perturbation. In particular we show that the
X-MESH method allows to recover optimal mesh convergence rates, and how it allows to model complex
topological changes of the contact zone.
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This work deals with the fluid-structure interaction problem of two coaxial cylinders separed by a thin
fluid layer. The inner cylinder is flexible and is imposed a displacement corresponding to the vibration
mode of an Euler-Bernoulli beam. Assuming a narrow duct as in [1], we carry out a new theoretical
approach to obtain an analytical expression of the fluid added-mass matrix. This new formulation applies
to finite size cylinders and encompass all classical types of boundary conditions. We show that the
coefficients of the matrix depend on the aspect ratio of the flexible cylinder, the confinement of the duct
and the characteristics of the imposed vibration mode.

To assess the validity of the theoretical predicitons, we perform numerical simulations with the open-
source code TrioCFD [2]. In this code, the fluid-structure interaction problem involving moving bound-
aries is solved using an Arbitrary Lagrange-Eulerian technique. We show that the theoretical predictions
are successfully corroborated by the numerical simulations, for all types of classical boundary conditions,
for different confinements, and for different aspect ratios of the vibrating cylinder.
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In engineering, phenomena of fluid-structure interaction play an important role. A prominent example
is aeroelasticity, where, e.g., the behaviour of elastic airplane wings has to be included in the design
process in order to maximize the aerodynamic performance. But not only in aerospace engineering, also
in other engineering areas one can find further examples: the blood flow through flexible arteries in bio-
engineering, the deformation of wind turbine blades in energy engineering, the flexible hulls of ships
exposed to wind and water in naval engineering, or the movement of flexible piston rings in automotive
engineering.

In the presented work, the coupled problem is solved by time-continuous stabilized space-time finite el-
ement methods. Building on previous studies on time-dependent flow problems [1], the time-continuous
simplex finite elements (C-SST) are applied on the fluid side, using an unstructured triangulation of the
space-time domain. Following a boundary-conforming approach, the deformation of the coupling in-
terface is treated via a pseudo-elastic approach [2]. On the solid side, we focus on simplified models,
i.e., rigid-body or beam models, solved in the manner of time-continuous prismatic space-time finite ele-
ments (C-PST), where the spatial discretization is extruded in time, leading to a structured discretization
in time. The overall solver is presented along with numerical results to underline its potential.
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According to Purcell’s scallop theorem, microswimmers need to break the time-reversal symmetry to
achieve net body motion in a Newtonian fluid at low Reynolds numbers. For biological microswimmers,
this is typically achieved through changes in their body shape, using flagella locomotion or, more com-
monly, combining both [1]. For artificial microswimmers made of interacting individual particles, the
time-reversal symmetry is broken through cycles of non-reciprocal variations of the relative distances
between particles. Numerical simulations of this type of microswimmers are carried out in very recent
works with simplistic models, assuming far-field flow interaction between particles and representing the
fluid through the Oseen’s tensor [2]. In this work, we solve the fluid-structure interaction (FSI) problem
with the Isogeometric Divergence-Conforming Immersed Boundary Method (IDCIBM) [3], where we
include the Navier-Stokes equations for the description of the fluid motion and the constitutive equa-
tions of a Neo-Hookean material for the solid phase. The interactions between particles are controlled
from the software package ESPResSo [4], taking advantage of its wide variety of already implemented
short and long-range interacting forces. In the IDCIBM the Eulerian velocity-pressure pair is discretized
using divergence-conforming B-splines, which leads to inf-sup stable, H1-conforming, and pointwise
divergence-free Eulerian solutions. This numerical approach allows us to simulate microswimmers
made of interacting deformable particles with no restriction on the separation distance. Furthermore,
the methodology includes deformable particles, which is one more step to more realistic simulations.
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A tuft is a strip of yarn or string attached to an aircraft wing or a car surface. Tuft flow 
visualization is a broadly used technique for capturing the flow pattern around an object 
and studying the dynamics of a fluid system [1]. This study aims to recover the velocity 
magnitude and direction of fluid flow from the deformation of a tuft. The deformation of 
the tuft depends on the geometry, material properties, and applied forces. Applied forces 
are related to the velocity of the fluid. An ABS (acrylonitrile butadiene styrene) strip was 
used as a tuft, and its deformation was measured. The experiment was conducted in an 
open water flume, and the deformation was measured by comparing images. The 
experiment was also simulated using a two-way coupled fluid-structure interaction model 
[2]. The tuft was modeled as a nonlinear shell (large deformation). The computational 
model was validated, and a series of experiments were developed to correlate the fluid 
velocity and the tuft deformation. Furthermore, the validated simulation was used to 
analyze a series of conditions varying by tuft geometry and fluid velocity. These results 
were used to create a regression model that determines velocity based on deformation. 
Preliminary results show that the velocity of a fluid flow increases nonlinearly as the 
deformation of the ABS tuft increases. It can also be observed that the regression model 
has a range of accuracy, and outside this range, the results are not reliable. On the other 
hand,  using a variety of geometries and materials simultaneously increases the model's 
validity range. 
Measuring the velocity of a fluid based on deformation enables measurements to be taken 
more efficiently in a variety of conditions. For example, in remote areas of the world 
where the equipment to measure wind speed is not available, or in the case of plumbing 
where measuring the velocity in pipes requires invasive equipment. 
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Water Wave Interaction with a π-shape Floating Breakwater by Scaled Boundary FEM 

Abstract 

 

The principal aim of the current study is to examine a Scaled Boundary Finite Element Method 
(SBFEM)-based model to analyze the interaction problem between the water waves and moored 
floating breakwaters with sharp edges. Regarding the increasing employ of rectangular cross-
section floating breakwaters with vertical side plates to their down-wave and up-wave sides (π-
shaped floating breakwaters), they are used as a practical basis to examine how the model works. 
By comparing the present solutions to those from existing literature, without changing the mesh 
density compared to previous simulations used in simple configurations, the accuracy and 
generality of the present model in the complex configurations are evaluated. It is demonstrated 
that as the proposed model is a semi-analytical method, unlike conventional numerical methods, 
there is no need to refine the mesh around sharp corners, which can considerably save the 
computational time, effort, and cost in large solution domains. 

 

Keywords: Scaled Boundary Finite Element Method (SBFEM), Floating Breakwaters, Wave Interaction, Water 
Wave Radiation, Water Wave Diffraction 
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Non-linear discretizations are necessary for convection-diffusion-reaction equations for obtaining accu-
rate solutions that satisfy the discrete maximum principle (DMP). Algebraic stabilizations, also known
as Algebraic Flux Correction (AFC) schemes, belong to the very few finite element discretizations that
satisfy this property. Results regarding the convergence of the scheme [1] and efficient solution of the
nonlinear system of equations [2] have been obtained recently..

The talk is devoted to the proposal of a new residual based a posteriori error estimator for AFC schemes.
We derive a global upper bound in the energy norm of the system which is independent of the choice
of the limiter in the AFC scheme. We also derive a global upper bound by combining the estimators
from [3] and the AFC schemes. Numerical simulations in 2d are presented which support the analytical
findings.
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We introduce a new way to implement Dirichlet, Neumann, or flux boundary conditions on level sets of
approximate distance functions. The proposed approach can be interpreted as a diffuse interface version
of the shifted boundary method (SBM) for continuous finite element discretizations of conservation laws
on unfitted meshes [2, 3]. We impose the interface conditions weakly by substituting them into surface
integrals, which we approximate by volume integrals (as in continuum surface force (CSF) implementa-
tions of surface tension in finite element level set methods for incompressible two-phase flows [1]). The
calculation of volumetric interfacial terms requires (i) construction of an approximate delta function [5]
and (ii) extrapolation of the immersed boundary data into quadrature points. We accomplish these tasks
using a level set function, which is given analytically or evolved using the algorithm proposed in [4].
A globally defined averaged gradient of this approximate distance function is used to find the nearest
point on the implicitly defined interface. The normal and tangential derivatives of the numerical solution
at that point are calculated using the interface conditions and interpolated values. As in classical SBM
approaches, extrapolation back to the quadrature points is performed using Taylor expansions. Numerical
results are presented for a suite of new 2D test problems with fixed and moving interfaces.
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Accurate and robust high-order discontinuous finite element formulations and numerical 
implementations for flows with discontinuities is a long-standing challenge, which so far has 
not been resolved satisfactorily. All known methods use shock-capturing, and require 
introduction of numerical diffusion to regularize the solution in the vicinity of discontinuities, 
typically in the form of ad-hoc filtering algorithms, non-linear limiters, hyper-/entropy-
viscosity, flux-corrected procedures, etc. Recently, a new approach has been developed in [1], 
named the “Moving Discontinuous Galerkin with Interface Condition Enforcement” (MDG-
ICE). MDG-ICE is designed to avoid using numerical dissipation, by incorporating the mesh 
motion into the global non-linear implicit iterative procedure. The method is capable of 
implicitly resolving wave patterns, detecting solution and derivative discontinuities and 
“fitting” the mesh to align with such solution features.  This enables construction of a truly 
high-order discontinuous finite-element framework. 
In this work, we focus on an extension of the MDG-ICE method to represent shocked solid 
dynamics. The response of solids is represented with an appropriate closure equation for the 
Cauchy stress tensor in a hypoelastic formalism. This work considers the Jaumann corotational 
stress rate [2]. The main challenges are the derivation of jump conditions for non-conservative 
deviatoric stress equations and how to properly incorporate plasticity effects. We show that our 
MDG-ICE discretization of this solid dynamics model is capable of delivering exceptionally 
accurate solutions. A set of 1D-in-space (2D space-time) test problems [2,3] featuring the 
interaction of solid rods (fliers) with elasto-plastic shock responses are demonstrated, as well 
as an initial demonstration of 2D-in-space (3D space-time) Taylor anvil impact. 
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We present a new algorithm for high-order numerical simulations of multi-material Lagrangian hydro-
dynamics. The discretization is based on the finite element method by [Dobrev et al, SISC, 2012], which
is combined with the idea of the shifted interface approach, originally proposed in [Scovazzi et al., Int
J Numer Methods Eng., 2019]. The proposed interface representation provides three major properties.
First, the material interface is represented as a sharp jump, i.e., there is no artificial material mixing in the
interface region. Second, the curved interface is obtained without any computations in cut elements or
similar geometry-based calculations. This allows to maintain the computational efficiency and generality
of the finite element discretization. Third, the method can achieve high-order convergence when the flow
around the interface is smooth.

The shifted interface approach falls into the category of immersed/embedded finite element methods.
Integrals over the material interface are approximated by integrals over surrogate mesh faces. These face
integrals take into account the distance between the positions of the interface and the face. This distance
is represented as a global high-order finite element function whose zero level set represents the material
interface. The distance function is advected with the material velocity, resulting in representation of
curved interfaces inside curved mesh elements. In the limit of fitted interfaces, the additional integrals
disappear. We will present initial results on standard 2D and 3D benchmarks, obtained by our extension
of the Laghos shock hydrodynamics mini-application.

Performed under the auspices of the U.S. Department of Energy under Contract DE-AC52-07NA27344 (LLNL-ABS-821390)
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This work is concerned with the approximation of the compressible Euler equations supplemented with
an equation of state that is either tabulated or is given by an expression that is so involved that solving
elementary Riemann problems is hopeless. A robust first-order approximation technique that guarantees
that the density and the internal energy are positive is proposed. A key ingredient of the method is a
local approximation of the equation of state using a covolume ansatz from which upper bounds on the
maximum wave speed are derived for every elementary Riemann problem. This work is documented in
[1].
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A 3D Fluid Structure Interaction (FSI) unsteady simulation is performed using Finite Elements Method
and a strongly coupled approach with an in-house built software on a flexible Wells turbine blade.
Flexible blades could represent a practical and promising technological solution to enhance the perfor-
mance of Wells turbines, by passively adapting the shape of the blade profile to the alternating direction
of the air flow in a Wells turbine for an Oscillating Water Column plant. Additionally, the adoption of
flexible blades in air turbines could lower the cost of the manufacturing process by selecting low-cost
materials, and consequently reduce the cost per kilowatt of the device.
The main objective of the paper is to propose a design of a Wells turbine with flexible blades, inspired
by boat sails, by observing and exploiting the passive morphing behaviour of thin structures in immersed
high Reynolds flows. To achieve that, we perform a 3D FSI simulation of a Wells turbine with flexible
blades.
A secondary claim of the work is to evaluate the dynamic response of the structure, as well as the even-
tual occurrence of unexpected aeroelastic effects due to the positive feedback between the fluid and the
structure. The analysis can provide useful insights both about the feasibility of the proposed design and
about the performances of the proposed flexible blades with respect to the classical technology.
The simulations are carried out using the Residual Based Variational MultiScale (RBVMS) method to
solve the Navier-Stokes equations, the Total Lagrangian formulation (TL) for the structural non-linear
elastic problem, and the Solid Extension Mesh Moving Technique (SEMMT) to move the mesh and
avoid a continuous remeshing of the computational domain.
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The Shifted Boundary Method (SBM) belongs to the class of unfitted (or immersed, or embedded) fi-
nite element methods and was recently introduced for the Poisson, linear advection/diffusion, Stokes,
Navier-Stokes equations, and many additional problems [?, ?]. By reformulating the original boundary
value problem over a surrogate (approximate) computational domain, the SBM avoids integration over
cut cells and the associated problematic issues regarding numerical stability and matrix conditioning.
Accuracy is maintained by modifying the original boundary conditions using Taylor expansions. Hence
the name of the method, that shifts the location and values of the boundary conditions. When considering
the application of the SBM to incompressible flows with moving boundaries or free surfaces, spurious
pressure oscillations in time may result from a discrete change of the total volume of active fluid over a
time step. To avoid this issue, a weighted SBM is proposed, in which the variational form of the equa-
tions is weighted by the elemental volume fraction of active fluid [?]. The proposed weighted SBM (or
W-SBM) induces small mass (i.e., volume) conservation errors, which converge quadratically in the case
of piecewise-linear finite element interpolations, as the grid is refined. We present an extensive set of
two- and three-dimensional tests to demonstrate the robustness and accuracy of the method.
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A shell formulation based on the Kirchhoff–Love shell theory and isogeometric discretization was intro-
duced in [1]. It has the advantage of not requiring rotational degrees of freedom. Extension to general
hyperelastic material can be found in [2, 3]. We are introducing a hyperelastic extended Kirchhoff–Love
shell model with out-of-plane normal stress. We present the derivation of the model, with focus on
the mechanics of the out-of-plane deformation. To determine the out-of-plane stress, we solve the linear-
momentum-balance equation in the out-of-plane direction. Accounting for the out-of-plane normal stress
distribution in the out-of-plane direction affects the accuracy in calculating the deformed-configuration
out-of-plane position, and consequently the nonlinear response of the material. The improvement is
beyond what was achieved with the new model’s precursor [3] by accounting for the out-of-plane defor-
mation mapping. By accounting for the out-of-plane normal stress, the traction acting on the shell can
be specified on the upper and lower surfaces separately. With that, the new model is free from the “mid-
surface” location in terms of specifying the traction. We also present derivations related to the variation
of the kinetic energy and the form of specifying the traction and moment acting on the upper and lower
surfaces and along the edges. We present test computations for plate bending, plate saddle deformation,
and pressurized cylindrical and spherical shells.
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Over the last decades, many diffuse-interface Navier-Stokes Cahn-Hilliard (NSCH) models with non-
matching densities have been proposed, see e.g. [1, 3, 4]. Even though these models claim to describe
the same physical phenomena, they are distinct from one another. The aim of this talk [2] is to present a
unified framework of NSCH models that brings all of these models together. The core principles of the
framework are the following:

1. there is only one system of balance laws based on continuum mixture theory that describes the
physical model.

2. there is only one natural energy-dissipation law that leads to quasi-incompressible NSCH models.
3. variations between the models only appear in the constitutive choices.

We additionally aim to indicate and rectify inconsistencies of existing volume-averaged velocity based
models with respect to mixture theory. Furthermore, we identify the mobility to be of degenerate type and
show that a non-degenerate mobility leads to an incompatibility in the limit of the single-fluid regime.
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In this talk we give an overview of some fluid-structure interaction (FSI) algorithms that we have de-
veloped to solve problems with light structures where added-mass and added damping effects are large.
Traditional partitioned algorithms for FSI often have difficulty for light solids and require multiple sub-
iterations per time-step to remain stable. The problem is especially acute for incompressible flows and
light bodies due to the effective infinite speed of sound in the incompressible fluid. The new numeri-
cal schemes we have developed, called Added-Mass Partitioned (AMP) algorithms, are partitioned al-
gorithms that require no sub-iterations, are fully second-order accurate, and remain stable even in the
presence of strong added-mass and added-damping effects. We have developed AMP algorithms for a
variety of FSI regimes involving compressible and incompressible flows coupled to rigid bodies, beams
and bulk solids [1, 2, 3, 4, 5]. The details of the AMP schemes differ for the different FSI regimes but
a common theme is to develop novel numerical interface conditions that embed important properties of
the solution. For example, for compressible fluids or solids, characteristic information is used, while for
incompressible flows a balance of accelerations is enforced. These schemes have been implemented on
moving and deforming overlapping grids using the Overture framework.
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The piezoelectric effect transforms electrical energy into mechanical energy and vice versa. 
Piezoelectric materials can thus be used to harvest energy from mechanical vibration. Flow-
driven energy harvesters, which harvest energy from flow-induced vibration, have attracted 
attention. This type of harvester has been widely investigated in the aerospace community. 
 
Flow-driven energy harvesting is a complex problem with coupling among the host structures, 
piezoelectric materials, surrounding fluid, and electric circuits. For numerical evaluation of the 
harvester, coupled analysis is needed. Although there have been some numerical studies on flow-
driven piezoelectric energy harvesters [1], many of them introduce simplifications and detailed 
numerical simulations have been rarely conducted. 
 
In our previous work, we developed FEM-based fluid-structure-piezoelectricity coupled analysis 
[2], where we employed a partitioned approach, which allows to use existing solvers. In the 
present study, we integrate circuit analysis into the coupled analysis to consider piezoelectric 
energy harvesters and to calculate generated energy by the harvesters. We show a two-
dimensional numerical simulation on limit cycle oscillation of a cantilevered beam where 
piezoelectric energy harvesters are implemented. Then, the relation between the placement of the 
harvesters and the scavenged energy is investigated.  
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We present recent work on computational fluid-structure interaction with contact and turbulent flow,
in the context of patient-specific simulations of the blood flow in the left ventricle of the heart. The
mathematical model of the intraventricular blood flow and its interaction with the mitral and aortic valves
presents challenges in terms of a complex geometry, turbulent flow, a deforming domain, and fluid-
structure interaction with contact. The numerical method is based on an Arbitrary Lagrangian-Eulerian
approach [1], where the blood and the valve tissues are modelled in one single computational mesh, and
the implementation of the method is designed to be efficient on massively parallel computing platforms.

Such simulations have the potential to be part of the standard workflow in the clinic, for example, to
support diagnosis and treatment of heart disease. Through simulation, the blood flow can be investigated
in great detail and properties of the blood flow can be computed which cannot be measured by imaging
techniques, such as the local blood pressure and mechanical stresses. To analyze the mechanical stresses
in the blood we use the triple decomposition of the velocity gradient tensor [2], by which shear flow can
be separated from straining flow and rigid body rotational flow. The level and extent of different types
of mechanical stresses can lead to an elevated risk for thrombosis events. Hence, a detailed analysis of
simulation data could contribute to the risk assessment of clinical interventions.

Further, the triple decomposition of the velocity gradient tensor can be used to analyze the stability of
turbulent flow, hence, to characterize the smallest scales of the blood flow in the ventricle [3].
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The dynamic response of flexible filaments immersed in viscous fluids is important in cell mechanics,
as well as other biological and industrial processes. In this talk, we propose a parallel computational
framework to simulate the fluid-structure interactions in large assemblies of highly-flexible filaments
immersed in a viscous fluid. We model the deformation of each filament in 3D with a C1 geometrically-
exact large-deformation finite-element beam formulation and we describe the hydrodynamic interactions
by a boundary element discretization of the Stokeslet model. We incorporate a contact algorithm that
prevents fiber interpenetration and avoids previously reported numerical instabilities in the flow, thus
providing the ability to describe the complex evolution of large clouds of fibers over long time spans. In
order to support the required long-term integration, we use implicit integration of the solid-fluid-contact
coupling. We address the challenges associated with the solution of the large and dense linear system
for the hydrodynamic interactions by taking advantage of the massive parallelization offered by Graphic
Processing Units (GPUs), which we test up to 1000 fibers and 45000 degrees of freedom.

We validate the framework against the well-established response of the sedimentation of a single fiber
under gravity in the low to moderate flexibility range. We then reproduce previous results and provide
additional insights in the large to extreme flexibility range. Finally, we apply the framework to the
analysis of the sedimentation of large clouds of filaments under gravity, as a function of fiber flexibility.
Owing to the long time spans afforded by our computational framework, our simulations reproduce the
breakup response observed experimentally in the lower flexibility range and provide new insights into
the breakup of the initial clouds in the higher flexibility range.
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Aircraft buffeting is an aeroelastic phenomenon characterized by random pressure oscillations impacting
on the horizontal stabilizer caused due to the turbulent airflow in the wake of the wing during the different
flight missions. This unsteady dynamic loads acting on the stabilizer over a longer duration can reduce
its structural fatigue life. Computational modeling of aircraft buffeting has been challenging due to the
aerodynamic nonlinearities and complex aircraft structural components. To numerically model and study
the effects of aircraft buffeting, a high-fidelity fully-coupled compressible flow fluid–structure interaction
(FSI) framework is developed in this work. The FSI methodology is developed to handle the different
non-matching discretizations at the interface and a projection method is used for the transfer of kine-
matic and traction data between the fluid and structure subdomains. Finite element based Navier–Stokes
equation of compressible flow and the isogeometric analysis (IGA) based rotation-free Kirchhoff–Love
shell structural formulation are considered to model the physics involved. The method is validated for
its accuracy through a benchmark problem and is applied to simulate flow around full-scale aircraft and
the buffeting of its horizontal stabilizer. A novel hybrid FSI methodology is also developed specifically
in the application to model aircraft buffeting. The FSI framework is also extended to model the aircraft
maneuvers based on arbitrary Lagrangian–Eulerian (ALE) approach to simulate realistic time-dependent
flight paths and study the effects of unsteady loads acting on the horizontal stabilizer of the aircraft.
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We propose an integrated computational model of the human heart [1], comprising three-dimensional
descriptions of electrophysiology, active and passive mechanics and hemodynamics, resulting in an
electrophysiology-fluid-structure interaction bidirectionally coupled model. We incorporate the effect
of external circulation with a lumped parameters model [3]. We explicitly describe the interplay between
the different phenomena occurring within the heart. We rely on the monodomain equation for cardiac
electrophysiology. Muscular activation is described with the model presented in [2]. Passive mechanics
is modeled in the hyperelastic framework using Guccione and Neo-Hooke models [3]. We use incom-
pressible Navier-Stokes equations in ALE framework for blood dynamics, with the RIIS method for of
valves [4]. We rely on a staggered scheme for time discretization. All coupling terms are treated explic-
itly, but for fluid-structure coupling, treated implicitly with a monolithic approach [5]. We discretize in
space with the finite element method. Simulations on a realistic human left heart showcase the ability of
our model to reproduce physiological behavior. This project has received funding from the ERC under
the European Union’s Horizon 2020 research and innovation programme (grant agreement No 740132,
iHEART - An Integrated Heart Model for the simulation of the cardiac function, P.I. Prof. A. Quarteroni).
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Multi body aircraft can significantly improve the dynamic and tactical characteristics of aircraft 
by the combining and separating of multi-body structure. This concept has been applied to 
ammunition and carrier rockets maturely and with promising benefits for application of cluster 
unmanned aerial vehicles (UAV) and reusable launch vehicles (RLV). Different from the 
conventional aircraft, multi-body aircraft no longer restrict and contact each other after separation. 
The interference effect of flow field in separation process will lead to significant nonlinearity in 
aerodynamic and separation dynamic characteristics. With the improvement of flexibility and 
layout complexity of modern aircraft, additional aerodynamic force caused by elastic deformation 
in the separation process can no longer be ignored, which further complicates the separation 
system[1-5]. For analysing the influence of aeroelastic effect on separation process of multi-body 
aircraft, a shrapnel-like aircraft is selected as an example, the time-domain fluid-structure 
interaction (FSI) method based on overset grid is adopted and separation process of multi-body 
aircraft system at different initial angle of attack (AOA) is analyzed in this paper. Where 
separation compatibility under different relative position conditions is divided into safety and 
effectiveness, which is discussed respectively and compared with simulation results based on 
rigid body dynamics. The results show that the deformation of structure is dominated by low-
order bending modes under the consideration of aeroelastic effect. As time marching, the 
influence of elastic deformation on the trajectory develops incrementally, which has an influence 
on separation compatibility, which cannot be ignored. Influence caused by AOA of carrier craft 
on the sub-craft trajectory changes monotonously along the z-axis direction, while influence 
caused by AOA of sub-craft on the compatibility tends to be consistent. The work of this paper 
will provide a reference for the design and control of cluster like multi-body aircraft. 
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We present space–time (ST) computational methods and flow analysis for a vertical-axis wind turbine
(VAWT) that has been proposed to also serve as a tsunami shelter. Much of this research has been
reported in [1]. In this presentation, we focus on the computational methods. Computational challenges
encountered in flow analysis of wind turbines in general include accurate representation of the turbine
geometry, multiscale unsteady flow, and moving-boundary flow associated with the rotor motion. The
tsunami-shelter VAWT, because of its rather high geometric complexity, poses the additional challenge
of reaching high accuracy in turbine-geometry representation and flow solution when the geometry is
so complex. We address the challenges with an ST computational method that integrates three special
ST methods around the core, ST Variational Multiscale (ST-VMS) method, and mesh generation [2]
and improvement methods [3]. The three special methods are the ST Slip Interface (ST-SI) method, ST
Isogeometric Analysis (ST-IGA), and the ST/NURBS Mesh Update Method (STNMUM). We present
computations for the 2D and 3D cases. The computations show the effectiveness of our ST and mesh
generation and relaxation methods in flow analysis of the tsunami-shelter VAWT.
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The interaction of incompressible flows and elastic structures plays a central role in numerous applica-
tions in biomedical and general engineering and has thus been a very active area of research during the
recent years. Advances in the field have enabled patient-specific fluid–structure interaction (FSI) simu-
lations in the cardiovascular and respiratory context, greatly increasing the impact of numerical tools on
diagnostics, treatment, device design and deployment. However, the ever increasing model complexity
and high computational demand still pose great challenges even to modern supercomputers.
In this context, we present a partitioned FSI algorithm involving incompressible flows of non-Newtonian
fluids and three-dimensional continua [1]. Fluid velocity and pressure are decoupled using a pres-
sure Poisson equation and extrapolation in time, leading to an iteration-free time-splitting (or split-
step) scheme allowing for equal-order interpolation, which was originally developed for flows of non-
Newtonian fluids on fixed grids [2]. Similar to [3], this setup allows for added-mass stable semi-implicit
FSI, merely coupling fluid pressure and structure displacement iteratively. To further boost performance,
we enforce Robin interface conditions and apply an interface quasi-Newton method [4].
The framework is showcased considering the blood flow through a patient-specific geometry of an il-
iac bifurcation and an idealised setup of human phonation, both using parameters in the physiologically
relevant range.
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We address the computational challenges of and present results from ventricle-valve-aorta flow analysis.
Including the left ventricle (LV) in the model makes the flow into the valve, and consequently the flow
into the aorta, anatomically more realistic. The challenges include accurate representation of the bound-
ary layers near moving solid surfaces even when the valve leaflets come into contact, computation with
high geometric complexity, anatomically realistic representation of the LV motion, and flow stability at
the inflow boundary, which has a traction condition. Much of this research has been reported in [1].
The challenges are mainly addressed with the space–time (ST) computational method “ST-SI-TC-IGA”
[2]. The ST-SI-TC-IGA integrates three special ST methods around the core, ST Variational Multiscale
(ST-VMS) method [3]. The three special methods are the ST Slip Interface (ST-SI) [4] and ST Topology
Change (ST-TC) [5] methods and the ST Isogeometric Analysis (ST-IGA) [3]. The Constrained-Flow-
Profile Traction [1], as a special method, provides flow stability at the inflow boundary. The computation
with the LV-valve-aorta model shows the effectiveness of the ST-SI-TC-IGA.
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Novel aircraft designs must be compliant to crashworthiness certification requirements. One 
requirement is to investigate the behaviour of the aircraft exposed to the hydrodynamic loads 
expected in a planned emergency landing on the water, commonly known as ditching. Contrary to 
an unexpected and unprepared crash on water, ditching is characterized by the level of 
preparation prior to the impact. Low approach speeds, a nose-up position of the aircraft, the 
consideration of the sea state and the direction of the wind as well as the cabin preparation are 
pursued by the pilots and the crew in order to reduce the impact loads and decelerations to 
increase the survivability of the occupants and to allow their subsequent evacuation [1]. 
 
Aircraft manufacturers can apply diverse methods to demonstrate compliance with respect to 
ditching requirements. Nevertheless, computational numerical approaches in combination with 
detailed aircraft models allow for the analysis of the global kinematics of the aircraft, and for the 
investigation of the local airframe structural integrity. The numerical simulation of ditching is 
very challenging, because the fluid moves at considerably high velocity and the structure 
undergoes large nonlinear deformations due to high hydrodynamic loads. For this kind of coupled 
analysis, different numerical methods were investigated; mainly mesh free Lagrangian methods 
such as the coupled Finite Element-Smoothed Particle Hydrodynamics on one hand or the 
Arbitrary Lagrangian Eulerian methods [2]. The coupling between the fluid modelled with SPH 
and the structure is based on a node to surface contact interface, while the Coupled Euler-
Lagrange computational approach uses an embedded contact interface between the fluid (ALE 
formulation) and the structure. A flexible reinforced bottom-aircraft panel made of a skin, frames 
and stringers in aluminium alloy and modelled with bi-linear quadrangular shell elements under 
guided ditching conditions was considered in previous work [3]. Detailed results obtained for the 
different computational approaches are compared here in terms of global and local time histories. 
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The wind farm flow simulations are compared between RANSE and LES predictions in this paper, 
where an actuator disk model is employed in describing the interactions between the incoming 
airflow and the wind turbine rotor.  
 
This paper proposes a simplified nonlinear wake model that fills the technical gap between the low-
cost and less-accurate linear formulation and the high-cost and high-accuracy large eddy simulation, 
to offer a suitable balance between the prediction accuracy and the computational cost, and also to 
establish a robust approach for long-term wind farm power prediction. A simplified actuator disk 
model based on the momentum theory is proposed to predict the wake interaction among wind 
turbines along with their power output. The three-dimensional flow field of a wind farm is described 
by the steady continuity and momentum equation coupled with a k-ε turbulence model, where the 
body force representing the aerodynamic impact of the rotor blade on the airflow is uniformly 
distributed in the Cartesian cells within the actuator disk. 
 
This paper also develops a large eddy simulation (LES) approach to predict wind farm flows. The 
standard Smagorinsky model with Mason damping function is used for modeling the subgrid-scale 
stress. The governing equation is discretized by a finite volume method, where a SIMPLE algorithm 
is adopted. The bounded-central differencing scheme with a hyper-tangent blending function is 
proposed in the convection term approximation. An actuator disk method is employed to model the 
impact of rotor on the incoming airflow. A synthetic inflow formulation is applied to simplify the 
specification of the inflow boundary condition. The proposed LES framework is implemented in 
an in-house code, WIFA3D-LES. 
 
The Horns Rev wind farm is selected as the target site to examine the wind farm flow characteristics 
predicted by both approaches.  
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Vortex-induced vibration (VIV) of bluff bodies such as a circular cylinder is one of the most attractive
fluid-structure interaction (FSI) topics. When dealing with the multiple cylinders, the VIV responses for
both cylinders are relatively complex. Recently, a number of studies have focused on enhancing the VIV
phenomena for energy harvesting devices such as VIVACE (Vortex-Induced Vibration for Aquatic Clean
Energy). In the present work, three-dimensional numerical simulations of two side-by-side vibrating
cylinders are performed at Re = 1000. This study has been performed using a direct-forcing immersed
boundary (DFIB) method. The numerical simulations are conducted in the range of reduced velocity 2 <
U∗

R < 10. The vibration responses of the two cylinders are studied for a range of gap ratios 1 < g∗ < 3. In
addition, the fixed circular cylinder is placed in front of the vibrating cylinder to enhance VIV responses.

It was found that the side-by-side cylinders with g∗ = 1−1.2 produce a higher vibration amplitude much
larger than the response of a single cylinder in the initial excitation region. In the lock-in region, almost
all side-by-side cylinders produce smaller vibration amplitudes than the single-cylinder response. A
fixed circular cylinder in front of the vibrating cylinder increases the vibration amplitude in the lock-
in and desynchronization regions without changing or shifting the lock-in frequency range. The wake
interaction from the fixed cylinder in front of the vibrating cylinder produce this enhanced VIV response.
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The unique geometry of the microstructure on the shark-skin surface, known as denticles, is the 
main reason sharks can swim at high speed [1]. In order to discover the relationship between 
the complicated denticle structures with the associated flow pattern, we perform a series 
parameters study, including the drag force analysis and flow stability study under different 
denticle geometry. In this research, the incompressible Navier Stokes (N-S) equation is chosen 
as the fluid model; the Galerkin finite element method with variational multiscale method 
(VMS) [2][3] is adapted. The VMS aims to stabilize the instability due to the advection in the 
N-S equation, as well as introduces the fine-scale terms that act as the large eddy simulation 
(LES) in the fluid model. The framework was implemented under the open-source finite 
element platform, called FEniCS [4]. We first perform the numerical testing on the flow over a 
sphere and a bionic shark-skin structure to investigate the flow pattern under different Reynolds 
number, which validates the effectiveness of the proposed framework. Then, a parameter study 
is employed for different shark species with associated unique shark denticle geometry. The 
drag-reduction effects among different shark-skin are revealed, and can be used as a reference 
for future design on the bio-inspired structure. 
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The general pressure equation-based method[1] is fully explicit, and the method does not require either
solving the pressure Poisson equation nor executing sub-iteration for incompressible flow simulation.
However, few numerical validations of general pressure equation method are available, especially under
complex flows like fluid-structure. In this work, general pressure equation based method is used to
conduct numerical simulations of flows with embedded solid object modeled by the immersed boundary
method[2, 3, 4, 5]. Several fluid-structure interaction test problems are used to demonstrate the capability
of the current approach. The simulations are conducted on GPU cluster using MPI and CUDA[1, 6].
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Abstract: An airfoil is a shaped surface that produces lift and drag when moving through the air, such
as an airplane wing, tail, or propeller blade. Stall is a physical phenomena in which lift falls quickly due
to a large angle of attack (AOA) surpassing the critical value. The fundamental reason for this is that
the boundary layer flow above the airfoil separates early, resulting in vortices in the separated flow that
account for the majority of the top airfoil surface. Dynamic stall is a complex fluid dynamics problem that
occurs on an airfoil when the angle of attack exceeds the static stall limit during rapid, transient motion.
In this study, a dielectric barrier discharge (DBD) plasma actuator was used to control the dynamic stall
of an oscillating NACA0012 airfoil. In the current study, the following four cases were investigated based
on different frequency of DBD : (A) 2KHz, (B) 3KHz, (C) 4KHz, and (D) 6KHz. Overall, instantaneous
results and supplementary movies have been provided to demonstrate the effect of DBD to help better
understand vortex patterns affected by different plasma parameters. The line plasma DBD can improve
the lift-drag coefficient ratio of an airfoil during pitching since it can reduce drag during upstroke and
downstroke. In terms of numerical results, it is recommended that using high-frequency increases the
lift-drag ratio and delays stall in the complete stroke.

ACKNOWLEDGMENTS:
We thank to National Center for High-performance Computing (NCHC) of National Applied Re-

search Laboratories (NARLabs) in Taiwan for providing computational and storage resources.

SUPPLEMENTARY MOVIES:
Supplementary movies are available at https://youtu.be/C87Ji2b0z8I.

REFERENCES

[1] T. Ohtake, Y. Nakae and T. Motohashi. 2007 Nonlinearity of the aerodynamic characteristics of
NACA0012 aerofoil at low Reynolds numbers. Journal of the Japan Society for Aeronautical and
Space Sciences, 55, 439-445.

[2] J.J. Wang., K.S. Choi., L.H. Feng., T.N. Jukes., and R.D. Whalley., 2013 Recent developments in
DBD plasma flow control. Progress in Aerospace Sciences, 62, 52-78.

[3] W. Shyy., B. Jayaraman., and A. Andersson., 2002 Modeling of glow discharge-induced fluid dy-
namics. Journal of Applied Physics, 92, 6434–6443.

[4] M. Wicks., F.O. Thomas., T.C. Corke., M. Patel., and A.B. Cain., 2015 Mechanism of Vorticity
Generation in Plasma Streamwise Vortex Generators. AIAA Journal, 53, 3404–3413.

1

1962



Numerical Study of Racing Motorbike Aerodynamic Wing Kit Configurations Using OpenFoam 
CFD
Han Chien and Chin-Cheng Wang

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Numerical Study of Superbike Aerodynamic Wing Kit Configurations Using
k-ω SST Turbulence Model

Han Chien1 and Chin-Cheng Wang1∗

1Department of Vehicle Engineering, National Taipei University of Technology

1, Sec. 3, Zhongxiao E. Rd., Taipei 10608, Taiwan

chincwang@ntut.edu.tw and https://myweb.ntut.edu.tw/ chincwang/

Key Words: k-ω SST turbulence model, OpenFOAM, NACA 4412, aerodynamic wing kits

In the past few years, the use of computational fluid dynamics (CFD) to increase downforce on superbikes
has been a part of the winning strategy for racing teams. This study aims to find the highest lift-to-drag
(L/D) ratio for aerodynamic wing kit configurations with various angles of attack (AoAs) and wind
speeds. Based on the SIMPLE algorithm, the k-ω SST turbulence model has been chosen to solve
Reynolds-averaged Navier–Stokes equations using OpenFOAM CFD software. All cases using NACA
4412 as the basic airfoil with a wingspan of 0.6 m are able to comply with the technical regulations
revised by the Fédération Internationale de Motocyclisme (FIM). The benchmark validation is based on
numerical comparison between OpenFOAM and JavaFoil software. Case 0 contains a partial fairing with
a wing for grid independence study. The converged results of the near-wall y-plus in the range 0.01 to 2
have been applied to the rest simulations to improve the accuracy of viscous sublayer. Case 1 contains a
complete superbike with wings and a rider. According to the results of Case 1, Case 2 uses the highest
L/D ratio of -37 degrees as the upper fixed-wing and adds another lower wing placed at an appropriate
position. In Case 3, we replaced non-parallel wings with parallel wings. Case 4 uses the highest L/D ratio
above all cases, and modifies the 3D model by using a closed wing and obtains L/D ratios in accordance
with the FIM regulations. In conclusion, in Case 3, the AOA of -41 degrees parallel wings has the highest
L/D ratio. Based on the results, the L/D ratio in Case 4 is -0.2, and the lift coefficient is -0.06. Compared
with the lower wing, the upper wing provides higher downforce. Further study aims to visualize the
vortex generation using various vertical wing struts based on Case 4. Subsequently, the popularization
of aerodynamic wing kits will contribute to the safety of superbike driving.
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There are two methods for accounting for rotor rotation in the computational domain of a fluid 

flow equations when conducting numerical simulations to predict the aerodynamic 

performance of Savonius wind turbines: rotor with constant angular velocity and rotor in an 

inertial reference frame with variable rotor angular velocity [1,2].  So far, a number of 

numerical studies have been carried out to investigate the performance of the Savonius rotor 

using a constant angular velocity approach. However, there is a lack of detailed descriptions 

about the systematic investigation of azimuthal increments per time step and the number of 

turbine revolutions impact on the accuracy of CFD simulations results at different tip speed 

ratios. The purpose of this study is to simulate a three-dimensional model of a Savonius rotor 

in order to evaluate its aerodynamic performance and to investigate computational parameters 

such as azimuthal increment and the number of turbine revolutions effect on the accuracy of 

simulation results at different tip speed ratios. The prominent performance parameters such as 

instantaneous dynamic torque coefficient (Ct) and power coefficient (CP), were investigated for 

each case using a direct-forcing immersed boundary (DFIB) numerical model. A few azimuthal 

increment angles are investigated and the best value is selected. Furthermore, the steadiness of 

simulation results is determined in relation the number of turbine rotations. The study found 

that the azimuthal increment per time step is highly dependent on the tip speed ratio. The 

present results provide insight into the systematic relationship between azimuthal increments 

and the number of turbine revolutions on the accuracy of the Savonius rotor simulation results 

at different tip speed ratios. 
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In this presentation, a symmetrical foil with combined heaving-and-pitching motion in the unsteady
ground effect, that is, close to a solid boundary, at moderate Reynolds number is numerically investigated
with varying flapping frequency, f , but fixed amplitude. It is naturally expected that the distance between
the foil pitching axis and the ground, d, would make a significant influence on the force performance and
vortex structure on flapping foil, compared with that in unbounded freestream[1]. To quantitatively eval-
uate the effect of d, an acceleration-based velocity corrected immersed boundary method [2] is adopted
after being validated with previous experimental and numerical results in literature. With the assistance
of numerical simulation, we find that the time-averaged force in streamwise direction increases mono-
tonically as the distance between foil pitching axis and ground decreases. Meanwhile, with decreasing
distance d, the time-averaged force in transverse direction changes from a lift force to a suction force,
causing a equilibrium altitude[3]. The time evolution of force in transverse direction shows a sudden de-
crease due to the blockage effect and recirculation. By varying the Reynolds number from 1000, which
is large enough making the viscous effect negligible[4], to 50, the force performance is deteriorated with
increasing viscosity due to the interaction between trailing edge vortex and boundary layer vortex.
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The immersed boundary method (IBM) has attracted growing interest in the computational fluid dynam-
ics (CFD) research community due to its simplicity in dealing with moving boundaries in fluid-structure
interaction (FSI) systems [1]. We present a study on streamline penetration, velocity error and conse-
quences of a FSI solver based on an iterative feedback IBM. In the FSI, the fluid flows are solved by
the lattice Boltzmann method; the solid structure deformation is solved by the finite difference method,
and an iterative feedback IBM is used to realize the interaction between fluid and structure. The iteration
can improve the no-slip and no-penetration boundary conditions at the fluid-solid interface. Four bench-
mark cases are simulated to study the reduced velocity error and its consequences: a uniform flow over
a flapping foil, flow-induced vibration of a flexible plate attached behind a stationary cylinder in a chan-
nel, flow through a two-dimensional asymmetric stenosis and a one-sided collapsible channel. Results
show that the iterative IBM can suppress the boundary-slip error and spurious flow penetration on the
solid wall. While the iterative IBM does not have significant effect on the force production and struc-
ture deformation for external flows, it significantly improves the prediction of the force distribution and
structure deformation for internal flows. The increased computational cost incurred by the iteration can
be largely reduced by increasing the feedback coefficient. This study will provide a better understanding
of the feedback IBM and a better option for the CFD community.
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ABSTRACT 
The wall modelled large eddy simulation (WMLES) in the immersed boundary--lattice 
Boltzmann method (IB—LBM) is examined by considering two benchmark validations, i.e., 
flow around a hull of submarine and cylinder. Specifically, the diffusive wall model proposed 
by Shi et al. is incorporated into the IB—LBM solver to model the high Reynolds number 
turbulent flow. To maintain the numerical stability, two collision models, i.e., multiple-
relaxation-time (MRT) and recursive regularized (RR), are implemented. The performance of 
these models in the WMLES is examined and compared by considering both the prediction of 
aerodynamic force and flow fields. It is found that diffusive wall model is capable to achieve 
excellent results for turbulent flow modelling involving fluid—structure interaction. The two 
collision models give close results for the aerodynamic force, but the MRT collision model 
shows spurious non-physical oscillations in the flow field, making the RR collision model a 
better choice for the high Reynolds number turbulent flow modelling. 
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In this work, a method is proposed to simulate the high Reynolds number turbulent flows by 
combining the diffuse-interface immersed boundary method (IBM) with two wall models. In this 
method, two auxiliary layers (a series of Lagrangian points) are set outside the wall: the reference 
layer and the enforced layer. The wall model is applied at the reference layer to calculate the wall 
shear stress and the boundary condition is implemented at the enforced layer. When 
implementing the boundary condition, the implicit velocity correction-based IBM is used. This 
process requires the velocity at the enforced layer. To calculate the velocity at the enforced layer, 
the momentum equation is integrated along the normal direction of the wall to link the tangential 
component of the velocity to the wall shear stress predicted by the wall model, and the normal 
component of the velocity is approximately reconstructed by the parabolic distribution. In 
addition, Reichardt’s law combined with Spalding’s formula is utilized to determine the integral 
length. In this method, the distances between the two auxiliary layers and the wall (  and 1 ) 
are two very important parameters, and 1  further determines the value of the integral length P . 
Numerical results show that these two parameters will greatly affect the results and their values 
should be preferably changed together with the thickness of the boundary layer. Overall, the 
locations of auxiliary layers are affected by the grid size and the Reynolds number, and they 
should be as close as possible to the wall. But, due to the limitation of the influence range of the 
Dirac delta function, which will interfere with the calculation, the distance between the two 
auxiliary layers should not be too small. This is to avoid the overlapping of the interpolation 
range between the Lagrangian points of the two auxiliary layers. So how to resolve the 
contradiction between the limitation of the influence range of the interpolation function and the 
thin thickness of the boundary layer close to the leading edge still needs further study. 
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The coupling effects of the acoustic and structure on dynamic response of the petrochemical 
pump-pipeline system are investigated by the dynamic modeling and numerical analysis. An 
actual equipment that consists of two centrifugal pumps, two valves and spatially arranged pipes 
is aimed to build its FEM dynamic model with the acoustic-structure coupling effect. The FEM 
modeling involves shell finite element for the structure and 3-D acoustics element for the sound 
field inside the pipes and the pumps. The vibration characteristics of the pump-pipeline system, 
including modal and amplitude frequency response, are obtained from the numerical analysis. 
The numerical results are in good agreement with actual test data, thus validating the presented 
model. It is found that the dynamic response of the pump-pipeline system under different 
influence factors are substantially different. The pressure fluctuation of pump fluid possess the 
significantly interactional influences on the dynamic characteristics of the pipe. Small pressure 
fluctuation could impact the acoustic-structure coupling system, resulting in remarkable changes 
in the dynamic characteristics of the pipeline. The effects of sound velocity and the density of 
fluid on structural dynamic behaviours and the corresponding mechanism are discussed. 
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Lead-Bismuth Eutectic (LBE) alloy has been used as coolant for next generation liquid metal fast
reactor. The thermal-hydraulics as well as flow-induced vibration of wire-wrapped rod bundles
are primary concerns for fast reactor safety design. This calls for accurate and fast fluid field
simulation and prediction for wire-wrapped rod fuel assembly, yet it remains a challenge due to
the complex geometries and high Renolds number flow in wire-wrapped rod channel. This work
presents a data-driven dynamic mode decomposition (DMD) method applied to the turbulent flow
in a single wire-wrapped rod channel. The time-series data of fluid velocity and pressure were
modelled and collected by using URANS turbulence model. Model analysis was performed over
the snapshot matrix and DMD modes were obtained. The DMD modes were then used to
construct a reduced-order system for fast fluid field reconstruction and forecasting. The
correctness and feasibility of the method was demonstrated and compared with ground truth CFD
simulation results. Our method offers a fast and reliable approach for reduced-order modelling of
turbulent flow in wire-wrapped rod fuel assemblies.
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The research on the behavior and influencing factors of bubble collision has always been one of
the focuses of scientific research. Its application in industrial fields such as mineral flotation and
gas film drag reduction is of great scientific value. This work focuses on the effect of curved wall
on bubble impact behavior. The impact process of bubbles colliding with hydrophilic and
hydrophobic curved wall under different radius of curvature was measured by high-speed camera
technology, and the effects of wettability and radius of curvature on bubbles colliding with solid
curved wall were analyzed. The results show that when the bubble collides with the hydrophilic
curved wall, it will bounce many times until it leaves the curved wall; The larger the radius of
curvature is, the less the number of jumps will be. In addition, a theoretical model is established
to predict the liquid film drying time, which is mainly related to the initial distance, curved wall
curvature radius, bubble diameter, liquid viscosity and critical fracture thickness. The prediction
error is less than 5.0%. The prediction results accord with the experimental results. This model
can be used to predict and analyze the drainage time of bubble impacting hydrophobic curved
wall liquid film, so as to provide a certain theoretical basis for related projects.
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Blast loading of structures continues to pose challenges with respect to the resolution of fluid and struc-
tural response, especially in 3D. Additionally, the naval industry has specific interest in problems involv-
ing underwater blast-structure interaction. Shallow underwater blasts from explosive charges result in a
high pressure gas region expanding into ambient pressure water and a resulting shock which propagates
in the immersing fluid. This bubble collapses due to momentum driven overexpansion. Cavitation in
water also influences structural response in water compared to other fluids. Air and underwater blast
subject immersed structres to extreme loading, resulting in complex deformation and damage behavior.
A new coupled immersed-IGA-peridynamic framework is used to addresss these challenges.

In this work, the performance of an air-blast immersed-isogeometric-peridynamic density primitive
reduced-energy formulation is studied in three dimensions and subsequently modified for the compu-
tation of underwater blast phenomena. Initialized domains consisting of fluid materials satisfying both
the ideal gas equation of state in the air-blast case and Jones-Wilkens-Lee (JWL) equations of state in the
underwater blast case in a density primitive reduced-energy compressible flow formulation are evolved
using an immersed method. Solid materials are introduced as immersed particle solids, and explosive
charges are introduced as immersed particle fluids. The focus of this study is on the detonation of Trini-
trotoluene (TNT) in air and 1,3,5-Trinitro-1,3,5-triazinane (RDX) in water. Improvements in artificial
viscosity discontinuity capturing tailored for JWL materials and ideal gas are shown to effectively stabi-
lize the formulation.

Fluid (background and foreground) is coupled to peridynamic solids using a strong coupling as well as
a penalty based approach. Penalty based coupling shows significant improvement in the deformation in
coupled solid materials. In the interest of efficiency in 3D, scenarios which involve thin structures use
Elastic and Kirchoff-Love shell formulations for solids. This framework couples code built on PetIGA
and Petsc to modified versions of Peridigm. Additionally, a microplane concrete model is implemented
in Peridigm for use in the air-blast study.

Expansion of explosive gas products results in under-integration as particles spread. Long-time stability
of immersed detonation charges is aided through mass-preserving quadrature volume update on all im-
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mersed fluid domains, naturally implemented in the density primitive formulation. This development is
coupled with artificial viscosity based discontinuity capturing as well as JWL specific discontinuity cap-
turing to form a robust framework for air and underwater blast structure computations. One dimensional
water shocks and underwater detonations are demonstrated to agree with benchmark results. A collection
of underwater 1D and 3D examples are provided to illustrate the performance of the new methodology.

REFERENCES

[1] David Codoni, Georgios Moutsanidis, Ming-Chen Hsu, Yuri Bazilevs, Craig Johansen, and Artem
Korobenko. Stabilized methods for high-speed compressible flows: toward hypersonic simulations.
Computational Mechanics, 67(3):785–809, 2021

[2] Ferhun C. Canerm, Zdenek P. Bazant, Microplane Model M7 for Plain Concrete. I: Formula-
tion. Journal of Engineering Mechanics, Volume 139 Issue 12, 2013. 10.1061/(ASCE)EM.1943-
7889.0000570

[3] Gauch, Erin & Leblanc, James & Shukla, Arun. (2018). Near Field Underwater Ex-
plosion Response of Polyurea Coated Composite Cylinders. Composite Structures. 202.
10.1016/j.compstruct.2018.04.048.

[4] Malcolm J. Smith (2016). Benchmark simulations of underwater explosion gas bubble dynamics
and interactions (Scientific Report DRDC-RDDC-2016-R171). DRDC – Atlantic Research Centre.

[5] Masoud Behzadinasab, Michael Hillman, Yuri Bazilevs, IGA-PD penalty-based coupling
for immersed air-blast fluid–structure interaction: a simple and effective solution for
fracture and fragmentation, Journal of Mechanics, Volume 37, 2021, Pages 680–692,
https://doi.org/10.1093/jom/ufab033

[6] Masoud Behzadinasab, Georgios Moutsandis, NathanielTrask, John T.Foster, Yuri Bazilevs, Cou-
pling of IGA and peridynamics for air-blast fluid-structure interaction using an immersed approach,
Forces in Mechanics, Volume 4, 2021, 100045, https://doi.org/10.1016/j.finmec.2021.100045

[7] Masoud Behzadinasab, Mert Alaydin, Nathaniel Trask, Yuri Bazilevs, A general-
purpose, inelastic, rotation-free Kirchhoff–Love shell formulation for peridynamics, Com-
puter Methods in Applied Mechanics and Engineering, Volume 389, 2022, 114422,
https://doi.org/10.1016/j.finmec.2021.100045

[8] Wardlaw, A. B. (1998). Underwater Explosion Test Cases (p. All, Tech. No. ADB238684). Indian
Head, MD: Naval Surface Warfare Center.

[9] Yuri Bazilevs, Georgios Moutsanidis, Peter Galenko, Kazem Kamran, D. Kamensky, Michael Hill-
man, Hector Gomez, and J. Chen. A new formulation for air-blast fluid– structure interaction using
an immersed approach: part i&ii—coupling of iga and meshfree discretizations. Computational
Mechanics, 60, 07 2017

2

1973



1600 - Geomechanics and Natural MaterialsMS1602 - Computational GeomechanicsOrganized by Jinhyun Choo, José Andrade, Chloé Arson, Ronaldo Bor-
ja, Richard Regueiro, WaiChing Sun and Jidong Zhao 
A Hybrid Continuum-Discrete Method for Numerical Simulation of Granular Impact Dynam-
ics
Yupeng Jiang, Yidong Zhao, Clarence Choi and Jinhyun Choo

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

A Hybrid Continuum–Discrete Method for Numerical Simulation of 
Granular Impact Dynamics 

 
Yupeng Jiang1*, Yidong Zhao2, Clarence E. Choi3, Jinhyun Choo4 

1 The University of Hong Kong, Hong Kong SAR, yupjiang@hku.hk  
2 KAIST, Daejeon, South Korea, ydzhao94@gmail.com  

3 The University of Hong Kong, Hong Kong SAR, cechoi@hku.hk 
4 KAIST, Daejeon, South Korea, jinhyun.choo@alumni.stanford.edu 

 

Key Words: Granular Impact, Solid–granular Interaction, Continuum–discrete Coupling 

 
Granular impact – the dynamic intrusion of solid objects into the granular material – is a common 
phenomenon in many geotechnical engineering problems, such as dynamic compaction and rockfall 
protection. Still, however, it remains a significant challenge to efficiently simulate the granular 
impact dynamics as it involves rapid and complex interactions between the intruder and grains. So 
far, these intruder–grain interactions have been modeled by either a purely discrete (e.g. [1]) or a 
purely continuum method (e.g. [2]). However, their computational efficiency is sub-optimal due to 
the grain-by-grain representation of granular materials in a purely discrete method, or an extremely 
small time-step restricted by the high stiffness of the intruder in a purely continuum method. In this 
presentation, we introduce a hybrid continuum-discrete method which seeks to strike the balance 
between discrete and continuum methods for granular impact dynamics. Our method couples the 
material point method (MPM), which can efficiently simulate granular materials as continua, and 
the discrete element method (DEM), which can efficiently model the solid intruder as a rigid body. 
The method is validated by simulating laboratory test of a solid sphere dropped onto loose dry sand. 
Through a number of parameter studies, we also identify key factors for successful simulations of 
granular impact dynamics using the hybrid continuum–discrete method. 
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The material point method (MPM) is commonly used to simulate large deformations in various types of
nearly incompressible materials such as water and undrained soils. When applied to nearly incompress-
ible materials, however, standard MPM schemes suffer from volumetric locking – overly stiff behavior
accompanied with erroneous strain and stress fields – due to their use of low-order basis functions and
many integration points. To date, several classes of approaches have been put forward to address volu-
metric locking in MPM. However, the existing approaches require significant modifications of the basis
functions, governing equation, or the time-integration scheme, making it onerous to apply them to stan-
dard explicit MPM schemes. In this talk, we present a new approach to mitigating volumetric locking
in MPM, which features an unprecedented combination of simplicity, efficacy, and generality for a class
of standard explicit MPM schemes. The key idea is to combine the assumed deformation gradient (F̄FF)
method [1], which was originally developed for finite element methods, with a standard projection op-
eration in MPM. The approach has two significant advantages: (i) it does not require any modification
of the existing basis functions, governing equation, or the time-integration scheme, and (ii) it can be
applied to any types of nearly incompressible materials. Numerical examples will demonstrate that the
new approach is effective for two popular MPM interpolation schemes – the generalized interpolation
material point (GIMP) and B-spline methods – and for various types of nearly incompressible materials
including a Newtonian fluid, hyperelastic solid, and an elasto-plastic solid.
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Ground improvement techniques involving chemical additives are often energy-intensive and 
unsustainable due to the environmental distress caused by them. Sustainable biocementation 
processes such as microbially induced calcite precipitation (MICP) can overcome the drawbacks 
of traditional ground improvement techniques[1]. Capturing the underlying coupled mechanisms in 
the biocementation process requires the knowledge of diverse fields of bio-chemo-hydro-
mechanics. Modeling such a complex phenomenon is imperative for the successful implementation 
of the stabilization technique in the field. The existing coupled models on biocementation are 
chiefly intended to validate the observed behavior of laboratory-scale biocemented specimens[1]. 
This scenario demands the need to develop a coupled bio-chemo-hydro-mechanical (BCHM) 
model for field simulations. The BCHM model was developed with finite element and backward 
Euler finite difference approximations in space and time. The Galerkin weak formulations are 
derived for the mass balance equations of the coupled model. The advective-governed transport 
phenomena are accommodated with the Petrov-Galerkin formulation. An overall kinetically 
controlled reactive model is implemented to reproduce the urea hydrolysis and associated chemical 
kinetics[1]. The reduced permeability of the biocemented soil is accounted in terms of its effective 
porosity, using the modified Kozney-Carman equation[2]. The fixed point iteration method is 
implemented for bio-chemo-hydraulics to deal with the nonlinearity in the balance equations. The 
mechanical constitutive response of biocemented soil is simulated using a micromechanical 
framework. The von Mises and Drucker-Prager plasticity models were adopted for the biocement 
and soil particle phases, respectively[3]. The integration of plasticity models was carried out using 
a return mapping algorithm[3]. The Newton Raphson scheme is considered for the finite element 
implementation of elastoplastic models. The fully coupled nonlinear finite element problem is 
solved in a staggered approach using the developed MATLAB routine. The contour plots of 
biomass and chemical concentrations and precipitated calcite content are generated. The iso error 
maps are acquired for the inspection of the error behavior of the integration algorithm. The 
considered elastoplastic models predicted improvement in mechanical strength of biocemented 
specimen. A complete bio-chemo-hydro-mechanical behavior of the two-dimensional geometry is 
captured.  
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This study is aimed at developing a formulation of hyperelastic model for geomaterials and 
combining it with plasticity. Several existing representative isotropic hyperelastic models with 
pressure-dependent bulk and shear moduli are reformulated to extend them to finite strains [1–4]. 
To be compatible with the framework of multiplicative finite strain elastoplasticity, the stress 
versus the elastic strain relation, together with the fourth-order elastic tangent moduli tensor, in 
the description relative to the intermediate configuration is derived for each of the hyperelastic 
models. Their spatial and material descriptions are also derived. A systematic parametric study 
with a particular focus on the pressure-dependent property of the elastic moduli is performed to 
examine and compare the constitutive response of the hyperelastic models under typical cases of 
simple shear and triaxial compression. Significant differences in the hyperelastic responses 
depending on the types of model are observed in the analysis. Notably, some models exhibit 
unexpected unreasonable decrease in stress in the process of triaxial compression. 

The hyperelastic models are then combined with plasticity. The Cam-clay plasticity with 
rotational hardening is adopted as a specific prototype model for geomaterials exhibiting induced 
anisotropy. A formulation of the elastoplastic model based on the multiplicative framework, as 
well as a stress-point algorithm using fully implicit return-mapping scheme, is developed [5]. 
Numerical examples are presented to demonstrate the significance of hyperelastic model in the 
analysis of elastoplasticity. The analysis result reveals that the property of hyperelastic model has 
significant influences not only in the responses of elastoplastic model but also in the 
computational aspect to ensure stable analysis. 
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While less common and less studied than shallow earthquakes, intermediate-depth earthquakes 
comprise around 90% of deep earthquakes and cause significant damage and casualties. Defined 
here as earthquakes that occur between 50-350 km depth, the mechanisms that drive them are still 
not completely understood. Extreme pressures preclude the frictional sliding that dominates 
shallower events, and low void ratios suggest that fluid pressure probably does not play a major 
role. Because these events cannot be observed directly, a combination of small-scale experiments, 
numerical modelling, and seismological data represents the best approach at understanding these 
events. 
 
A leading hypothesis is that mineral phase transformation at high pressure and temperature 
densifies the material, leading to local normal stress drops and damage zones that can nucleate 
dynamic fractures [1,2]. Heat generation from the fracture may increase the rate of phase 
transformation, aiding in a runaway reaction that can generate an earthquake. 
 
We model a subducting plate in central Japan using a thermo-mechanical extended finite element 
method. The finite element model includes slab plasticity as well as a phase transformation based 
on the stress and temperature. This leads to a densification of the “undeformed” state as well as 
heat production. Fracture is initiated at bounding surface, which in later version of the model will 
be stress and temperature dependent. Initially, we try to fit the model to small-scale experiments 
conducted at GSECARS beamlines at the Advanced Photon Source. We then apply the model to 
see whether tremors resembling earthquake records can be generated. 
 
[1] Green, H. W. I. and P. C. Burnley (1989). "A new self-organizing mehcanism for deep-focus 

earthquakes." Nature 341: 733-737. 
 
[2] Wang, Y., L. Zhu, F. Shi, A. Schubnel, N. Hilairet, T. Yu, M. Rivers, J. Gasc, A. Addad, D. 

Deldicque, Z. Li and F. Brunet (2017). "A laboratory nanoseismological study on deep-focus 
earthquake micromechanics." Science Advances 3: e1601896. 
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A multiscale approach [1] that couples the finite-element method (FEM) and the discrete-element 
method (DEM) is employed to model and analyse the earthquake fault rupture-soil-foundation 
interaction (FR-SFI) problem. In the approach, the soil constitutive responses are obtained from 
DEM solutions of representative volume elements (RVEs) embedded at the FEM integration points 
so as to effectively bypass the phenomenological hypotheses in conventional FEM simulations. 
The fault rupture surfaces and shear localization patterns under normal faults with or without 
foundation atop have been well captured by the multiscale approach and verified with available 
centrifuge experimental [2] and numerical results [3]. By examining the responses and 
microstructural evolutions of local RVE packings, it is found that the RVEs located in- or outside 
the shear bands behave distinctly, and may change their stress states from initial at-rest to active in 
the normal fault case. The micromechanics study also sheds lights on the capability of heavy 
foundations in protecting the superstructure as a result of rupture surface diversion. 
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Natural gas hydrates have been investigated for past several years as a potential resource for commer-
cially producing gas. The stable condition for the formation of gas hydrates sediments i.e., high pressure
and low temperature generally occurs in deep-sea and permafrost regions. The methane gas extraction
from the hydrate-bearing sediments was carried out by drilling and using various dissociation methods.
The dissociation methods include thermal injection, depressurization, and chemical injection, which will
cause a significant loss of solids in the pore space of geomaterials after extraction. The loss of solids will
eventually reduce the reservoir strength, leading to borewell wall collapse, causing subsurface landslides
(Collett et al., 2002).
The behavior of gas hydrate sediments is governed by coupled Thermo-Hydro-Chemo-Mechanical (THMC)
response during the gas extraction process. In this study, in order to understand the coupled behavioral
response of hydrate rich sediments, a 2D hydrate reservoir is simulated (using a multi-phase numeri-
cal schema) and analysed under axis symmetric conditions. The initial results suggests that the rate of
change of gas pressure near the well bore decreases with the increase in the duration of the extraction.
Further, the maximum settlement occurs near the seabed level while the rate of settlement decreases with
time. The maximum shear stress generally occurs near the well bore which results in associated maxi-
mum volumetric strains. Thus, the continuous gas extraction results in highly porous medium which is
stabilized primarily due to the geomechanical changes.
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A micromechanics-enhanced phase-field model (MicroPFM) proposed by You et al. (2021) 
recently is capable of better describing lower scale (mesoscale) features of fracture in quasi-brittle 
rocks, for instance microcrack growth and frictional sliding along the lips of microcracks. 
However, on the one hand, the frictional dissipation in this homogenization-based model vanishes, 
and this counterintuitive behavior was accused of using associative flow rule in the evolution of 
inelastic strain (Ulloa et al, 2022). On the other hand, the involved linear yield function in the 
MicroPFM underestimates rock strength under no or low confining pressure. Driven by these 
problems, we first present a new dissipation mechanism during frictional sliding of microcracks 
at the mesoscale, and then build a macroscopic phase-field model grounded in various 
microstructure mechanisms by using the energy equivalence principle. Several validation cases 
spanning two different scales confirm that the frictional dissipation can be retrieved by an 
appropriate Helmholtz free energy function, where even an associative flow rule is employed. 
Furthermore, by specifying the frictional dissipation coefficient, a suit of nonlinear yield criterion 
is proposed to uniformly capture the crack initiation, peak strength and fault slip envelops of rock. 
Three examples corresponding to Beishan granite, Lac du Bonnect granite and Carrara marble 
respectively are investigated to show desirable predictive capability of the proposed nonlinear 
yield criterion, in particular, when the tension cut-off behavior is involved. 
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Earthquakes are among the deadliest and costliest natural hazards. Earthquakes are associated with
unstable slip on surfaces of discontinuities within the Earth’s crust, known as faults. The faulting process
involves not only rate- and state-dependent frictional sliding along a fault but also complex evolution
of discontinuous geometry such as kinking, branching, and intersecting of faults. Further, fault rupture
often gives rise to off-fault damage, which cannot be readily captured by discrete approaches to fault
geometry and need to be defined separately through a supplementary bulk constitutive relation. For
these reasons, numerical simulation of fault rupture dynamics has long been a notoriously challenging
problem in computational mechanics and geophysics alike. Here, we present a phase-field approach to
computational modeling of fault nucleation, growth, and propagation, which is built on recent phase-
field formulations for quasi-static shear fractures with frictional contact [1, 2]. Compared with existing
approaches for the same purpose, the phase-field approach has two main advantages: (i) it can handle
complex geometry of faults without any topology-tracking algorithms, and (ii) it can capture both fault
propagation and off-fault damage in a unified way. We have verified the new phase-field method using
the problem of an anti-plane dynamic rupture on a strike–slip fault, comparing its results with those
from a discontinuous approach, namely, the finite element-spectral boundary integral scheme [3]. We
then demonstrate the capabilities of the phase-field method for modeling fault propagation problems that
involve complex features from kinking and intersecting to off-fault damage.
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Response of soil under medium to high strain rate loading has been of consideration for several 
military and civilian applications such as air blasts and explosions, projectile penetration, dynamic 
compaction, pile driving and rapid load testing of piles etc. The mechanical behaviour of sand has 
been noticed to differ significantly in transient tests with strain rate ranging between 10-5/s to 1/s or 
even higher [1]. Such rate effects may further vary with density state of the sand and applied level of 
confinement. Rate effect in sand is generally manifested by an apparent enhancement of soil strength 
and stiffness primarily due to suppressed particle re-arrangement, increased viscous and inertial effects 
associated with the higher ranges of strain rate. For modelling and design of geotechnical applications 
involving medium to high strain rate loading, it becomes imperative to consider the rate-dependent 
constitutive response of the soil. The rate-dependent material models are often formulated within a 
general framework of elasto-viscoplasticity involving Perzyna [2] type overstress concept. In this 
regard, recently Mukherjee et al. [3] proposed a 3D non-associative overstress model, which 
incorporates both shear and volumetric strain based hardening/softening response and aptly captures 
some of the key features observed during experiments on sand involving higher strain rates. Such 
behavior includes strength enhancement with distinct peak followed by rate induced softening and reduced 
compression; however, the predictability of the proposed model was examined for a limited triaxial test 
data on coral and silica sand, and primarily focused on strain localization phenomena under biaxial loading 
condition.  
In the present study, the visco-plastic model proposed by Mukherjee et al. [3] has been further assessed 
over different ranges of confining pressure and strain rate in reference to the drained triaxial 
experimental results available for Toyoura sand [1, 4]. The influence of strain rate on peak strength, 
friction angle and strain at peak strength has been analyzed in detail based on the model predictions at 
three different density states. An increase in peak shear strength of around 60% has been observed for 
dense Toyoura sand over four orders of magnitude increase in the logarithmic scale of strain rate; 
whereas, such increase has been limited to 40% and 20% in case of medium dense and loose state, 
respectively. The corresponding increase in the peak friction angle has been found to be around 20-
15% for a change in density state from dense to loose one. However, the rate-induced enhancements 
noted in both the peak shear strength and friction angle has been observed to remain nearly 
independent of the level of confinement, except for loose state where such enhancement is more 
pronounced at lower confinements. For dense state, the strain at peak strength increases with 
increasing strain rate indicating a delayed peak; whereas, an early peak has been observed for medium 
dense to loose Toyoura sand at higher rates implying decrease in the magnitude of strain at peak strength. 
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Porous brittle solids such as rocks, snow and foams exhibit complex mechanical behavior whose origin
can be linked to deformation mechanisms on the microstructural level. Understanding the intricate me-
chanics of such materials is crucial to the modeling of, e.g., avalanche release processes and earthquakes.
Upscaling of elasticity and yielding of arbitrary microstructures using the Finite Element Method (FEM)
has become a standard procedure. However, numerical methods to study the transition from small to
large deformation situations involving irreversible deformations are still rare. Treating such large de-
formations is feasible for materials with particulate microstructures using the Discrete Element Method
(DEM), but most porous media cannot be approximated by such granular geometries. The lack of flex-
ible computational techniques for these materials prevents the development of accurate homogenized
constitutive models.

In this work, we use the Material Point Method (MPM) to investigate large deformation mechanics of
porous brittle solids characterized by irregular and bicontinuous microstructures where a segmentation
into grains and bonds would be ambiguous. Such microstructures are obtained artificially by level-cutting
Gaussian Random Fields (GRF), allowing specific structural properties such as the solid volume fraction
to be defined beforehand. This GRF-based scheme facilitates a computationally efficient generation of
an ensemble of geometrically different microstructures for each set of prescribed structural properties.
Finite size effects are minimized by averaging over different realizations for given structural properties.
We demonstrate the usability of our stochastic-numerical approach by examining microstructures with a
wide range of porosities under compression. We study the full deformation including the microstructural
collapse and packing, going beyond yielding and failure onset. Considering ensembles of microstruc-
tures, the uncertainty in the stress-strain response is quantified and related to the error in the numerical
discretization.
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Snow slab avalanches release due to crack propagation within a weak snow layer buried below
a cohesive snow slab. In 1979, McClung [1] described this process assuming an interfacial
and quasi-brittle shear failure for the weak layer. This model fails to explain observations of
propagation on low angle terrain and remote avalanche triggering. To address this shortcoming,
Heierli et al. [2] adapted in 2008 the anticrack concept developed for porous rocks to weak
snow layers. In 2018, Gaume et al. [3] showed that mixed mode shear-compression failure
and subsequent volumetric collapse (anticrack) of the weak layer were necessary ingredients
to accurately model propagation mechanisms, thus reconciling apparently conflicting theories.
More recently, large scale simulations based on the Material Point Method (MPM) and field
observations revealed a transition from slow anticrack to fast supershear crack propagation [4].
This transition, which occurs after a few meters suggests that a pure shear model should be
sufficient to estimate the release sizes of large avalanche release zones.

Motivated by this new understanding, we developed a depth-averaged MPM for the simulation
of snow slab avalanches release. Here, the weak layer is treated as an external shear force acting
at the base of the slab and is modeled as an elastic quasi-brittle material with residual friction.
We first validate the model based on simulations of the so-called Propagation Saw Test (PST)
and comparing numerical results to analytical solutions and 3D simulations. Second, we perform
large scale simulations and analyse the shape and size of avalanche release zones. Finally we
apply the model to a complex real topography. Due to the low computational cost compared to
3D MPM, we expect our work to have important operational applications for the evaluation of
avalanche release sizes required as input in hazard mapping model chains. Finally, the model
can be easily adapted to simulate both the initiation and dynamics of shallow landslides.
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Snow is a complex material which can sustain stresses like a solid or flow like a fluid depending 
upon the load it is subjected to. Snow avalanches result from a complex stick to slip failure 
mechanism in a layered snowpack. Once in motion on a mountain slope the collective behavior of 
snow particles lead to complex and transient flow dynamics. Quantitative and accurate prediction 
of slope failure, avalanche release sizes, run-out distances and impact pressures can be based on 
numerical solution of partial differential equations as well as appropriate constitutive models. Over 
the last 2 decades, the increase in computational capabilities and the development of advanced 
numerical models enabled the relaxation of several simplifying assumptions. These models 
contributed to a significant improvement of our understanding of snow and avalanche mechanics. 
Here, selected and recent numerical methods for computational snow and avalanche mechanics at 
high strain rates are presented. Particular emphasis is placed on the Discrete Element Method and 
the Material Point Method for application at different scales. At the scale of snow microstructure, 
combining X-ray computer tomography or stochastic microstructure reconstruction techniques with 
numerical mechanical models has allowed to gain crucial insights into the mechanics of snow under 
various loading modes. Through homogenization techniques, these numerical results helped to 
develop constitutive snow models. At the mesoscale, numerical models for large deformations 
allowed to reproduce (anti)crack propagation mechanisms involved in snow slab avalanche release. 
At the slope scale, recent models were able to simulate both avalanche release and flow in three 
dimensions in a unified manner. Additional applications and developements include avalanche 
impact pressures, wave phenomena, snow-vehicle interaction, avalanches in forested terrain and 
depth-averaged modeling. Suggestions for future research include more complex rate-dependent 
constitutive models for dry and wet snow, modeling wet slab and glide-snow avalanches which 
could become more frequent due to global warming, the effect of spatial variability of snow 
mechanical properties, as well as model inter-comparisons. 
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Avalanche accidents mainly occur due to dry-snow slab avalanches. Their release is a multi-scale 
process which starts with the formation of a localized failure in a highly porous weak snow layer 
underlying a cohesive snow slab, followed by rapid crack propagation within the weak layer. 
Finally, a tensile fracture through the slab leads to its detachment. The dynamic process of crack 
propagation which affects the size of avalanche release zones, is still rather poorly understood. 
Here, we use a 3D discrete element method (DEM) to numerically simulate fracture mechanical 
tests commonly called Propagation Saw Tests (PSTs) and analyze fracture dynamics using a micro-
mechanical approach. Using cohesive and non-cohesive ballistic deposition, we numerically 
generate a highly porous, brittle weak layer underneath a dense cohesive slab. First, our DEM 
model is used to reproduce precisely the PST behavior extracted from experiments based on Digital 
Image Correlation. Our results show that a stationary crack propagation speed regime appears if 
the snow column is long enough. Elastic moduli of the slab and weak layer as well as weak layer 
shear strength are key variables influencing crack propagation by affecting the critical crack length 
for the onset of crack propagation, and the crack velocity. Our results highlight the effect of these 
mechanical parameters on the propagation distance required to obtain a steady-state regime and 
their implication on dry-snow slab avalanche release. In addition, our numerical experiments show 
the apparition of a so-called supershear crack propagation regime for steep slopes in which the 
crack velocity becomes intersonic. Overall, our results lay the foundation of a comprehensive study 
on the influence of snowpack mechanical properties on the fundamental processes of slab avalanche 
release. 
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Roll waves can lead to severe flow variations and deep flow depth, which have been one of 
the key concerns in many artificial and natural flows composed of water and/or granular 
materials [1]. Recently, surges called erosion-deposition waves have been identified from dry 
granular flows [2]. Compared to roll waves which have moving material between the wave 
crests, erosion-deposition waves have completely stationary regions between individual 
crests. Although frequently observed from experiments and field events, roll waves, erosion-
deposition waves and their transitions are challenging to be modelled under real-scale 
conditions involving complicated terrain and flow dynamics. In this study, we simulate the 
roll waves and erosion-deposition waves in snow avalanches by using the material point 
method (MPM) and an elastoplastic constitutive model based on critical state soil mechanics. 
In particular, a snow avalanche at Vallée de la Sionne (VdlS) in Switzerland is modelled with 
consideration of bed erosion. The properties of the simulated snow are firstly calibrated with 
the deposition depth of the VdlS avalanches measured with a laser scanner. The dynamic 
behaviour of the avalanche is then analysed in terms of the different waves, the flow depth 
evolution at a fixed location, as well as the temporal and spatial evolution of the flow 
velocity. It is observed that both roll waves and erosion-deposition waves are naturally 
captured from the simulated avalanche. The flow depth evolution from the simulation shows 
satisfactory agreement with the field data measured with FMCW radar. The model is also able 
to recover the spatial evolution of the wave activity from release to deposit, which was 
measured in the field experiment using a radar. With both the numerical and field 
investigations, this study offers new perspectives on wave behaviour and provides a validated 
numerical approach for exploring waves in granular flows like snow avalanches.  
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Snowpack can be characterized as a loose granular assembly of cohesive non-spherical particles, whose
shape and size can greatly vary depending on meteorogical conditions and depth of the considered snow
layer. Recent discrete elements (DEM) simulations of centimetric snow samples [1] have highlighted
a complex mechanical response, including strong strain-softening and volumetric collapse. Moreover,
these features are sensitive to the wide variety of microstructural patterns observed in snow. Avalanches,
on the scale of a mountainslope, involve large deformations and can propagate over hundreds or thou-
sands of meters. For modelling such large scale processes, while preserving proper account of mi-
crostructural effects on snow mechanical response, a double-scale MPM×DEM approach is proposed
(where MPM stands for Material Point Method). Hence, MPM performs the resolution of large scale
free-surface flows by relying on a rheology obtained from a homogenized numerical constitutive law
(HNCL). Each Gauss point embeds its own “realistic” microstucture handled by a DEM approach. The
HNCL is expected to capture the complex mechanical behavior of the material in a more robust and
realistic manner than any macroscopic analytical constitutive model. Our coupling strategy differs from
another recent MPM×DEM implementation [2], in particular with respect to the periodic boundary con-
ditions [3] used at the DEM scale. Benchmark simulation results (slump tests) will be presented to
evaluate the approach. Then, typical slab-weak layers systems involved in slab avalanche release will be
modeled. The influence of initial snow microstructure will be investigated using 3D microtomographic
images of different snow samples as inputs for the DEM samples.
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The release of snow slab avalanches starts with the failure of highly porous weak layer buried beneath a
cohesive slab leading to mixed-mode crack propagation along the slope. The first modelling attempt of
the process date back to 1979 with a pure shear weak layer fracture assumption proposed by McClung
[1]. Later, Heierli [2] extended the concept of anticrack, to account for weak layer volumetric collapse
and subsequent slab bending. Recent advances [3] reconciled these approaches and have shown the
existence of a supershear crack propagation regime leading to intersonic propagation speeds [4].

Here, based on the Material Point Method, finite strain elastoplasticy and critical state theory, we report a
transition from sub-Rayleigh anticrack to supershear crack propagation involving the Burridge–Andrews
mechanism. The existence of this transition is further confirmed by full-scale avalanche analyses. By
accounting for slab fracture, we highlight that soft slabs can prevent supershear transitions to occur.
In addition, it is shown that crack branching in the slab can either occur from top to bottom in the
case of slow propagating anticracks or from bottom to top for supershear cracks. Through a sensitivity
analysis, we investigate the conditions for crack arrest or so-called ’en echelon’ slab fracture. Full 3D
simulations reveal interesting propagation and release patterns related to the interplay between cross-
slope and down/up-slope propagation and slab tensile failure. This enables to analyse slab fracture
modes at crown, flanks and staunchwall of the avalanche. These findings allow us to reach a next step in
our understanding of the release mechanics in order to predict avalanche release shapes and sizes.
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Modelling the mechanical behaviour of snow for laboratory or in situ conditions requires advanced con-
stitutive relationships that are able to account for large inelastic deformations, viscosity, rate dependency,
material and geometrical non-linearities, etc. All these aspects characterize the response of a snow el-
ement with respect to external actions and strictly depend on the peculiar properties of snow at the
micromechanical scale, such as: the presence of bonds between grains (sintering), the effect of the tem-
perature gradient on the grain shape (metamorphisms), etc.

Therefore, the elasto-plasticity theory was largely adopted for snow mechanics purposes, often start-
ing from models originally conceived for soils (e.g., the modified Cam-clay) [1, 2]. The existing models
have often a limited range of application only for some specific types of snow (e.g., rounded grains or
faceted crystals) while new ones need to be more general. For instance, in the new elasto-plastic models
for snow, the yield locus is required to be highly deformable and also capable of varying its shape to
follow different stress paths both in the deviatoric and in the meridian plane.

In this work we analyse the possibility of adopting a tailored version of the Bigoni-Piccolroaz yield
function for snow [3]. Moreover, we introduce three hardening/softening laws for snow that consider the
effect of: i) irreversible volumetric deformations, ii) bonding/degradation processes, and iii) rate depen-
dence. Finally, we depict some concepts related to the numerical implementation of these topics in the
framework of a continuum model for snow developed for Finite Element (FE) analyses.
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Snowflakes reflect meteorological information in the sky such as the temperature and degree of 
supersaturation, and their shape is formed by the balance of them. These shapes affect not only 
how the snow falls (e.g. snow-fall speed [1]), but also how the snowpack is formed. Although 
these shape differences of precipitation-particle are negligible after mechanical- and thermal-
induced metamorphosis in snowpack, it causes differences in the mechanical property of 
snowpack in the early stage of them. In addition, it is said that some kinds of precipitation-
particle from cyclone form weak layer within the snowpack, which causes a potential occurrences 
of surface avalanches over broad area simultaneously [2]. 
Our interest is to understand the snowpack properties caused by the differences of precipitation-
particle and environmental conditions from the granular scale. For examples, the effects on 
snowpack with/without rimed snow crystal and with/without wind. In nature, it is difficult to 
observe the desired precipitation-particles freely in controlled environmental setting. In order to 
solve these problems, numerical granular sedimentation experiments with non-spherical grains 
are conducted. Clump particles constructed by spheres are employed to resemble precipitation-
particles in discrete element method (DEM) [3]. To make granular packing, free fall of clumps 
are simulated with changing the shape of clumps and initial conditions (initial orientation and 
initial velocity/rotational velocity) as parameters. 
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There is a dearth of machine-learning investigations of the micro-mechanics of granular soils. The 
micro-mechanics deals with the mechanics of granular materials at the micro-scale (often particle 
scale) or meso-scale and is contrasted with the macro-mechanics which focuses on the macro-scale 
behavior measured at the laboratory sample scale or field scale. In this paper, a novel investigation 
of the contact force chains (CFC) in quasi-statically sheared granular materials using machine 
learning methods is conducted. An artificial neural network (ANN) based on discrete element 
method (DEM) simulation data is developed and applied to predict the anisotropy of CFC in an 
assembly of spherical grains undergoing a biaxial test. Five particle-scale features including particle 
size, coordination number, x- and y-velocity (i.e., x and y-components of the particle velocity), and 
spin which all contain predictive information of the CFC are used to establish the ANN. The results 
of model prediction show that the combined features of particle size and coordination number have 
a dominating influence on the CFC estimation. An excellent model performance manifested in a 
close match between the rose diagrams of CFC from the ANN predictions and DEM simulations is 
obtained. In addtion, some preliminary results of the prediction of the constitutive response of 
granular materials using the machine learning method are also presented. Our ongoing work 
includes the direct prediction of the inter-particle contact forces of a real granular material (such as 
sand) based on the micro computed tomography input, and the machine learning based constitutive 
modelling of granular materials. 
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For the past years, machine learning (ML) techniques have been applied to several engineering areas,
including geotechnics. Although there are studies dedicated to pile capacity prediction, many gaps still
remain in this research field, like the use of few ML techniques, datasets with few examples and poor
variety of soils. To fill some of these gaps, this work presents an application of ML techniques for
predicting the bearing capacity of precast concrete pile foundations.

The raw dataset, collected from the literature, contains 165 load test results and its respective SPT sound-
ing data. Four datasets based on different semi-empirical methods and one aggregating all inputs were
created and used to train seven different ML algorithms. The leave-one-out cross validation approach
was used for training and testing, for its ability to better explore the information within the dataset. We
use the root-mean-square deviation (RMSE) and the coefficient of determination (R²) as metrics to evalu-
ate the ML techniques. The table below summarizes the best results obtained from the study, comparing
some of the tested ML techniques with classical semi-empirical methods from the literature.

Method R² RMSE
RF 0.770 635.96
KNN 0.762 651.24
[1] 0.756 1443.11
LR 0.728 708.25
[2] 0.660 896.10
[3] 0.614 922.34

Random forest (RF) presented best performance for both R² and RMSE,
followed by k-nearest neighbor (KNN). The best semi-empirical
method was [1] with respect to R², the only one that overcame linear
regression (LR). [2] and [3] presented the worst performance. One can
also notice that the semi-empirical methods presented high RMSE com-
paring to all other techniques. It is worth commenting that RF was the
best technique not only in the presented table, but in most tests varying
input combinations and datasets. After testing alternatives for KNN, we
concluded that the best approach is simply weighting point distance.

From these results, one can conclude that ML techniques are capable of
modeling this type of problem. We suggest for future works the investigation of different input combi-
nations, using information like the cone penetration test (CPT), and including other types of piles.
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Consideration of inherent anisotropy is crucial to gaining an improved understanding of the 
behavior of granular materials. Inherent anisotropy is thought to arise from the preferred particle 
arrangement and contact orientation of granular materials during sedimentation. Although 
inherent anisotropy of granular materials has been a subject of extensive investigation for almost 
40 years, only a limited number of studies have investigated the effect on the dynamic behavior of 
soil-structure systems during earthquakes [1].  
 
This study aims to investigate the inherent anisotropy’s effect numerically on the seismic 
response of soil-structure systems using the strain space multiple mechanism model that has been 
extended to account for inherent anisotropy [2]. In the proposed model, three parameters have 
been introduced to control the degree of inherent anisotropy and its principal direction. 
Considering the design case studies of port structures [3], the following soil-structure systems are 
picked up for consideration: breakwater, sheet-pile quay wall, and gravity type quay wall. 
 
The seismic response analyses for the sheet-pile and gravity type quay walls demonstrate that the 
consideration of inherent anisotropy affects not only the horizontal displacement of the structure 
but also the excess pore water pressure in the liquefiable deposits. In the case of the breakwater, 
the vertical strain of the liquefiable layer below the breakwater is affected by inherent anisotropy, 
resulting in a different amount of breakwater settlement. The above analysis results indicate that 
the effect of inherent anisotropy cannot be ignored in evaluating the dynamic behavior of soil-
structure systems during earthquakes. 
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Background 
In recent years, a large number of the unsaturated soil structures such as embankments and slopes 
were severely damaged due to the multi geotechnical hazards induced by rainfall and earthquake 
(2004 Niigata-ken Chuetsu Earthquake, 2018 Hokkaido Eastern Iburi Earthquake, etc). Numerical 
analysis considering the characteristics of unsaturated soil is a promising approach to analyse the 
effects of combined disasters. Hence, an effective stress analysis method for analysis of both 
unsaturated and saturated porous media and the transition from unsaturated to saturated soil is 
developed. This study shows validation of the developed analysis method and its application. 
 
Modelling for unsaturated soil 
To consider the characteristics of unsaturated soil, simplified three-phase effective stress analysis 
was conducted. This method uses the equivalent bulk modulus of fluid considering the degree of 
saturation and the specific moisture capacity assuming that the pore air pressure equal to 
atmospheric pressure [1][2]. The suction is defined as the negative value of the pore water 
pressure, and it is related to the increase in the initial value of the yield surface. 
 
Validation analysis and application to multi geotechnical hazard  
To validate the developed analysis method, 1D leaking test and the quasi 1D non-steady seepage 
flow through soil was idealized. The numerical results reproduce the spatial and temporal 
distribution of pore water pressure. 
Furthermore, the seismic behaviour of an underground structure surrounded by unsaturated and 

saturated liquefiable ground with three different ground water level, were estimated as examples 
for comparison. Non-linear response of the reinforced concrete, the relationship between stress 
and strain for concrete and rebars, is considered as well.  
The pore water pressure in unsaturated layer increases, and a part of the unsaturated layer near 

the ground water level changed into saturated soil. The deformation of the underground structure 
is larger at the boundary of the unsaturated and saturated layers. 

 
Conclusion 
The following conclusions are obtained: (1) the proposed method of incorporating the 
characteristics of unsaturated soil is verified, (2) the simulation well represented the seismic 
behaviour of the excess pore water pressure and the deformation of the RC structure in 
unsaturated layer on liquefaction. 
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Suction bucket foundations have been attracting attention in recent years as a foundation method 
for offshore wind power facilities. To investigate the foundation stability against wave loading, 
Nielsen et al. carried out monotonic and cyclic loading tests using a small-scale mono bucket 
foundation installed in water-saturated dense sand [1]. Ueda et al. performed two-dimensional 
effective stress analyses to examine the foundation's wave-resistant stability; the seismic behavior 
was also investigated through shaking table tests in a centrifugal field [2]. However, the effect of 
different bucket dimensions (e.g., bucket diameter) on wave-resistant stability has not been 
thoroughly investigated. 
 
The present study aims to numerically investigate the bucket dimension effect on the foundation's 
wave-resistant stability using two-dimensional effective stress analyses under undrained and 
partially drained conditions. A number of combinations of different monotonic and cyclic 
horizontal loads are applied for two types of suction bucket foundations with different bucket 
diameters installed in a liquefiable sandy deposit. Whereas the buckets are modeled as linear 
beam elements, the strain space multiple mechanism model [3] is used to consider the nonlinear 
response of the ground with pore water pressure increase during the cyclic loading. 
 
Referring to Nielsen et al. [1], the computed inclination angle of the foundation after the 
combined loading is organized as a contour map on the drawing where the horizontal axis is the 
amplitude of monotonic loading while the vertical axis is the amplitude of cyclic loading. It is 
noted that both axes are normalized by the ultimate load obtained from pushover analyses (i.e., 
drained monotonic horizontal loading). The contour maps demonstrate that the bucket diameters 
affect the inclination angle under wave loading. Preparing such contour maps for foundations 
with different bucket dimensions makes it possible to easily and visually evaluate the degree of 
foundation inclination under any combination of monotonic and cyclic loads. 
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This study develops an efficient solid-fluid coupled simulation method of soil liquefaction 
analysis, based on the GEOSX open-source, multiphysics simulator. Solid-fluid analysis is 
achieved through an explicit FEM-FVM coupling routine. The CycLiq constitutive model is 
implemented for the simulation of soil liquefaction behavior, based on the cutting plane stress 
integration algorithm and the three-dimensional mapping rule. LEAP-UCD-2017 centrifuge 
shaking table tests are simulated to validate the soil liquefaction analysis method. Moreover, an 
underground tunnel model with large-scale gravel piles is simulated to demonstrate the simulation 
ability of 10 million degrees of freedom solid-fluid coupled dynamic liquefaction analysis. The 
efficiency and scalability of the high-performance solid-fluid coupled analysis method is 
evaluated by varying the scale of the analysis model. The results highlight that proposed method 
can significantly expand soil liquefaction analysis capability in terms of both problem size and 
solution fidelity. 
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This study investigates the importance of appropriate liquefaction resistance simulation for 
underground structure seismic response analysis in liquefiable ground. A series of numerical 
simulations are conducted using solid-fluid FEM with two constitutive models for soil 
liquefaction analysis. The first constitutive model is the original CycLiq model proposed by 
Wang et al. (2014) which is able to provide good simulation for the post-liquefaction behavior of 
sand, but tends to underestimate liquefaction resistance at low cyclic stress ratio. The second 
model is proposed based on the original CycLiq model to enhance the description of the 
liquefaction resistance. These two models are first used in the simulation of the centrifuge 
shaking table test conducted by Zhu (2021) for validation. Upon validation, the models are used 
in the simulations with different input peak acceleration amplitudes (PGA) to evaluate the 
influence of the models’ ability to appropriately reflect liquefaction resistance on the seismic 
response analysis of underground structures. The analysis results show that these two models can 
produce similar response of underground structure in liquefiable ground within a certain range of 
PGA. However, the original model overestimates the response of underground structure at low 
PGA and underestimates it at high PGA, compared with the modified model. The results suggest 
that it is important for constitutive models to accurately reflect the liquefaction resistance of sand 
when simulating the seismic response of underground structures. The influence of liquefaction 
resistance on the seismic response of above ground structure needs to be further studied. 
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Three-dimensional effect of dynamic soil-structure interaction (SSI) on liquefiable ground 
critically matters in the embankment containing the underpass structure. Damage closely related 
to this effect has been reported in Mid Niigata Prefecture Earthquake in 2004 [1] and the 2016 
Kumamoto Earthquake [2]. In these earthquakes, the joint openings of the box culverts occurred 
due to the liquefaction of the foundation ground; the damage patterns have been unstructured.  
 
A three-dimensional model of a road embankment containing a box culvert with joint was 
fabricated on liquefiable ground. Its seismic behaviour was investigated with geotechnical 
centrifuge of 50G. To visualize the foundation ground under the culvert, a half-section 
embankment-culvert model was used. The longitudinal section was observable from the front.  
 
The testing result reproduced the past-reported joint opening: joint opened as if it was inclining 
toward the culvert-mouth as liquefaction progressed. The 4 locations of the excess pore water 
ratios directly under the culvert-mouth, the joint, and the shoulder and the centre of embankment 
were respectively compared. The measured results indicated that the excess pore water ratios 
under the culvert exceeded that under the embankment in each point, and its ratio under the joint 
exceeded under the culvert-mouth; they can be categorized as 3D effect of dynamic SSI. 
 
In summary, liquefaction is more likely to occur in the foundation ground directly under the 
culvert. This different progress of the liquefaction under the culvert and the embankment seems to 
amplify the joint opening of the box culvert. In the future, we plan to conduct reproductive 
analysis to verify whether this interesting response can be confirmed in the numerical analysis. 

ACKNOWLEDGEMENT 

This work was supported by JSPS KAKENHI Grant Number 21K14241. 

REFERENCES 

[1] Ohtsuka, S. Damage to earthworks, Report of Mid Niigata Prefecture Earthquake in 2004, 
Nagaoka University of Technology, (2006). (in Japanese) 

[2] Mano et al. A damage analysis of a box culvert in Kumamoto earthquake, the 54th annual 
conference of Japanese Geotechnical Society, pp.1079 – 1080, (2019). (in Japanese)  

2001



Seismic response of sheet-pile structures in liquefiable soils: Stochastic modeling and validationMajid Manzari

WCCM Conference, July 31-August 5, 2022  
Yokohama, Japan 

Abstract:  
 
Design of sheet-pile walls in granular soils is traditionally based on limit equilibrium analysis 
approaches that are known to be highly over-conservative.  An alternative approach that has 
gaining much popularity in recent years is to use nonlinear elastoplastic analyses that more 
accurately account for the initial state of soils and the soil-pile interaction.  However, majority of 
the modeling tools available in engineering practice are limited to simplified constitutive models 
that are unable to properly simulate the cyclic response of soils.  Even when more advanced 
constitutive models are available, their performance has been evaluated against limited number 
of element tests that cover a narrow range of densities and initial stresses and target specific 
stress and strain paths that might not be representative of what the soil experiences in its 
interaction with structures. To address these shortcomings, there is a need for systematic 
evaluation of constitutive models and numerical modeling techniques against high quality 
experimental data that cover a wide range of initial stresses, soil densities, and stress/strain paths.  
Here, seismic response of a sheet pile wall embedded in a liquefiable soil is used to demonstrate 
the versatility of such a systematic approach.  The sheet-pile wall was first designed by 
conducting a series of nonlinear finite element analyses that considered the coupled response of 
the pore fluid and soil skeleton and included a critical state elastoplastic model of soil skeleton 
that was thoroughly calibrated against element test data performed on the selected soil.  Seismic 
performance of the designed sheet-pile wall was then predicted for a large number of target 
seismic motions.  Following these blind predictions, a scaled model of the system was tested in a 
geotechnical centrifuge.  The measured response of the wall was found to be remarkably close to 
the blind prediction. The computational model, initially validated against the element tests and 
the centrifuge experiment, was then used in a series of stochastic finite element analyses to 
assess the response of the system for a wide range of seismic motions and soil densities.  The 
analysis results were compared to extensive experimental results obtained in the course of an 
ongoing international collaborative research project, Liquefaction Experiments and Analysis 
Projects (LEAP)1.  The capabilities and limitations the computational model in capturing the 
response of the sheet-pile wall structure over a wide range of densities and base motion 
intensities and frequency contents are discussed. 
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Lateral Spreading. Springer, Cham. https://doi.org/10.1007/978-3-030-22818-7_10 
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Microbially induced calcite precipitation (MICP) provides potential of developing sustainable methods
for improving the engineering properties of soil. MICP treatment in soil can cause complex interactions
among different fields, by which ureolytic bacteria are utilized to catalyze urea hydrolysis, producing
ammonium and carbonate ions. With the presence of calcium, calcite can be precipitated. In soil, the
filling of calcite in the pore spaces can reduce the porosity as well as permeability. Besides, calcite act
as binding material among the solid grains which can improve the mechanical stiffness and strength.

In the present study, a coupled bio-chemo-hydro-mechanical (BCHM) model is developed with the aim
on a better understanding of coupling effects involved in MICP. In this model soil is considered as satu-
rated porous media. The computational domain is a representative elementary volume (REV), in which
the solid phase and the liquid phase are considered. In the liquid phase, multi-component transport is
considered and described by reactive mass transport equations. The governing equation for the flow
process is derived based on the mass conservation of the liquid phase. The couplings between the me-
chanical and hydraulic fields are incorporated in the mass balance equations for solid and liquid phases.
The decrease of permeability following the MICP induced porosity reduction is considered using a mod-
ified Kozeny-Carman equation. Modified Cam-Clay model with combined volumetric-deviatoric hard-
ening is adopted to describe the elasto-plastic behaviour of the soil. The increase of stiffness and strength
is considered with the calcite-contents-dependent increase of elastic modulus and extension of the yield
surface. Besides, the degradation of calcite bonds is considered by introducing a degradation parameter.
The model is solved by the finite element method (FEM) based on the open source code OpenGeoSys
(OGS). To consider the multifield problem, subsystems for reactive mass transport (BC), flow process
(H) and deformation process (M) are defined, respectively. These subsystems are solved iteratively using
a staggered scheme [1]. The couplings are considered by defining the dependency of the parameters and
variables from different subsystems.

This model has been applied to simulate experiments from different literature sources. The experimen-
tally observed mass and permeability variations in space and time, increase of mechanical stiffness and
strength, and the dilatancy behaviour during MICP can be well captured in the model.
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Comparing to traditional mining methods, in-situ fluidization mining[1] is a promising method for re-
ducing ecological influence. During fluidization mining, coal gangue will be separated from ores and
filled back to the excavation region, which greatly reduces strata deformation, depending on the filling
rate. Numerical simulations can help the engineers to evaluate the strata deformation and optimize the
designs with affordable costs. In this work, a continuous-discontinuous element method[2] is adopted
for simulating the coal in-site fluidization mining-filling processes, which is a coupled finite-discrete el-
ement methods with explicit integration formulation. The theory of ”equivalent mining height” is used
to define the backfill mining height. The results partly reveal the influence of filling rate on the strata
deformations, surface subsidence and rock burst.
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Temperature changes in concrete structures result in thermal stresses that may cause cracking. As 
for concrete beams, these stresses originate from thermal eigenstrains, constrained or prevented at 
three different scales of observation, namely, the microstructural scale of the concrete material, 
the cross-sectional scale, and the macrostructural scale of the beams.  
 
The multiscale nature of the thermal stresses is quantitatively addressed by establishing the scale 
transition (i) from cement paste, sand, and aggregates to the material scale of concrete, (ii) from 
the material scale of concrete to the cross-sectional scale of the beam considered, and (iii) from 
the cross-sectional scale to the macrostructural scale of the beam. This mode of analysis is 
applied to quantifying the fluctuations of microstructural stresses of the concrete constituents for 
rectangular concrete beams, subjected to thermal loading. Sensitivity analyses, with respect to 
different heating speeds, different concrete constitutions, different internal relative humidities, 
and different geometric dimensions of the beams are carried out. This provides better 
understanding of thermally-induced degradation of concrete structures and helps to improve their 
durability by optimization of the concrete mixture and improvement of the thermal boundary 
conditions.  
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Numerical analysis of the soil-structure interaction problems in a large deformation range is 
important to understand both the failure mechanisms and the post-failure behaviors of slopes and 
earth structures. For this purpose, coupled continuum-discrete analysis methods have been 
developed intensively during the last decade. Those methods mainly employed particle-based 
methods (e.g., Smoothed Particle Hydrodynamics and Material Point Method) for the modelling 
of large deformation of soil and discrete element methods (e.g., Distinct Element Method and 
Discontinuous Deformation Analysis) for the modelling of structures and rigid bodies, where the 
contacts between them are considered [1, 2]. 
 
The previous methods often use an explicit time integration and/or a staggered coupling scheme 
that alternately runs the continuum method and the discrete method while exchanging the forces 
and the kinematics. This is owing to the explicit time integration scheme used in the particle 
methods and/or the Distinct Element Method. However, when we analyze the pre-failure process 
that is often quasi-static as well as the post-failure behavior, the explicit scheme often exhibits 
large computational costs due to the limitation of time increment size.  
 
In this study, we newly developed a coupled analysis method of the implicit Material Point 
Method (MPM) for soil and the Discontinuous Deformation Analysis (DDA), which is an implicit 
type of discrete element method for structure. The contact between the MPM and the DDA is 
formulated based on the penalty method, and the equilibrium of the whole system is solved 
monolithically. Since the Newmark type implicit time integration is used in both MPM and DDA, 
the fully implicit feature is retained also in the coupled analysis. The developed method was 
applied to a simulation of a benchmark experiment [3] and the validation was investigated. 
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This work develops a signed distance field (SDF)-based contact approach to the discrete element method
(DEM) for modeling generic irregular-shaped particles. It is proposed to implement particle models from
an SDF-based generic interface that provides an SDF function and a surface projection function. The
signed distance is positive inside particles, and vice versa; thus the zeroth isosurface of SDF represents
particle surface. With particle surface discretized into a set of nodes, the node-to-surface algorithm
is adopted for contact detection, namely, by checking the distance signs of the surface nodes of one
particle with respect to another. Then, the energy-conserving contact theory is adopted to derive the
contact interaction forces, with the contact potential defined on each intruding nodes. Based on the SDF-
based contact framework, particle models are developed based on classical geometries, including poly-
super-ellipsoid, poly-super-quadrics, spherical harmonics, and polyhedron; and the existing level set
particle model is also integrated. In addition, a weighted spherical centroidal Voronoi tessellation-based
scheme is developed for particle surface discretization and reconstruction. Example DEM simulations
are provided to verify and demonstrate the capabilities of the proposed SDF-DEM framework. The
computational aspects, including the memory consumption and computational efficiency of the approach
and aforementioned particle models, are discussed.

2007



An Improved Extended Material Point Method to Model Shear Band Evolution and Large De-
formation Post-failure Behaviors
Yong Liang, Bodhinanda Chandra and Kenichi Soga

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

An Improved Extended Material Point Method to Model Shear Band
Evolution and Large Deformation Post-failure Behaviors

Yong Liang∗, Bodhinanda Chandra and Kenichi Soga

Department of Civil and Environmental Engineering, University of California, Berkeley, CA, 94720,
United States

Key Words: Extended Material Point Method, Localization detection, Frictional Self-contact, Shear
Band, Large Deformation

An improved XMPM formulation is proposed to simulate the evolution of shear bands and post-failure
behaviors with large deformations (e.g. landslide). The XMPM introduces a localization search algo-
rithm based on the theory of bifurcation to predict the initiation and propagation of shear band. To deal
with the dynamic frictional contact mechanism between the generated shear planes, a formulation of
self-contact is integrated into the XMPM framework. In addition, a hybrid implicit-explicit description
of discontinuity is considered by employing the level-set method and a point cloud approach to ensure
the smoothness of the discontinuity surface during localization propagation. Several numerical examples
have been investigated to assess the accuracy and demonstrate the capability of the proposed XMPM
approach in simulating the shear band evolution of different engineering problems in both 2D and 3D.
The proposed formulation is proven to exhibit minor sensitivity with respect to mesh refinements in pre-
dicting the shear-band path. Further research should focus on improving the efficiency and stability of
the XMPM solver by considering parallelism and high-order spatial and temporal approximation. It is
also interesting to investigate the connection between weak and strong discontinuity in large deforma-
tion problems, as well as a variable frictional contact model taking into account the material cohesive
and dilatancy characteristics.
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Discrete element method (DEM) is widely used to examine the mechanical behaviour of granular 
assemblies, like sand, under various loading conditions by performing numerical simulations replicating 
different laboratory tests. While simulating various element tests from such particle-based methods, it is 
often required to estimate magnitudes of field variables, such as stresses and strains, which are essentially 
defined based on a continuum assumption. In this regard, either a wall-based global estimation or a 
representative volume element (RVE)-based local assessment is often adopted. Wall-based estimation 
predicts an overall response of the specimen which takes into account only the particle to wall contacts. 
As a result, such wall-based estimation of field variables is often influenced by the boundary effects arising 
due to the concentration of stresses and voids around wall boundaries [1], which can be identified as a 
source for macro level heterogeneities. On the contrary, RVE is considered to be statistically 
representative of the specimen under consideration. Further, it must be large enough so that an increase in 
the size will not change the estimated field variables and should exclude any possible macro level 
heterogeneities. In addition, an RVE should not be too small such that it starts to depict micro level 
heterogeneities, such as the development of unrealistic localized zones of various field variables due to 
consideration of only limited number of particles within the RVE [2]. However, deciding the optimal 
extent of the RVE to avoid such macro or micro level heterogeneities requires a systematic analysis.  
In the present study, biaxial test simulations are performed employing DEM with non-circular particles of 
realistic particle size distribution [3]. Subsequently, an analysis has been carried out to assess the influence 
of the aforementioned macro and micro level heterogeneities in reference to the characterization of 
mechanical behavior of the specimen from a chosen RVE configuration. In this regard, a series of 
simulations have been carried out by generating various RVE configurations with different diameter and 
volume coverage over the specimen. It has been observed that the wall-based estimation predicts higher 
stresses and unrealistically higher volumetric strain, particularly at the larger strain levels, in comparison 
to the RVE-based estimations. However, it is interesting to note that increasing the volume coverage of 
RVE can predict stresses in the range of wall-based stress estimates. In order to establish a better 
mechanical characterisation, it has been proposed that the RVE should evolve with the continued 
deformation maintaining a constant volume fraction coverage in reference to the deformed configuration 
of the specimen.  Further, it is suggested that the RVE should occupy a maximum of 90% volume of the 
specimen in order to avoid any possible boundary effects and can still be able to capture its overall 
mechanical behavior. However, when a local variation of field variables is of interest, RVE of smaller 
diameters can be employed. In such cases, depending on the average particle size of the granular assembly, 
the diameter of the RVE should be selected ensuring that it is small enough to aptly capture the local 
variation of field variables and at the same time, large enough to avoid any micro level heterogeneity. 
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The ubiquity of granular material in nature and in human society makes it important to model, however
we are still far from understanding its complex and rich behaviors. One of the difficulties is that the
macroscopic granular material properties are sensitive to microscopic structural characteristics. In two
dimension, the granular structure can be described in terms of cell [1], which is the smallest closed loop in
force chains. Recent works revealed the evidence of structural self-organisation and universal statistical
properties of cell structure in systems composed of circular particles [2, 3]. On the other hand, particle
shape has a great effect on the evolution of granular local structures [4], to which careful attention should
be paid.

In this study, we performed numerical simulations, using Discrete Element Method (DEM), to investigate
the detailed statistical properties of cell-based packing structure in two dimensional elliptical granular
packings. Granular systems of elliptical particles with different particle aspect ratio (quantifies by the
ratio of particle long axis to short axis) and intergranular friction, were slowly compressed isotropically
into a marginally jammed and mechanically stable state. We found that: (1) The mean coordination
number ranges from 3 in very rough particles to 5.5 in very smooth particles which agrees with isostatic
theory of non-circular particles. The transition from circular particles to non-circular particles appears
when the aspect ratio is less than 1.5. (2) Being different from the result of circular particles system,
the initial condition before compression slightly affects the resulting solid fraction in equilibrium even
after removing rattlers (floating particles with one or no contact). This may be due to the orientational
clustering of elliptical particles [4]. (3) The mean cell volume for each cell order in elliptical particles
packs can be interpreted by the extended regular polygon cell model in which the upper and lower bound
relations are obtained by the long and short axes of ellipses, respectively.

Our results not only confirm the usefulness of cell-based approach in understanding and modelling the
granular materials, but also encourage further using of cell-based approach in non-circular particle sys-
tems.
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Avalanches of geomaterials often cause serious damage to downstream area. When the material 
contains sufficient water, it flows as a fluid, which is called debris flow or mudflows depending on 
the material type, and its behaviour is investigated as the continuum fluid mechanics framework. 
On the other hand, when the material is under unsaturated condition, the flow behavior is more like 
a dry granular flow in which constituent geological grains move individually with mutual 
interaction [1]. As a result, particles in front of the flow are widely scattered and reach much farther 
than the mass flow. The evaluation of such ‘particle runout’ is important to assure the safety of the 
downstream area [2]. 
 
This study attempts to clarify the particle runout of dry granular chute flow from statistical 
behaviour of granular materials. We performed a series of 2D Discrete Element simulations for 
non-circular particles of different particle properties such as particle size, shape, restitution 
coefficient and friction. We found that (1) the centre of the mass of the deposition tends to be 
independent from grain shape and size, (2) the distribution of the particle location at the final 
deposition has a tail of more like a power-law type than an exponential type, and (3) the power-law 
exponent is affected by the particle size but not affected by the length of the slope. These findings 
are in accordance with the previous experimental results [3]. The first finding is related to the 
fundamental rigid block runout model in which the equivalent friction 𝜇𝜇 = 𝐻𝐻/𝐿𝐿, where 𝐻𝐻 is the 
height of the slope and 𝐿𝐿 is the horizonal mass runout [4]. As for the finding (2), a simple particle 
runout model by assuming the Maxwell-Boltzmann type distribution as the initial particle eject 
speed cannot explain the resulting power-law distribution, and more detailed statistics of individual 
particle motion should be investigated. 
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Binary granular mixture is composed of two different size particles. The skeletal structure 
that governs mechanical properties of this material can be divided into three types according 
to large particle content. These were defined as “Small particle skeletal structure” seen when 
large particle content is low, “Large particle skeletal structure” found when large particle 
content is high and “Intermediate skeleton structure” [1]. The authors have been investigating 
the mechanical properties of binary granular mixtures of large particles with special shapes. In 
this research, skeletal structure of binary granular mixture composed of large cylindrical 
particles such as coral gravel and small particles was investigated. First, the angle of repose 
experiment was reproduced by DEM. Then, three types of skeletal structures were identified 
from the relationship between the angle of repose and large particle content. This allowed us 
to evaluate large particle content 𝑉𝑉𝐿𝐿𝑏𝑏%, which is the boundary between small particle skeletal 
structure and the intermediate structure, and large particle content 𝑉𝑉𝐿𝐿𝑎𝑎 %, which is the 
boundary between the intermediate structure and the large particle skeletal structure. 
Furthermore, the internal structure in the intermediate skeletal structure was analysed from a 
microscopic point of view. 

Based on DEM analysis results, the relationship between the angle of repose and large 
particle content was analyzed. The boundary large particle content 𝑉𝑉𝐿𝐿𝑏𝑏% was 15.7%, and 𝑉𝑉𝐿𝐿𝑎𝑎% 
was 84.5%. Angle of repose begans to rise from 𝑉𝑉𝐿𝐿𝑏𝑏, increased to 𝑉𝑉𝐿𝐿𝑎𝑎, and above 𝑉𝑉𝐿𝐿𝑎𝑎, the result 
was same as result of only large particle content (100%). Since this tendency was the same as 
that of the experiment using the actual material, it was considered that the simulation 
performed could essentially reproduce the actual experiment. [2]. 

Here, the contact force equivalent to the own weight of one small particle of 6.99 × 10−3𝑁𝑁 
was used as the reference value, and the relationship between the proportion of contacts below 
the reference value and the angle of repose was analyzed. With 𝑉𝑉𝐿𝐿𝑏𝑏% as the boundary, the 
ratio increased as the angle of repose increased. It shows a transition to the intermediate 
skeletal structure in which the number of contacts that transmit large contact force of large 
particles increases as content of large particles increases. This indicates that the number of 
contacts that transmit small contact force of small particles has increased. 
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Water infiltration induces many natural hazards, e.g. slope failures, landslides and 

embarkment collapses. In particular, torrential rains have recently become more intense 
than before probably due to climate change. To simulate such hazards, particle methods 
have recently become popular, and, among them, the solid-liquid coupled material point 
method (MPM) has accomplished a remarkable progress in the area of computational 
geomechanics. This particular MPM is separated two types: one for saturated soil and the 
other for unsaturated soil. Especially for the MPM for unsaturated soil, it is essential to 
represent the decrease in shear resistance of soil by the transition from unsaturated to 
saturated sates by infiltration.  
However, in most of the coupled solid-liquid MPM algorithms for unsaturated soil [1], 

the liquid phase is assumed to be weakly compressible, and as results often cause pressure 
oscillation. Also, this assumption requires a high computational cost due to the large bulk 
modulus of water when explicit time integration is adopted. Although several scholars [2] 
have proposed semi-implicit MPMs, which are empowered by the fractional-step method 
to overcome this problem, and proved its effectiveness, few studies have so far been made 
at enhancing it to deal with failure of slopes with unsaturated soil.   
In this study, we develop a semi-implicit MPM to properly express the mechanical 

behavior of unsaturated soil based on Biot’s mixture theory. The new contribution of this 
study is the incorporation of the fractional-step method into the MPM to solve the pore 
water pressure implicitly, which improves the numerical stability and computational 
efficiency. Several numerical examples are presented to demonstrate the capability and 
performance of the proposed method. In particular, a validation analysis is carried out using 
a model experiment of infiltration-induced landslide. 
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Size segregation is commonly observed in granular systems when the difference of component sizes is
sufficiently large [1]. The bi-disperse granular system is the simplest system to investigate this phe-
nomenon. In some previous contributions, it was found that the rheological properties of bi-disperse
flows fall in the µ(I) rheology framework established for monodisperse ones [2], although the quantita-
tive effect of segregation (different components) on flow mobility was not fully clarified [3][4].

In this work, we computationally explore the rheology of size-binary, steady dense flows on a slope
using the two-dimensional discrete element method. A series of simulations are carried out for various
assemblies of circular particles of identical total volume with different size ratios (1.5 ≤ Sr ≤ 5.0) and
bulk volume fraction of large particles (0.3 ≤Vr ≤ 0.7). The particles are randomly placed on an inclined
rough plane (17◦ ≤ θ ≤ 25◦) with a periodic boundary setting in the streamwise direction and are let flow
under the gravitational force until they reach a steady condition where the depth profile of the flow
velocity, stress components, volume fraction and large particle fraction ( f L) is regarded as constant with
some fluctuations. Then we take a time average of such variables for different depths to investigate their
correlation in the framework of the µ(I) rheology model.

Our results show that (1) the bulk shear friction (µ = τ/σ) and the particle fraction φ are roughly but not
perfectly described in µ(I) rheology model by using the generalized inertial number (I) proposed by [3],
where the representative particle size is defined by the volume average of the large and the small particles
size, where similar results were also reported in [5], (2) the deviation of the observed results is mainly
caused by the shear friction and the particle fraction at the quasi-static limit (µ0 and φ0, respectively) to
be a function of f L. Based on the second result, we modeled the functions µ0( f L) and φ0( f L), which
gives better predictions of µ and φ.
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Crushable soils such as volcanic soils, carbonate sand or decomposed granites whose grains are 
easily break under foundation pressure, especially, large magnitude of stresses under pile tips. 
When the grains are crushed, particle size distribution (PSD) varies followed by higher 
compressibility of these soils. Pile foundation’s settlement in crushable soils tends to be increased. 
Nonetheless, design code for bearing capacity of pile in crushable soil is still unavailable leading 
to a lot of difficulties for engineers to have an appropriate foundation design. This paper introduces 
a constitutive model for soils which takes account of the breakage mechanics including the 
evolutions of PSD and the compressibility due to grain crushing. The model is implemented in a 
finite element code to simulate a past experiment of pile penetration in crushable soil. Finally, 
parametric studies are carried out to investigate bearing capacity of piles in crushable soil. 
 
Key Words: Bearing capacity, Simulation, Crushable soil, Pile 
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In the last two or three decades, there has been consecutive interest in numerical simulation of 
damage caused by slope disaster such as landslides and mudslides triggered by earthquakes. It is, 
however, difficult to represent the collapse and subsequent sediment flow that are transitioned from 
the elasto-plastic and/or damage behavior of soil. To predict such a transitional behavior between 
solid and fluid states of soil, a single constitutive model for either solid or fluid is inappropriate and 
multiple models representing individual states should be properly combined.  
 
To tackle this issue, we explore the novel constitutive model capable of representing the transition 
between solid and fluid states and discuss its applicability to the analysis of sediment flow induced 
by earthquakes using an elaborate terrain model. The model is formulated by the combined use of 
the Jaumann velocity-based hypoelastic-plasitc constitutive law of Dunatunga et al. [1], which is 
equipped with the µ-rheological model for granular flow proposed by Jop et al[2], and the standard 
Newtonean viscous model, and is implemented into the material point method (MPM). The 
resulting analysis tool has a capability to simulate collapse of soil structures and a sediment flow 
stemming from and ceasing at sedimented states.  
 
After the basic performance of the proposed constitutive model is validated, several numerical 
examples are presented to demonstrate the capability in reproducing the transitional behavior 
from/to the sedimented state to/from the sediment flow. Also, to clarify the mechanism of sediment 
flow under the influence of seismic force and predict the subsequent sedimented state, we conduct 
a simulation of the landslide in the grounds of the Ebisu Circuit, which was caused by the 
Fukushima earthquake on February 13, 2021 using an actual terrain model with the detailed 0.5 
meter topography data. 
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Submarine or/and subaerial landslides sometimes cause a series of hazardous events, such as the 
severing of submarine cables and pipelines, obstacles obstructing the operation of resource 
development facilities, and large-scale tsunamis. The damage caused by such a tsunami has been 
considered globally, and the loss of life has also been significant. However, the process of such an 
event is not well understood partly due to multiple physical phenomena simultaneously 
interacting (the collapse of the seabed, the interaction between soil and water). Conventional 
approaches make it difficult to predict the behaviours of soil and seawater with high accuracy. 
Therefore, it is necessary to develop novel numerical methods to evaluate the complex interaction 
between solid and liquid. For this purpose, we have proposed an MPM-FEM hybrid method [1] 
for expressing the complex interaction between solid and liquid, in which the MPM [2] is applied 
to the governing equation of the solid phase by the Lagrangian description, whereas the stabilized 
FEM [3] is applied to that of the liquid phase in the Eulerian frame. Since several numerical 
examples have demonstrated performance and capability of our proposed method, we will apply 
it to reproduce natural disaster on a large scale in this study. The tsunamis induced by submarine 
landslides that happened in Palu Bay, Sulawesi Island, Indonesia, in 2018 are our first target to 
simulate. However, using complete 3D computations to simulate the propagation of offshore 
waves require high computational costs and not suitable for large-scale and long-duration 
simulations. In this context, the 2D shallow-water equation has been widely used for simulating 
large-scale offshore wave propagation [4] because of its lower computational costs compared to full 
3D computation. Since 2D approach is preferable in this respect, we will also develop a novel 
scheme that can couple with 3D and 2D domains for reproducing the whole process of tsunami 
induced by submarine landslides. The results of this study will help elucidate the mechanism of 
landslide-triggered tsunamis and are expected to contribute to the development of effective 
strategies for disaster prevention and mitigation. 
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Rockfall events are a gravity-driven mass movements with limited volume but high energy and
mobility. They are a significant hazard in mountainous regions and along engineered slopes
with substantial potential for destruction (e.g. [1]). Mitigation of rockfall damage requires accu-
rate prediction of potential rockfall trajectories and motion behavior. While various simulation
methods have been proposed over the years, the common approach in discrete element simula-
tions is to use round particles, see e.g. [2]. However, as real particles in rockfall events are rarely
round but often angular and sharp-edged, round particle methods cannot accurately describe
rockfall events. The dynamics of rigid bodies are heavily affected by the shape of the bodies as
a competition of sliding, rolling, and even bouncing. Only recently have simulations begun to
consider polygonal or polyhedral particles, e.g. [3], but they are still limited to a coarse selection
of particle shapes. Up to now, no systematic study on the effect of particle shape in rockfall
events has been performed.
With this research, we want to address this shortcoming by investigating the dependency of the
motion behavior and runout distance of polygonal particles on the corner number and elongation
for different initial orientations and slope angles using a two-dimensional discrete element method
based on [4].
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Switzerland, kyburz@slf.ch

2 Climate Change, Extremes and Natural Hazards in Alpine Regions Research Center CERC, CH-7260
Davos, Switzerland

3 University of Zurich, CH-8057 Zürich, Switzerland
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Gravity-driven geophysical flows such as rock, ice and snow avalanches impacting large bodies of water
bear the risk of causing cascading natural hazards. Such cascading hazards may include rock or snow
avalanches followed by lake outburst floods. To evaluate the resilience of existing protection measures
and to define adaptation strategies for the future, it is necessary to have instruments to asses the danger
potential of such events. However, the numerical modelling of process chains is a challenging task, as
multiple materials with differing properties and phases are interacting in the process. During such events,
diverse physical processes such as fracturing and multi-phase mixing or impact, for instance with water,
are common. In state-of-the-art operational models, these processes are usually not considered due to
difficulties in their mathematical formulation and in the assessment of the respective parameters.
In order to address the challenges of simulating complex cascading processes of gravity-driven mass
movements, we use a newly developed numerical model [1, 2] based on the 3D Material Point Method
(MPM) and finite-strain elastoplasticity theory. Using this MPM framework, we analyse the flow of rock
and snow avalanches in complex terrain and their interaction with mountain lakes by performing fully
three dimensional simulations. As a case study, we present preliminary results of simulations of the
“Salezer” snow avalanche in Davos, Switzerland. At this site, a snow avalanche was artificially released
on January 15th 2019, impacting Lake Davos. In our simulations we use the snow conditions present
on that day and the original release area mapped by a photogrammetric drone survey. We compare
macroscopic flow features, e.g. the runout and deposition, of the simulated avalanche to the observations
of this well-documented event. Furthermore, using different snow conditions and release areas, we
identify critical scenarios endangering the infrastructure, touristic sites or inhabited areas in the vicinity
of the avalanche track and the lake.
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Validation and/or calibration of distinct element method (DEM) models is usually performed by 
comparing element test simulation results with the corresponding stress-strain relationships 
observed in the laboratory [1]. However, such validation procedure performed at the macroscopic 
level does not ensure capturing the microscopic particle-level motion [2]. Thus, the reliability of 
DEM model may be limited to some stress paths and may not hold when the material response 
becomes non uniform for example when shear bands develop.  In this study the validity of the 
DEM is assessed by comparing numerical result with experimental data considering both particle-
scale behavior (including particle rotations) and macroscopic stress-strain characteristics observed 
in shearing tests on granular media. Biaxial shearing tests were conducted on bi-disperse granular 
assemblies composed of around 2700 circular particles under different confining pressures. 
Particle-level motions were detected by a novel image analysis technique. Particle rotations are 
observed to be a key mechanism of the deformation of granular materials. The results from this 
study suggest that to properly calibrate DEM models able to capture the mechanical behavior in a 
more realistic way particle scale motions observed in laboratory experiments along with 
macroscopic response are necessary. 
 

REFERENCES 

[1] Z. Y. Huang, Z. X. Yang, and Z. Y. Wang, “Discrete element modeling of sand behavior 
in a biaxial shear test,” J. Zhejiang Univ. Sci. A, vol. 9, no. 9, pp. 1176–1183, 2008. 

[2] Z. X. Tong, L. W. Zhang, and M. Zhou, “DEM simulation of biaxial compression 
experiments of inherently anisotropic granular materials and the boundary effects,” J. 
Appl. Math., vol. 2013, 2013. 

2020



MS1609 - Advanced computational modelling of wood, wood-based 
products, and timber structures
Organized by Josef Füssl, Markus Lukacevic, Josef Eberhardsteiner 
and Michael Kaliske 
Computed tomography-based modelling of moisture-induced mechanical behaviour of sawn 
timber during kiln drying
Sara Florisson, Lars Hansson, Johannes Huber, José Couceiro and Dick Sandberg

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Computed tomography-based modelling of moisture-induced 
mechanical behaviour of sawn timber during kiln drying 

 
Sara Florisson1*, Lars Hansson2, Johannes Huber3, José Couceiro4, and Dick Sandberg5 

1 Postdoctoral researcher, Luleå University of Technology, Wood Science and Engineering, Forskargatan 1, Skellefteå, 
Sweden, sara.florisson@ltu.se (ORCID 0000-0001-7322-7052) 

2 Professor, Norwegian University of Science and Technology, Ocean Operations and Civil Engineering, Ålesund, 
Norway, laha@ntnu.no  

3 Postdoctoral researcher, Luleå University of Technology, Wood Science and Engineering, Forskargatan 1, Skellefteå, 
Sweden, johannes.huber@ltu.se 

4 Associate Senior Lecturer, Luleå University of Technology, Wood Science and Engineering, Forskargatan 1, 
Skellefteå, Sweden, jose.couceiro@ltu.se 

5 Professor, Luleå University of Technology, Wood Science and Engineering, Forskargatan 1, Skellefteå, Sweden, 
dick.sandberg@ltu.se  

 
Key Words: experimental validation, finite element method, transient, nonlinear, visco-elastic, 
hygro-mechanical, conditioning regime, dry density, Norway spruce  
 
Mathematical models play an important role in understanding drying processes in sawn timber and 
in the development of new drying schedules for kiln (i.e. air-circulation) drying of timber1. An 
experimental validation of such models is essential for their use in commercial applications. X-ray 
computed tomography (CT) is a non-destructive measurement method, which, in combination with 
suitable image-processing algorithms, allows for the reconstruction of the wood’s fibre orientation2, 
the observation of moisture content changes in wood during drying3, and quantification of the 
deformations also experienced by wood during drying. Swedish sawmills use drying schedules for 
air-circulation drying that consist sequentially of heating, capillary, transition, diffusion, 
conditioning, and cooling regimes. The aim of the current study was to perform an experimental 
validation of a recently developed three-dimensional numerical model4 based on moisture content 
and deflection data obtained through X-ray CT5 and an image-processing algorithm3. The numerical 
model consists of two individual models that are determined in sequence: a moisture transport 
model based on a single-Fickian approach and a model that can simulate the visco-elastic and 
hygro-mechanical behaviour of wood. The experimental validation of the numerical model was 
determined using CT-data obtained during the kiln drying of a piece of sawn timber using a drying 
schedule provided by a local sawmill in the north of Sweden. The validation considered the 
transition, diffusion, and conditioning regimes since these are associated with moisture diffusion in 
wood. The objective of the study was to use the CT-data not only in the experimental validation, 
but also in the development of the model’s geometry, the reconstruction of the fibre orientation, 
pith detection, and the definition of the simulation’s initial states, boundary condition and moisture, 
temperature, and dry-density dependent material parameters. The validated model was used to 
analyze the effect of the conditioning regime on the moisture content and tangential stress 
development within the timber’s cross section.  

REFERENCES 
1. Salin, J.-G.; Wamming, T., Drying of timber in progressive kilns: simulation, quality, energy consumption and 
drying cost considerations. Wood Mater Sci Eng. 2008, 3 (1-2), 12-20. 
2. Huber, J. A. J.;  Broman, O.;  Ekevad, M.;  Oja, J.; Hansson, L., A method for generating finite element models 
of wood boards from X-ray computed tomography scans. Comput Struct. 2021. 
3. Hansson, L.; Cherepanova, E., Determination of wood moisture properties using a CT-scanner in a controlled 
low-temperature environment. Wood Mater Sci Eng. 2012, 7 (2), 87-92. 
4. Florisson, S.;  Vessby, J.; Ormarsson, S., A three-dimensional numerical analysis of moisture flow in wood and 
of the wood's hygro-mechanical and visco-elastic behaviour. Wood Sci Technol. 2021. 
5. Couceiro, J.;  Hansson, L.;  Sehlstedt-Persson, M.;  Vikberg, T.; Sandberg, D., The conditioning regime in 
industrial drying of Scots pine sawn timber studied by X-ray computed tomography: a case-study. Eur J Wood Prod. 
2020, 78, 673-682. 
 

2021



Investigation of Chemical Elements Influence on Tracheid Effect by ICP-MSYi-jen Chen, Tzu-Yu Kuo and Wei-Chung Wang

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Investigation of Chemical Elements Influence on Tracheid Effect by 
ICP-MS 

 
Yi-Jen Chen1*, Tzu-Yu Kuo2, Wei-Chung Wang3  

Engineering Building I, National Tsing Hua University, Taiwan 30013 
Republic of China  

1s109033549@m109.nthu.edu.tw  2 asmit.com@msa.hinet.net   
3 wcwang@pme.nthu.edu.tw 

 
 
Key Words: Tracheid Effect, Sapwood, Heartwood, Chemical Elements, Inductively Coupled 
Plasma Mass Spectrometry (ICP-MS) 
 
Tracheids provide not only structural support but also transport water as well as inorganic salts for 
the wood, in particular, the conifer. The direction of tracheid determines the direction of the fiber. 
To measure the direction of the fiber, tracheid effect was used to measure the in-plane angle,  , 
and diving angle on the wood surface. Both and   were determined by the elliptical shape of a 
laser speckle dot [1]. Based on the tracheid effect, the three-dimensional fiber orientation scanning 
system (3D FOSS) was developed in the Photomechanics Laboratory at National Tsing Hua 
University (NTHU), Taiwan [2] . Images of laser speckle on sapwood and heartwood can be 
obtained respectively. It is possible to predict the modulus of elasticity (MOE) of the wood by 
employing the values of    and  . By comparing the predicted and material testing results of the 
MOE of the Japanese cedar, the tracheid effect was found being influenced by density, crack, 
roughness, etc.  
 
Based on experimental investigation performed at NTHU, it was observed that different shapes of 
laser speckle of sapwood and heartwood were not caused by the diving angle. This observation was 
confirmed by using the scanning electron microscope. The difference of laser speckle shape may 
be possibly caused by organic or inorganic compound in cell wall or lumen of the tracheid. 
Therefore, in this paper, inductively coupled plasma mass spectrometry (ICP-MS) was employed 
to measure inorganic compound in sapwood and heartwood of Japanese cedar. By using the ICP-
MS, samples are injected and lead to a plasma source to become ionized and analyzed. Hence, the 
ICP-MS has excellent selectivity and sensitivity as well as high accuracy. Content ratio and type of 
inorganic material can also be rapidly detected by the ICP-MS. Therefore, the ICP-MS is an 
effective method to observe distribution differences and trends of chemical elements between 
sapwood and heartwood.  
 
The preliminary results obtained at NTHU show that the content ratio of inorganic material trend 
of potassium and magnesium between sapwood and heartwood of the Japanese cedar have high 
correlation. Therefore, characteristics of heartwood of Japanese cedar have strong relationship with 
the potassium and magnesium. Further results will be reported in the Congress. 
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Wood and wood-based products exhibit a strongly moisture-dependent behavior. Thus, 
knowledge about the wood moisture condition in a timber component is essential to predict its 
mechanical behavior during its service life. Not only stiffness and strength properties are highly 
dependent on the wood moisture content but also diffusion coefficients, density, specific heat 
capacity and the thermal conductivity. In addition, wood interacts with the surrounding climate, 
resulting in dimensional changes and stresses which may lead to critical conditions due to 
deformation caused by the non-uniform expansion coefficients. Therefore, modern prediction 
tools, which are able to describe these effects, can be of great benefit for the development of new 
wood-based products. Especially if these products exhibit complex geometries and are made of 
materials with different moisture characteristics. Such products have to be tested in varying 
climate conditions. Transport mechanisms below the fiber saturation point were described by 
Fortino et al. [1]. Three coupled differential equations describe bound water, water vapor and 
energy conservation. Free water exists above the fiber saturation point with the corresponding 
transport mechanisms described in Perre and Turner [2]. Values of the free water content can be 
much higher than those of bound water and water vapor. Thus, within the areas, where the switch 
from the transport mechanisms below the fiber saturation point to those above occur, high 
gradients can exist. To deal with these high gradients in terms of the finite element method 
different procedures like upstreaming and mass lumping described in Eriksson [3] were used. A 
three-dimensional Abaqus User Element Subroutine was developed to describe these coupled 
equations [4]. Such realistic moisture calculations allow in a next step to also conduct stress 
calculations. In combination with a multi-surface failure criterion for wood [5,6], it is then 
possible to evaluate the exposure of wooden structures to realistic climate conditions, taking into 
account the long-term material behavior as for example described in [7]. 
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Within the category of structures that show excellent seismic resistance performance, Cross 
Laminate Timber (CLT) is becoming more and more popular, also for its environmental 
compatibility qualities. The general tendency of this construction technology is to approach 
strategic and high-rise structures; these two tendencies are accompanied by the consideration of 
design methods for these structures that take into account the concept of resilience and 
performance-based design. The aim of this study is to contribute to the definition of methods and 
procedures for the advanced dynamic evaluation of these structures, with particular reference to the 
forces induced by the wind, which is currently a dimensioning element, above all to ensure 
sufficient comfort for the users of the structures.A novel modelling approach of CLT structures is 
proposed here that considers each single connector and the complex system of frictional contacts 
established in the various panel-to-panel joints , of the entire building. The simulation integrates 
the following modelling choices: 
1. Structural panels are represented individually as shell elements with topological references 
of the intersections with the panels they are in contact with. 
2. Panel-to-panel contact behavior is defined with a continuous frictional contact formulation   
3. Connectors such as hold-downs and angle brackets are modelled as discrete elements 
4. Distributed connections such as screws between vertical walls are represented by suitably 
calibrated shells 
5. Calibrated Shell elements represent the behavior perpendicular to the grain of floor panels 
between two walls. 
The validation of this method is carried out starting from the experimental test data of a full-scale 
3-storey CLT structure, a campaign that was part of the CNR-IVALSA- SOFIE Project. In this 
case, the low-amplitude seismic tests are considered, in order to exclude plasticization of the 
connectors, and to directly compare the time-histories of inter-storey drift and base shear with the 
computational results. A support structure representing the wind-loaded envelope is then defined 
and the pressure field on it is calculated using Computational Fluid Dynamics (CFD) analysis. The 
development of a parser for these fields allows their subsequent use within a structural fem solver 
and their integration in a non-linear dynamic transient analysis.The software used are opensource 
allowing complete transparency of the methods used, the verifiability and improvability of the 
routines and the possibility for anyone to implement the methods discussed here. 
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Numerical simulations provide a highly efficient way to estimate the bending strength of glued 
laminated timber (GLT) beams. A reliable estimation of the strength requires the consideration of 
adequate material behavior and relevant failure mechanisms.  
 
Therefore, the approach uses section-wise constant material properties, i.e., longitudinal stiffness 
and tensile strength, which were derived along entire timber boards based on the procedure 
proposed by [1]. [2] proposed the use of discrete cracks without predefined positions within the 
framework of the extended finite element method (XFEM). Additionally, the formation of 
progressive crack networks is enabled by implementing cohesive surfaces between adjacent 
lamellas. For the validation, four-point bending tests of GLT beams were simulated to estimate the 
bending strength of specific beams from an experimental study with well-known knot morphology, 
which was presented by [3]. 
 
Finally, the height effect on the bending strength was studied by simulating GLT beam sections 
loaded with a constant bending moment. The beam heights ranged from 135 mm to 3000 mm, and 
the boards were randomly arranged within the GLT beams. As a result, we obtained fitted 
probability distributions of the bending strength for different global failure criteria and beam 
heights. 
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The contribution at hand introduces computational modelling and realistic simulation concepts for 
a comprehensive description of the manufacturing and application of densified wood
as well as densified and moulded wooden structures.

Wood, as a natural material, is characterized by a very good mechanical load-bearing capacity 
related to its density. Nevertheless, the ratio between its mechanical properties and its density can 
be optimized by densification technology for an improved use of wood in structural engineering. 
The wood densification process is not only a mechanical process with large and irreversible 
deformations, it is also characterized by temperature and moisture-dependent treatment of the 
wooden specimens. 

Thus, the introduced approaches to predict the material and structural characteristics of compressed 
and moulded wood, consist of an inelastic and multi-physical constitutive modelling of wood at 
finite deformations, based on [1]. Furthermore, a computational approach to compute effective 
structural properties of wood after the thermo-hygro-mechanical densification process is introduced 
and presented, based on [2].

A successful implementation of the modelling concepts into the Finite-Element-Method (FEM) is 
presented, which is verified by numerical investigations. A validation of the numerical results is
carried out by use of experimental data at beech wood (Fagus Sylvatica, L.). First, thermo-hygro-
mechanical densification processes are modelled, see [3]. Second, the computed effective 
properties of densified beech wood are validated at experimental data. Finally, the structural 
investigations of densified and moulded wooden tubes with respect to their load deflection 
behaviour are presented. Therefore, digital image correlation based deformation patterns are 
compared to FEM based simulated deformation patterns for tubes under compressive loads.
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Wood, as a naturally grown material, exhibits an inhomogeneous material structure as well as a 
quite complex material behavior. For these reasons, the mechanical modelling of fracture processes 
in wood is a challenging task and requires a careful selection of numerical methods. Promising 
approaches like limit analysis [1] or the extended finite element method (XFEM) in combination 
with microstructure materials models [2] deliver good but not yet satisfying results. Particularly the 
latter approach, including XFEM, has severe difficulties with crack paths in regions with complex 
morphology, mainly around knots. Therefore, in this work, focus is laid on the recently emerging 
and very popular phase field method [3]. Especially geometric compatibility issues that limit the 
use of XFEM can be avoided, as the crack is not discretely modeled but smeared over multiple 
elements. This allows the formation of complex crack patterns, defined by the underlying 
differential equations and boundary conditions but not restricted by the mesh geometry. 

The present implementation contains a stress-based split [4] which allows proper decomposition of 
the strain energy density for orthotropic materials. Furthermore, the geometric influence of the 
wood microstructure on crack propagation is taken into account by a structural tensor scaling the 
length scale parameter of the phase field [5]. For solving the system of differential equations, a 
staggered approach is used where the phase field equation and deformation problem are solved 
separately. The staggered approach is enhanced with an additional Newton-Raphson loop that 
ensures convergence. 

The developed algorithm was tested on various problems. Compared to XFEM more computation 
time was needed as the phase field method requires a finer discretization. However, crack patterns, 
including branching and merging, could be modeled very stable and accurately, even in the vicinity 
of knots where the material structure of wood is particularly complex and interface zones exist. 
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With the Timber Structures 3.0 technology, timber components are bonded together in a statically 
load-bearing manner by a 4 mm thick butt joint on the face side of cross-laminated timber (CLT) 
plates filled with a casting resin. In particular, this offers the possibility of creating biaxial load-
bearing ceiling panels made of CLT in any geometry. 

However, the processing temperature of at least 17 °C [1] specified by the casting resin 
manufacturer still poses a challenge for the construction site application. Therefore, the 
possibility of locally tempering the 4 mm thick casting resin joint during the curing process is 
being investigated. For this purpose, a groove is milled into the surface to be cast, into which a 
heating wire is inserted. This heating wire is intended to heat the casting resin joint to above 
17 °C during curing by low ambient temperatures. 

In order to investigate whether this measure causes a sufficient temperature in the joint, a 
numerical simulation is carried out in Ansys. For the timber, the material parameters (thermal 
conductivity and heat storage capacity) are known as a function of the respective fibre direction, 
but for the casting resin, the values known for the cured state are used first. Although these differ 
from those in the fluid respectively curing state, they represent a good first approximation. 
Likewise, a justified assumption is made for the exotherm. With these input values and clearly 
defined boundary conditions of geometry, ambient temperature and heat transport, the 
temperature distribution in the joint is calculated over time and over the cross-section. 
Subsequently, an experiment with the same boundary conditions is carried out and the results are 
compared. In the following, the material parameters of the casting resin in the simulation are 
adjusted so that the simulation and experiment match. With the values determined, the application 
is planned and carried out on the construction site. 

To verify the input values, the site application is monitored with temperature sensors and 
compared with the previous simulation. This comparison shows that the simulation represents 
reality sufficiently accurately. Therefore, the simulation can be extended to different boundary 
conditions, such as panel thicknesses and ambient temperatures, and used in the future to 
determine the number and amperage of heating wires for construction projects at below 17 °C. 
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Wood cell wall, especially the thickest S2 layer, dominates the hygro-mechanical performance of 
wood. The exploitation of the full potential of wood calls for a thorough understanding of its 
mechanics and hierarchical structure, especially of the nanoscale wood-water relation. 
 
The exact material configuration of cell wall is still under debate because the nanoscopic polymer 
interactions are beyond the detection limits of contemporary experimental techniques. In contrast, 
computational studies, especially molecular modelling methods, are capable of agilely 
experimenting various material configurations and probing the working water-wood mechanisms 
on the molecular scale. 
 
We employ molecular dynamics (MD) simulations to understand the structural, physical, and 
mechanical impact of hydration on wood cell wall. Individual polymeric components, their 
composites and interfaces, and a state-of-the-art S2 cell wall layer model are proposed and 
characterized systematically. The yielded unprecedented micromechanical dataset reveals the 
working mechanism of cell wall that is otherwise unobtainable.  
 
It is demonstrated that the interphases between different polymeric components exhibit densities or 
mechanical properties distinct from bulk material. Although the matrix itself is soft and isotropic 
in bulk, its interphase is stiff and anisotropic owing to the influence of cellulose fiber. Hydration 
induces the weakening of wood cell wall by causing mechanical degradation of matrix and fiber-
matrix interface while leaving the cellulose fiber mostly intact. Hemicellulose glues lignin and 
cellulose fiber together, and water severely disturbs the hemicellulose-related hydrogen-bonds. In 
contrast, lignin is rather hydration independent and serves mainly as a space filler. The fibril-fibril 
and fibril-matrix interfaces are probed by MD pulling tests. The stick-slip behavior is explained by 
the strong correlation between the number of hydrogen bonds and the interfacial shear stress, 
suggesting the force rendered by a single hydrogen bond to be ∼140 pN.  
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In bedrock including expansive clay minerals, the pore fluid composition affects the mechanical 
behavior of the bedrock such as swelling. It is necessary to elucidate the mechanism of the 
behavior and evaluate the deformation caused by the swelling quantitively because the swelling 
behavior of expansive bedrock causes problems when tunnel excavation and earth cutting. To 
simulate the issues regarding swelling behavior, a constitutive model that considers the electro-
chemo-mechanical phenomena on the surface of expansive clay mineral crystal, stiffness of 
bedrock, and the degradation of the internal structure is required.  
 
This research proposes a new model targeting expansive bedrock by means of combining an 
elastoplastic model considering electro-chemo-mechanical phenomena with the Cam-clay model 
introducing cementation and its degradation due to plastic deformation. The proposed model 
describes the process of degradation of cementation due to the swelling caused by the electro-
chemo-mechanical interlaminar action occurring between crystal layers, which can lead to the 
transition of a rigid rock mass to soft soil. 
 
Tunnel excavation and swelling analyses are demonstrated by incorporating the proposed model 
into a finite element analysis code. The simulation results indicate that the proposed model is 
applicable to the geotechnical problems occurring in expansive bedrock. 
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Although the penetration resistance is not a physical parameter inherent to the soil material but is a 
value reflecting the response from the ground, there are many estimations that directly associate 
penetration resistance with various ground physical properties. Penetration resistance is subject to 
both the influence of the properties of the ground material such as strength parameters or dilatancy 
of the soil, and the influence of the boundary condition such as layer boundary and drainage 
condition around the target ground. Therefore, in order to improve the accuracy of the CPT, it is 
im-portant to analyze the behavior of the soil by considering cone penetration as a complicated 
boundary value problem and clarify the influence of boundary conditions and soil characteristics 
on penetration resistance. 
 
As preparation for a future numerical investigation focused on the details of the combined effects 
of soil properties and various boundary conditions, a series of numerical analyses was conducted 
using a FEM code named GEOASIA (All Soils All States All Round Geo-analysis Integration) 
developed by Asaoka et al. in [1] and sophisticated by Noda et al. in [2], in which the 
Super/subloading Yield Surface Cam-clay model, in short, the SYS Cam-clay model in [3,4] was 
used as the constitutive equation of the soil skeleton. 
 
The influence of mesh size on the tip resistance is confirmed at first. Then, as a part of preparations 
for future experimental validations through numerical simulations of a series of calibration chamber 
tests, a series of numerical parametric simulations evaluating the influence of lateral boundary 
conditions and confining pressure on cone tip resistances are conducted. Further, the analytical 
results are roughly compared with a series of trial experimental results. Since those experimental 
results contained some ununiformity problem of stress distributions in the model ground, it 
remained that a similar qualitative tendency was observed between the simulation results and the 
experimental results. 
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Hovland’s method[1] is well known as one of the three-dimensional limit equilibrium methods for slope
stability analysis. The method has been widely employed even in practical situations because of its sim-
ple calculation algorithm, while a lot of researchers have pointed out that the method cannot accurately
evaluate the risk of slope failure. On the other hand, more sophisticated methods, such as simplified
Bishop’s method[2], simplified Janbu method[2], and Spencer’s method[2], are also recognized as meth-
ods based on the limit equilibrium theory. Although calculation algorithm of these methods are much
complex than that of Hovland’s method, the importance of using those methods has been mentioned in a
lot of literatures. However, the potential of the methods has been discussed only under limited conditions
and the capability of each method for risk analysis of wide-area disasters has not been well studied.
This study aims to explore the accuracies of Hovland’s method and simplified Bishop’s method by ap-
plying them to wide-area slope stability analysis under the condition of a real heavy rainfall event. In
order to consider realistic slip surface, both methods are extended to satisfy the moment balance under
the assumption of the ellipsoidal slip surface. However, since Hovland’s method is generally formulated
under the assumption of circular slip surface, the original Hovland’s method is also used for comparison.
Slope stability analysis are then performed using these three methods to reproduce the slope failures
caused by an actual heavy rainfall event. Distribution maps of the factor of safety are compared with the
actual slope failure distribution and the consistency is quantitatively compared using the ROC curve. The
obtained results indicates that the result obtained by simplified Bishop’s method is the most consistent
with actual slope failures.
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Peridynamics is characterized as a continuum-based, mesh-free, and non-local numerical 
analysis method. Many studies have shown that the peridynamics is one of the effective tools for 
crack propagation and fracture phenomena in brittle and quasi-brittle materials. In the field of 
civil engineering, the peridynamics has been successfully applied to the problems of the fracture 
of rocks and concrete structures. Compared to these types of materials, there are a few 
applications to the problem of the fracture of soils, such as mudstone and compacted clay [1]. The 
soils are quite different from the rocks and the concrete in that they need to be observed after 
cracking and failure. For the soils, it is necessary to deal with both the fracture and the post-
fracture, while for the rocks and the concrete, it is sufficient to deal only with the fracture. 

The study proposed a 3-D combined model of the peridynamics and the DEM (Discrete 
Element Method) to continuously handle the process of the failure of the compacted clay [2]. The 
bond-based model of the peridynamics is employed to reproduce the behavior from the initiation 
of cracks to the fracture. At the same time, the DEM is also introduced so that the interaction 
forces between the fragmented pieces after the fracture can be calculated including the friction 
force. In addition, a bilinear bond softening model was introduced to obtain a nonlinear stress-
strain relationship which is often seen in the compacted clay. The proposed model was validated 
by comparing the experimental results and the numerical results of the uniaxial compression test 
and the diametral compression test of the soil specimens with a single initial crack. 
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The authors developed a hybrid type rigid-plastic finite element method (RPFEM) [1] for 
a stability problem of the ground. This method is based on the Lagrangian function of lower bound 
analysis with spatial discretization of the finite elements. Due the the duality of  limit theorems, 
both stress and velocity fields can be solved simultanesouly by the interior point method of Second 
cone optimzation  programming. In this study, a simple model of the interactions of reinforcement 
members and the surrounding ground is proposed and implemented into RPFEM to evaluate a 
stability of a reinforced ground. 

A bearing capacity mechanism of a ground reinforcement method is a confining effect of 
soils by the reinforcement members, i.e., confining forces or pressures by the reinforcement 
members enhance the resistance against failure. In order to deal with a reinforced ground problem 
in the framework of RPFEM, Asaoka et al. [2] added velocity constraints between two nodes, such 
as no change in lengths or angles to the upper bound limit analysis . From the point of the duality 
of limit thoerems, these velocity constraints stand for  unlimited strengths  of the reinforcements. 

In the formulation of hybrid type RPFEM, both velocities and stresses are unknow variables. 
Considering the duality, velocity constraints are always accompanies by Lagrangian multipliers, 
which can be interpreted as confining forces. So, we can simply introduce inequality constraint 
conditions on these confining forces to express limited strengths of reinforcement members. This 
is a direct extension of the previous study [2], but this extention can be only achieved by the hybrid 
type formulation of RPFEM. 

Velocity constraint conditions are imposed on the nodes of a finite element of a ground. 
Only a mesh of a ground is required. No special finite elements are required for reinforcement 
members. In addition, slipage between reinforcement members and the surrounding ground can be 
modeled by introducing inequality constraints of two adjacent member forces. This model is similar 
to an interaction between piles and soils, i.e., a change of axial forces of piles at two sections due 
to skin frictions.  

This newly proposed method can predict various failure modes including member-failure 
and pull-out failure as solutions without any assumption of failure modes. Some numerical 
examples are presented to demonstrate the features of the proposed method. 
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Ceramic discs, which have high air entry values, are commonly used for matric suction control 
in the axis-translation technique for element tests on unsaturated soils. The main limitation of 
this method is the long duration time of unsaturated element tests due to the low permeability 
of a ceramic disc. As an alternative, microporous membrane (MM) filters have been introduced 
to shorten the necessary time for establishing suction equilibrium. Nevertheless, some 
researchers pointed out that there are some discrepancies in test results when using ceramic 
discs and MM filters. 
 
In this study, to investigate the differences between using ceramic discs and MM filters, triaxial 
tests on unsaturated completely decomposed granite, or called Masado in Japan, were firstly 
conducted using the two matric suction control methods. Then, soil-water-air coupled finite 
element analyses were conducted to simulate the consolidation process in triaxial tests as 
initial/boundary problems. In the numerical calculations, a saturated/unsaturated soil 
constitutive model and a water retention curve (WRC) model [1] were employed to describe 
the hydro-mechanical behaviors of unsaturated Masado. Meanwhile, the WRC and 
permeability-saturation relations of a ceramic disc and an MM filter, as porous materials, were 
properly taken into consideration. 
 
Both the experimental and numerical results showed that the changes in degree of saturation 
and suction within the ceramic disc are no longer interpreted as element behaviors. In the 
numerical calculation, after applying suction to the specimen, though the ceramic disc remained 
highly saturated, the suction within it significantly increased, which resulted in the greater 
drainage discharge of the specimen. Therefore, the axis-translation technique in triaxial tests 
for unsaturated soil with ceramic discs should be reassessed  as an initial/boundary problem. 
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Dynamic coupled analyses considering pore air of unsaturated soil have been performed. Pore air 
plays an important role in the dynamic response of unsaturated soil and hence the pore air 
pressure should be explicitly considered in the formulation of dynamic problems. However 
relative acceleration of pore water and air to soil skeleton has been usually ignored in simplified 
formulations such as u-p formulation [1]. Complete formulations such as u-U formulation 
considering the relative acceleration of pore fluid [2] have been already presented; however, the 
effect of relative acceleration of pore fluid on seismic response of unsaturated soil has not been 
clarified. In dynamic centrifuge tests with saturated soil viscous water has been used as a pore 
fluid to reduce the permeability. However pure water has been used in some cases with 
unsaturated soil; therefore, the effect of relative acceleration can be significant.  
 
In this study the effect of relative acceleration of pore fluid on seismic behaviour of unsaturated 
soil is discussed through numerical simulations with complete and simplified three-phase coupled 
formulations. First both formulations governing the dynamic behaviour of unsaturated soil, u-v-p 
and u-p formulations, were briefly shown based on porous media theory and constitutive models. 
Next both formulations were used for the simulations of dynamic centrifuge experiments with 
unsaturated embankment dam [3] and slope [4]. The effect of relative acceleration of pore fluid 
on seismic behaviour of unsaturated soil was discussed through simulations of centrifuge 
experiments.  
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Rainfall induced landslides are a quite common phenomena that happen all over the world 
consequential to climate change. Safety margins of these slopes possess high during the period of 
dry weather conditions with the help of unsaturated soil mass above the groundwater table. As a 
result of prolong rainfall conditions, destruction of matric suction causes triggering of slope 
failures. Many published data revealed that slopes experience mostly an intermittent rainfall 
conditions rather a steady rainfall before the failure took place. To investigate the slopes 
subjected to intermittent rainfall conditions, this study carries out a series of centrifuge tests. The 
generation of excess porewater pressure and deformation of slopes are recorded using pore-
pressure transducers and image recording system respectively.  
 
The aim of this paper is to compare and validate the physical modelling test results by numerical 
simulation. The unsaturated soil behaviour is simulated using the three-phase (soil-water-air) 
coupled hydro-mechanical model which is based on the governing equations derived by [1]. A 
conventional elastoplastic model and soil-water characteristic curve (SWCC) model are 
incorporated in these simulations. It is expected to demonstrates the ability of this model to 
evaluate the temporal variation of pore-pressure and the deformation process of slopes subjected 
to intermittent rainfall conditions.  
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Landslide and flooding are two of the most common hazards associated with intense and heavy rainfall.
While the relationship and coexistence between the two hazards have been observed and documented,
limited studies have been published assessing both hazards, with most studies focusing exclusively on
either landslide or flooding. Therefore, this study presents a regional-scale multihazard approach charac-
terizing the nature of both phenomena through a combination of hydrologic and geotechnical principles.
This is done by incorporating surface flow, infiltration, and slope stability analyses to visualize the spatio-
temporal response of both landslide and flooding with respect to intense or heavy rainfall.

To reduce computational costs, a hybird approach using local- and zero-inertia models [1] of the two
dimensional shallow water equations is utilized to approximate the surface flow curbing restrictive time-
step conditions common in hydrologic models. Moreover, rainfall infiltration is approximated using
the one-dimensional Green-Ampt model [2], and slope stability is obtained using a limit equilibrium
method defined for an infinite slope whose failure mechanism is generated from the forces arising from
the effects of surface flow and the downward propagation of the wetting front [3]. The model is then
applied in Marumori, Japan which suffered numerous landslide and flooding disasters during Typhoon
Hagibis in 2019. Validation indicate that the proposed model successfully simulates the hydrologic and
geotechnical response of slopes showing the distribution of both unstable slopes and inundated areas
indicative of landslide and flooding hazards.
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Combined with the Cosserat continuum theory, the isogeometric analysis is extended to simulate
the strain localization problems of geomaterials due to strain softening, that leading to the so-
called Cos-IGA method. The numerical results demonstrate that the numerical solution based on
Cos-IGA is convergent and mesh-independent and that the Cos-IGA has the ability to capture the
initiation and propagation of shear band as strain localization problem involved. Also, it
illustrates that the Cos-IGA effectively avoids the shortcomings of mesh distortion and
overstiffness in Cos-FEA, and improves the path-bifurcation phenomenon and makes the
transition of force-displacement curve smoother in softening stage due to the non-interpolation
and variation diminishing properties of NURBS basis functions.

Also, the Biot-Cosserat continuum theory is combined with isogeometric analysis (Biot-CIGA)
to simulate dynamic strain localization in saturated soils. The results demonstrate that Biot-CIGA
can solve the ill-posed problem of saturated soils caused by strain-softening properties and non-
associated flow rules, thereby obtaining a convergent, mesh-independent numerical solution.
Compared with the finite element analysis of Biot-Cosserat continuum, the high-order continuity
of Biot-CIGA provides a smooth pore pressure gradient field and thus ensures the local mass
balance of pore fluids. Additionally, the Biot-CIGA describes the inflow and outflow of pore
fluids in the element, which means it is able to accurately simulate the volumetric strain of the
element. Simulation results also show that the Biot-CIGA method can also effectively alleviate
the mesh distortion in shear bands when materials experience large deformation. Last but not least,
because Biot-CIGA adopts NURBS as its shape functions, it can conduct simulations directly on
CAD models, which not only maintains the precise geometry, but also avoids an expensive
intermediate meshing step.
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Soil improvement techniques have been developed experimentally and empirically from various 

geotechnical viewpoints based on physical, chemical, and biological findings. According to 

traditional microbiological perspectives, microbially induced soil cementation techniques have 

been attracted as an environmental-friendly soil improvement technique. Microbially induced 

carbonate precipitation called as MICP, especially, has been known that microbial metabolism 

can induce a precipitation of calcium carbonate in the pores and on the surface of sand particles. 

Eventually, the ground is stabilized physically since discrete sand particles can be bound by 

calcium carbonate.  

 

The precipitation and growth of calcium carbonate on the sand surface and its pores can be 

simulated using the recently proposed numerical simulation techniques. However, these proposed 

techniques have not incorporated parameters such as electrical properties and adsorption. 

Therefore, the precipitation process on the sand surface and the bridging pattern between sand 

particles remain ambiguous. 

 

In the current study, the authors proposed a novel multi-physical model that considers the 

behavior of microorganisms and ions in a weak electrostatic field around the sand particles. To 

validate the proposed model, lab-based MICP experiments were conducted, and the experimental 

and simulation results were compared. Furthermore, the changes in mechanical parameters due to 

calcium carbonate precipitation were investigated by integrating the homogenization method into 

the proposed model.  
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Traditional stabilization of weathered rock surfaces has relied on physical approaches such as 
anchoring and retaining walls. Naturally, these techniques require ongoing maintenance and 
restoration, as their effects are not permanent. Thus, the development of novel techniques of rock-
surface stabilization with self-organizing and environmentally friendly restoration functions has 
been required.  
 
On the other hand, microbially induced rock surface improvement techniques have attracted a 
great deal of attention in recent years. This technique enhances the mechanical properties of rock 
surfaces by precipitating calcium carbonate microbially. It is interesting to note that microbial 
protection techniques based on photoautotrophic microbes like green algae and diatoms would be 
helpful in protecting aging rock surfaces. Photoautotrophic calcification may achieve self-
organizing restoration of aging rock surfaces since the microbes can grow and induce calcium 
carbonate precipitation under sunlight continuously. However, in most of traditional research, this 
novel technology has been studied by laboratory and field investigations, and has not been 
examined by mathematical and numerical approaches. This is because mathematical models for 
the analysis of the coupled behavior between microbes and calcification have not yet been 
proposed.  
 
In this study, the authors propose a novel multi-physical model based on the reaction-diffusion 
system that considers the behavior of photoautotrophic microbes and the precipitation of calcium 
carbonate on rock surfaces. As a result of numerical simulations, it was clarified that the self-
organizingly precipitation of calcium carbonate on rock surfaces can be expressed by the 
proposed model.  
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The volume and mobility of a debris flow could increase with distance travelled as it has the 

potential to entrain a substantial amount of channel-bed material along its travel path.  This 

entrainment effect renders the debris flow more devastating to downslope populations and facilities.  

In modern landslide risk management, being able to predict the characteristics of debris flows is 

essential for the design of mitigation measures against landslide hazards.  Such need has led to the 

development of a variety of debris mobility models around the world in recent times.  There is a 

need for modelling methods which are capable of simulating entrainment effects in a rational but 

practical manner.   

 

Over the past two decades, the Geotechnical Engineering Office (GEO) of Hong Kong has 

expended considerable effort to develop debris mobility modelling tools for use in routine 

engineering practice for forward prediction purposes.  Recently, GEO has completed a study to 

enhance an in-house debris mobility code.  Physical parameters which can be estimated from the 

field by engineers or geologists are incorporated in the code to predict entrainment effects in a 

simple and rational manner.  This allows the modelling of varying entrainment potential along a 

debris flow path.  The code has been checked against simplified analytical solutions and validated 

against field observations in a major historical landslide event involving high-mobility debris flows 

in Hong Kong.  The numerical modelling results indicated that simulated entrainment volume and 

mobility characteristics are broadly consistent with geological field mapping records. 
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In the 2016 Kumamoto earthquake, graben crack damage occurred in the northwest part of Aso 
Caldera. It was thought that the Futagawa fault zone did not reach to the Aso Caldera, and no 
causal relationship has been identified between the graben damage and the fault zone. Therefore, 
various causes have been considered, such as collapse of underground cavities, surface seismic 
faults, liquefaction-induced horizontal movement in deeper ground, etc. However, the definite 
cause of graben cracks have not been identified yet. Yasuda et al. [1] revealed that most of the 
grabens appeared at the location above the old lake which existed about 9,000 years ago. In 
addition, they have confirmed that the lake sediments have the property that the shear rigidity 
decreased sharply with strong repeated shear stress from the laboratory testing. 
 
The aim of this study is to elucidate the mechanism of graben cracks formed in the Aso Caldera 
in terms of "stratum irregularity" formed by the old lake basin in the Aso Caldera, the "presence 
of soft clayey soil" of the old lake deposit and the "two consecutive earthquakes" that characterize 
the Kumamoto earthquakes. Therefore, 2-dimensional seismic response analysis was conducted 
to elucidate these effects on the subsurface damage. The analysis code was the soil-water coupled 
finite deformation analysis [2], which incorporates an elasto-plastic constitutive model that allows 
description of mechanical behavior of soils ranging from sand through intermediate soils to clay 
within the same theoretical framework [3]. The following conclusions were obtained. 
 
(1) By considering the effect of stratum irregularity, (a) the focal phenomena of the body waves, 

(b) the excitation of the surface waves and (c) these amplification interference ("edge effect") 
were numerically reproduced. Therefore, the wave propagation became intricated and the 
oscillation became larger at a specific point near the ground surface. 

(2) The clayey lake deposit was in a soft condition. Therefore, the effective stress was easily 
decreased by seismic motions, which causes further increase in natural period of the ground.  

(3) As mentioned in (2), natural period of the ground was increased by foreshock. The 
continuous occurrence of main shocks significantly amplified long-period oscillations. This 
long-period and large shaking caused graben damage at the surface. 
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In the soil-structure interaction analysis, substructures installed in the ground are modelled where 
they are planned to be, ignoring their construction process. This type of numerical modelling is 
called wish in place method, which does not occur in actual construction sites. However, this type 
of numerical simulation is very popular in the practical engineering because it is quite simple to 
model the target system. The method has disadvantages, for example, that in case of simulating a 
driven pile penetration into geomaterials the method cannot consider the volume convection of 
geomaterials. The reason why the conventional numerical methods, e.g., FEM, have not 
considered for or they have not been applied limitedly to the construction process with the 
volume convection is because the discretized elements are not suitable for the large deformation, 
and because they need the intensive computational cost in re-meshing of the target system. 
 
Particle-based method is one of the numerical methods of continua, giving a solution for 
simulating the construction process analysis. Particle-based method is capable of considering the 
volume convection of geomaterials and simulating the intensive large deformation. In this study, 
the authors have performed the numerical simulation of a pile penetration into geomaterials using 
the particle-element coupled method (PEM) [1], which is the combination of particle- and 
element-based method enabling the reduction of computational costs. According to the numerical 
results, PEM can simulate both the ground resistance and deformation with good agreements, and 
it also realized that the ground resistance and deformation are dependent on geomaterial dilatancy 
characteristics. 
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This study aims to quantify the contributions of rock shape on the characteristics of rockfall run-
out. A series of rockfall simulations is performed using the Discrete Element Method (DEM) to 
analyse the relationships between rock shapes and rockfall movements. A software Rocky-DEM, 
which is capable of handling polygonal elements, is employed[1] to conduct this numerical 
experiment. 
In order to define rock models with different shapes, we vary the geometrical parameters that are 
aspect ratio, oblateness, and cut ratio. A total of 200 simulations are carried out for each of 
36 different models characterized by these three parameters. Although the three parameters are 
used to control the shape properties, the parameters partially represent characteristics of rock 
shape, and there is some overlap in the physical meaning of these parameters. To overcome the 
problems, the sphericity, which is a measure of how close the object is to a sphere, is newly 
employed for analysing the contributions of rock shape. There have been however a lot of 
definitions of sphericity, we employ some of them to investigate the effectiveness of each 
sphericity. In terms of rockfall run-out, the mean and the coefficient of variation obtained from 
the distribution maps of the final run-out position are quantified to characterize the distribution 
characteristics. Based on the results of all calculation cases, the correlation between the statistical 
values of rockfall run-out and the sphericity is examined. 
The obtained results show that two of the sphericities have a strong contribution on the 
distribution characteristics. According to a result of the principal component analysis, it was also 
found that the two sphericities have a mutually influence on the rockfall run-out. It is therefore 
concluded that it is possible to represent characteristics of rockfall run-out by the two sphericities. 
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In the framework of finite deformation elastoplasticity, several researchers (e.g., Borja and 
Tamagnini, 1998; Yamakawa et al., 2010) have formulated the Cam-clay model that was based 
on the multiplicative decomposition of the deformation gradient and employed a hyperelastic 
body. However, these pioneering works do not fully consider the volume change in the 
intermediate configuration. This shortcoming makes the previous models unable to guarantee the 
existence of the state boundary surface, which plays an important role in the derivation of the 
Cam-clay model. 
 
Therefore, this study reconstructs the isotropic Cam-clay model that can explain the existence of 
the state boundary surface using zeta stress and Eshelby-zeta stress derived by considering the 
non-negativeness of plastic dissipation by focusing on the unit volume in the intermediate 
configuration with referring to Bennett et al. (2016). In the proposed formulation, the hyperelastic 
body proposed by Houlsby et al. (2006) is applied to the elastic part. This study also constructs an 
implicit stress update algorithm for the model and derives the tangent modulus consistent with the 
algorithm. Moreover, to verify the reconstructed model and the stress update algorithm, numerical 
analysis is performed using finite element analysis code that implements the model. 
 
By simulating triaxial compression tests to verify the model and algorithm, this study presents 
that the developed code can reproduce the basic mechanical behaviors of reconstituted and 
normally consolidation clay. In addition, the simulation also demonstrates that the derived 
implicit stress update algorithm and the consistent tangent bring the quadratic convergence to the 
global Newton-Raphson procedure for finding equilibrium of force. 
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The safety of earthen structures, such as dams, tunnels and embankments, draws growing 
attention in Japan, which is one of the most earthquake-prone countries in the world. In order to 
assess the safety of the structures during earthquakes, the dynamic response analysis is 
numerically conducted commonly by the finite element method. In finite element framework, 
several methods have been proposed to achieve accurate results, and one of them is the velocity-
based space-time finite element method, abbreviated by v-ST/FEM, which is based on time 
discontinuous Galerkin method. 
 
The conventional method for the assessment of seismic performance of dams investigates the 
seismic response assuming the elastic behaviour of the structure, and predicts the permanent 
deformation caused by a slip surface having the lowest factor of safety according to the above 
seismic response analysis. However, this method results in the inaccurate prediction of both the 
seismic response and the permanent deformation especially when the structure is subjected to 
seismic loading induced by big earthquakes, called level-2 earthquakes. Then, the seismic 
response analysis in which appropriate elasto-plastic constitutive models are installed is required 
in order to predict the permanent or residual plastic deformation accurately. 
 
Velocity-based space-time finite element method (v-ST/FEM) for the seismic response analysis 
of earth-fill or rock-fill dams, which undergo the permanent deformation during strong-motion 
earthquakes, is developed herein, assuming the infinitesimal deformation. Since the space-time 
FEM realizes the higher accuracy of time integration, the performance of v-ST/FEM is compared 
with that by Newmark-β through a one-dimensional problem, i.e., the propagation of a shock-
wave. Then, two-dimensional seismic response analysis of existing rock-fill dams are carried out, 
in which an elasto-plastic constitutive model based on Mohr-Coulomb criterion is implemented in 
v-ST/FEM, and the permanent deformation of rock-fill dams are computed as well as the dynamic 
ground motion. 
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In recent years, there have been many collapses of slopes due to heavy rain. In most cases, to 
predict the collapses of slopes in heavy rainfall, seepage flow analysis and stability analysis are 
used together. However, it is insufficient to perform a stability analysis that judges whether a 
safety factor exceeds 1 or not, using the stress state determined from a seepage flow analysis. It is 
necessary to analyze slope behavior from deformation to failure caused by seepage. In addition, 
the failure phenomena are accompanied by acceleration motions even if the external force is 
rainfall. Therefore, it is necessary to take into consideration the inertial force. Furthermore, to 
simulate large deformation that leads to failure, it is essential to consider change in the geometry 
based on finite deformation theory. 
 
With the above background in mind, a rainfall model test [1] was simulated using a soil-water-air 
coupled finite deformation analysis code considering inertia force [2] to elucidate the failure 
mechanism of unsaturated slope. The constitutive model for the soil skeleton is an elastoplastic 
constitutive model employing the unsaturated effect in the Super/subloading Yield Surface Cam-
clay model (SYS Cam-clay model) [3,4]. 
 
As a result, we succeeded in simulating the rainfall-induced deformation behavior leading to 
failure accompanied by acceleration. The failure mechanism is explained as follows: 1) The entire 
unsaturated slope became a normally consolidated state caused by an increase in saturation degree 
(a decrease in suction), in addition to a rise in pore pressure and an increase of self-weight. 2) The 
stress state became located above the critical state line in mean skeleton stress p’–deviator stress q 
space especially near the slope toe where pore water gathered. Therefore, the soil element showed 
softening behavior with plastic volume expansion, which is a characteristic of the Cam-clay 
model. 3) A slip failure started to occur near the slope toe, and suddenly expanded to the upper 
part of slope with a significant acceleration. 
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Lateral compression of ground generates a wide variety of fault topography such as thrusts and 
décollements with a single displacement discontinuity. As for typical structures with multiple slip 
surfaces, there exist a “pop-up” with conjugate slip surfaces, and an “imbrication” with parallel 
slip surfaces. To simulate their irreversible and multi-step formation process, (1) the elasto-plastic 
constitutive model for describing material nonlinearity and (2) finite deformation scheme for 
tracing changes in shape and state of the ground are necessary. In this presentation, we introduce 
the results of the formation analysis of these structures based on our analysis code GEOASIA [1] 
that can consider (1), (2), the presence of pore water, and dynamics. 
 
First, an single-phase elasto-plastic deformation analysis was performed using three plane-strain 
finite element meshes with different boundary conditions. SYS Cam-clay model was incorporated 
as an elasto-plastic constitutive model of soil skeleton. The parameters for overconsolidation 
exhibiting remarkable softening after the peak strength were set. The shear strain distributions 
indicate that the analysis without fixation of the bottom displacement exhibited pop-up, whereas 
the analysis with the prescription of the linear bottom displacement distribution obtained 
imbrication. Furthermore, the separation of the imbrication and the thrust sequence, i.e., 
piggyback and overstep, were affected by the presence of the end friction. We successfully 
simulated characteristic structures with the irreversible and multi-step strain localization in the 
compressed ground based on the elasto-plastic finite deformation analysis and confirmed the 
effect of boundary condition. 
 
Next, the soil-water coupled analysis for the saturated semi-consolidated ground was conducted. 
The final shear strain distribution exhibited the formation of horizontal décollements and the 
accretion of the lower region to the upper region. The occurrence of the positive excess pore 
water pressure and the generation of a seismic wave due to brittle deformation were also solved. 
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Landslide events are often secondary phenomena that are triggered by other disasters such as 
meteorological disasters, earthquakes, and volcanic eruptions. Earthquakes can cause landslides in 
both onshore and offshore areas. Submarine landslides can cause tsunamis which have a 
catastrophic impact on coastal areas. Studying submarine mass movements and their consequences 
have been started in 1952 with the work of Heezen and Ewing on the Grand Banks slide and tsunami 
(Locat and Lee, 2009).  As of today, many catastrophic submarine landslide events that generate 
tsunami have been reported including the dramatic landslide-generated Papua New Guinea tsunami 
in 1998, which devastated three villages with the loss of over 2200 lives (Tappin et al. 2008), 2018 
Sulawesi earthquake with a magnitude of Mw 7.5 and tsunami hit property and life with more than 
2000 fatalities. 30% of the World’s population of lives within 60 km of the coast, and the 
understanding and hazard assessment of tsunamigenic landslides becomes very important 
(Yasuhiro et al., 20012). 
The research applies the integrated numerical model including landslide and tsunami for simulating 
the complicated process of earthquake induced landslide causing tsunami. The centrifuge results 
will be used to validate the landslide generation tsunami model. 
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In the majority of particle simulation methods, round particles still dominate, while in actual
granular materials, the particles are angular or even non-convex. Attempts to enforce “realistic
behavior” with unrealistically high coefficients of rolling friction (e.g. [1]) do not necessarily result
in a realistic dynamics for moving particles.
In this research, we compare how assemblies of “round”, irregular convex and non-convex par-
ticles behave with respect to avalanching in a two-dimensional rotating drum using a polygonal
discrete-element method based on [2]. Round particles are modelled as regular convex poly-
gons with a high number of corners, but the differences to the ideal round shape are negligible.
Solid friction is implemented via the “numerically exact” Differential-Algebraic-Equation for-
mulation [3].
All things being equal, we find that aggregates of round particles are clearly distinguishable
from aggregates of non-round particles – whether convex or non-convex – in a parameter space
describing the whole of the aggregate, as well as in the behavior of avalanches, due to the
differences in particle mobility and strength of solid friction. On the other hand, the deviations
in the behavior between aggregates of irregular convex and non-convex particles are less marked.
We find differences in the angle of marginal stability, as avalanching starts at a higher slope
angle for non-convex particle aggregates compared to aggregates of convex particles, but both
mixtures revert to the same steady-state angle after an avalanche. We see further differences
between convex and non-convex particles in the distribution of the phasespace trajectories of
the bulk center-of-mass, where the translational and the rotational energy as functions of the
center-of-mass height form more compact cycles for convex than for non-convex particles, while
for round particles the cycles are compact with little dependence on the drum rotation.
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Surface and volume coupling methods are reformulated for concurrent multi-scale modeling of granular
materials. Based on a micro-macro transition technique called “coarse-graining” [1], we derive homog-
enization operators in more generalized forms than those reported in the literature. For surface coupling
[2], coarse graining allows distributing the coupling forces beyond the finite elements that the particles
are locally coupled with, namely, from contact points to their neighboring integration points. For volume
coupling [3], coarse-graining is applied to enrich the homogenization/localization operations on particle-
scale quantities, thereby offering a non-local coupling approach. The generalized coupling terms contain
one user-defined parameter, namely, the coarse-graining width, setting a length scale for the “coarse-
grained” fields. The benefits of coarse-graining in surface and volume coupling are exemplified by
modeling particle-cantilever interaction and wave propagation between discrete particles and continuum
bodies. We show that the CG-enriched new formulation removes high-frequency/short-wavelength nu-
merical oscillations and gives more physical predictions in the example of particle-cantilever interaction,
compared with the conventional formulation using finite element basis functions. In the wave propaga-
tion example, the numerical dissipation, which is a known artifact of the volume coupling method, is
reduced with an optimal coarse-graining width. In particular, the benefit of coarse-graining appears to
be significant when the waveforms become increasingly complex and contain high frequency contents.
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The upward external forces applied on a pile head due to earthquakes, wind loads, etc. 
cause large piles pulled up in the base graound. Considering the frequency of natural 
disasters in recent years, it is quite important to understand the ground behavior in pile 
uplifting, and it is also importran to investigate numerical methods that is applicable to 
simulation involving ground large deformations. 
 
In this study, the authros performed the model experiments of uplifting belled pile, 
forcusing on the large deformation behavior. In the experiments, both the ground 
behavior in belled pile uplifting and the mechanism of exerting the pull-out resistance 
were investigated. To understand the ground behavior further, Discrete Element Method 
(DEM) is adopted for the numerical analysis method, because it is expected to trace the 
ground behavior involving large deformations. DEM is applied to uplifting belled pile 
simulation, compared to the experimental results. 
 
Model experiments of uplifting belled pile were performed with a model pile set in the 
circular aluminium bar laminated ground. The pull-out load and the pile head 
displacement were measured. Also, the spatial displacement and strain of the ground 
were obtained by image analysis using Particle Image Velocimetry (PIV). 
 
2D DEM simulation was performed to investigate the stress propagation inside the 
ground and how the ground resists the pull-out force, because it is difficult to know the 
stress propagation in the experiment. The pull-out load, particle displacement and strain 
were simulated and compared with the experiments, resulting in that the numerical results 
and the deformed regions give good agreement to those of the experiments. The mean 
normal stress of particles and the contact force network were visualized for further 
consideration, and it enabled us to observe how the pull-out resistance of the ground was 
exerted from the viewpoint of stress propagation. 
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Granular materials are a collection of discrete solids exhibiting complex behavioral responses under
different physical and boundary conditions. Particle morphology is a critical component that needs to
be incorporated in discrete simulations to model the micro mechanics accurately. Although there have
been extensive numerical studies [1] understanding the effect of particle morphology on the overall
material behavior, the complex shapes are generally modeled using multi-sphere/disc clumping methods
(pseudo-realistic shapes). The primary objective of this study is to investigate whether pseudo-realistic
particle morphology is capable of mimicking the kinematics of exact shapes accurately. Thus, 2D DEM
simulations of conical hopper flow are carried out using realistic and pseudo-realistic particles.

Scanning Electron Microscopy images of natural sand are obtained, and particles are segmented using
the modified Watershed technique, and the exact boundary pixels of each particle are extracted. The
electronic noise is eliminated by smoothing spline regression combined with the cross-validation tech-
nique. For contact modeling of these non-convex irregular polygons, the node-to-segment method is
employed in which the noise-free grain contours are represented locally by smoothing spline [2]. The
Pseudo-realistic shapes are formed by filling the smooth outlines of grains with multiple discs. Conical
hopper simulations incorporating both shapes are conducted. Linear elastic contact law is adopted with
identical numerical parameters and initial void ratios. During the gravity deposition, the velocity fluc-
tuations (linear & rotational), coordination number evolution are monitored. The velocity magnitudes
towards the hopper opening are higher in the pseudo-realistic particles. The arching patterns are signif-
icantly different for both cases. Under deposition, the realistic morphologies show higher interlocking
between particles. Even though the particle shape descriptors such as sphericity for both cases are same,
the behavior shows considerable variations (>10%). Thus, it indicates that modeling a clumped system
is not ideal for mimicking realistic behavior. Further, the changes in the velocity fields, coordination
number, force networks (spatial & temporal) are studied as a function of roundness and sphericity of
grains.

REFERENCES

[1] Lu, M. M. G. R., and G. R. McDowell. The importance of modelling ballast particle shape in the
discrete element method. Granul. Matter (2007) 9: 69.

[2] Nguyen, D.T., Rauchs, G. and Ponthot, J.P. The impact of surface higher order differentiability in
two-dimensional contact elements. J. Comput. Appl. Math. (2013) 246: 195-205.

2054



Numerical simulation of Pile Penetration into Granular Materials Using the Discrete Element 
Method
Shogo Ishii, Hirokazu Akagi, Takatoshi Kiriyama and Kota Otake

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 
Numerical simulation of Pile Penetration into Granular Materials Using the Discrete 

Element Method 
Shogo Ishii 1*, Hirokazu Akagi 2, Kiriyama Takatoshi3 and Kota Otake 4 

1 Waseda university, 58-205, 3-4-1, Ohkubo, Shinjuku, Tokyo, Japan, 
uveruper1107@suou.waseda.jp 

2 Waseda university, 58-205, 3-4-1, Ohkubo, Shinjuku, Tokyo, Japan,  
akagi@waseda.jp 

3 Shimizu Institute of Technology, 3-4-17 Etchujima, Koto-ku, Tokyo, Japan, 
kiriyama@shimz.co.jp 

4 Waseda university, 58-205, 3-4-1, Ohkubo, Shinjuku, Tokyo, Japan,  
shakou-take@toki.waseda.jp 

 
Key Words:  aluminum bar, discrete-element-method , pile-penetration 
 
 

The pile-ground interaction is one of the engineering interests that involves the ground movement. 
Driving precast pile and steel pipe pile drive the soil material away without boring any holes when 
they are installed in the ground. The ground movement in pile installations induces the increase of 
ground density and stress. The advantages and disadvantages of the ground change in pile 
penetration are discussed quantitatively but qualitatively so far. When the numerical methods are 
applied to pile penetration into granular materials such as soil, it is quite difficult for the methods 
based on the continua theory because the subdivided elements go under intensive large deformation 
that induces the mesh-tangling. Therefore, Discrete Element Method (DEM) is one of the engineers 
options used for pile penetration simulation. In this study, in order to understand the ground 
behavior in pile penetration, DEM is applied , and the numerical simulations are compared with 
experimental results of vertical penetration of piles into aluminum bar laminated ground. In the 
experiment, a model ground was constructed using aluminum bars, simulating the granular 
materials, and a steel solid pile was set above the model ground. While the piles were installed on 
the model ground, the penetration resistances and the photographs of the model ground were 
obtained. The experimental results were analyzed by Particle Image Velocimetry (PIV) to obtain 
the ground displacement , and the maximum shear strain were calculated. In the numerical analysis, 
the experimental results were simulated, and the particle displacements and maximum shear strains 
were obtained and compared with the experimental results. The results of the numerical analysis 
using the discrete element method shows that the penetration resistances, displacements, and 
deformation regions give close agreement to the experimental results. Physical quantities that could 
not be obtained experimentally, such as angular velocity of the particles and mean stress, were also 
calculated in the simulation. The distribution region of the maximum shear strain in experiments 
coincided with the angular velocity distribution region of the particles. Therefore, the rotational 
motion of the particles is related to the formation of the shear zone. 
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Modern problems [1] that use finite elements require substantial computing resources. One of the most
efficient solutions in terms of the SIMD approach is the use of matrix-free methods on GPU [2]. This
paper discusses the usage of the Element-by-element (EbE) method [3] for some 3D Solid Mechan-
ics problems. The main idea of the EbE method is the absence of global stiffness matrix assembly.
This results in high memory efficiency. The purpose of this work is to prove the possibility of a cross-
platform implementation of the Finite Element Method using parallelism on high-performance hybrid
architectures [4]. This is conducted by a comparative analysis of the performance of CUDA and oneApi
technologies realizations. Obtained results make it possible to perform calculations faster than many
adapted computational modern systems.
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The presentation outlines an approach to solving coupled non-stationary problems of 
modelling hydro-geomechanical processes taking into account both physical 
(poroelastoplasticity) and geometrical (finite strains) nonlinearities. The considered 
poroelastoplastic model generalizes classical Biot's model for a two-phase liquid-saturated 
poroelastic medium. A distinctive feature of this model is the two-way coupling between 
mechanical processes occurring in a porous elastoplastic matrix and a saturating viscous fluid, 
which makes it possible to take into account both the effect of a change in the pore pressure of a 
fluid on the stress-strain state of a porous matrix and vice versa – an effect of a change in the 
shape of the pore space (due to the accumulated elastoplastic finite strains) on the pore pressure in 
a fluid. and, as a consequence of Darcy's law, on the rate of fluid flow inside the porous medium 
taking into account dynamic variations of both porosity and permeability. 

To simulate the accumulation of elastoplastic deformations, the plastic flow theory with a 
non-associated plasticity law is used according to the Drucker-Prager model, which takes into 
account volumetric plastic deformation. In addition, within the framework of the considered 
poroelastoplasticity model, the nonlinear dependence of the model parameters (elastic moduli, 
Biot's modulus, permeability, etc.) on porosity, which, in turn, depends on the volumetric 
deformation of the skeleton, is taken into account. Non-recoverable plastic part of porosity 
variation is considered also in the suggested mathematical model.  

For the numerical solution of the problem Galerkin’s method and the isoparametric 
spectral element method are used to discretize the geometric model and equations in space on 
curvilinear unstructured meshes of high order (orders up to the 15th were used for solving model 
problems). The software implementation of the developed algorithm is performed using the 
CUDA technology. The spectral element mesh is naturally mapped onto the GPU’s Grid, and 
accordingly, each spectral element is mapped onto a streaming block, within which individual 
SEM nodes are processed by the corresponding threads. This approach makes it possible to 
efficiently use the capabilities of shared memory for caching data inside a spectral element, which 
significantly increases the throughput of the parallel version of the algorithm. 

Results of a numerical solution of several model problems are presented: a problem of the 
development of zones of localization of elastoplastic deformation near a well drilled in a porous 
rock saturated with fluid, a problem of a pure shear loading under finite strains of a model with a 
circular stress concentrator in its centre. The change in porosity and permeability because of the 
accumulation of finite plastic strains is analysed.  
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program of the Moscow Center for Fundamental and Applied Mathematics under the agreement 
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Sea ice is an important component of the global climate system, which forms naturally as seawater
freezes. In polar regions, the ice forms an interface between the ocean and atmosphere, consequently
influencing the exchange of heat, moisture and moment between these components. As a material, sea
ice is complex as it consists of solid ice, brine inclusions, solid salts, and gas bubbles. The porosity of
sea ice results from the incompatibility of salt and ice crystals, leading to brine inclusions with a high salt
concentration, which changes the freezing point of seawater. The variability of the porous structure of sea
ice is connected with that of temperature and salinity and profoundly influences the properties of sea ice.
Other formation phenomena include the precipitation of salt ions and the liquid brine motion driven by
pore pressure gradients and gravity drainage. Despite the importance of sea ice, the realistic prediction of
a three-dimensional sea ice growth has not yet been achieved. It is against this backdrop that this paper
models the temporal evolution and spatial distribution of the pore structure, focusing on the seawater-ice
phase transition and salt-ice phase separation using the phase-field method in three dimensions.
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Creep-induced instability in clayey slopes generally occurs at stress levels less than the peak 
strength, but above the critical state line. It develops as a result of the accumulation of plastic 
volumetric dilation with time, leading to gradual softening and reduction of the peak strength, and 
ultimately failure of the soil (Tavenas et al., 1978 and 1981; Lefebvre, 1981; Hunter & Khalili, 
2000). In this study, a viscoplastic model is presented for the creep-induced failure of clayey 
soils. The constitutive model is developed within the context of the bounding surface plasticity 
using the critical state theory and the consistency viscoplastic framework (Wang et al., 1997). The 
model enables capturing the accumulation of viscoplastic strains upon loading and unloading as 
well as creep rupture observed in over-consolidated clay under drained condition. In the model, 
the size of the bounding surface is defined as a function of viscoplastic volumetric strain and 
strain rate. Unlike the overstress models, the model proposed meets the consistency condition and 
allows for a smooth transition from rate-dependent viscoplasticity to rate-independent plasticity. 
Numerical results are presented and compared with the experimental data to demonstrate the 
performance of the model.  
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In this study, an analytical framework developed based on the effective stress principle is presented 
for the determination of the pore pressure parameters in unsaturated soils under undrained 
condition. The concept of conservation of mass for the water phase and Boyle’s law for the air 
phase are employed for the derivation of the pore air and water pressure parameters. The effect of 
hydraulic hysteresis on the effective stress parameter and the soil water characteristic curve is also 
considered in this study [1,2]. The proposed analytical solution is successfully validated against the 
experimental data presented by Campbell [3]. The results illustrate that with the increase in the 
saturation level of the soil, the pore air and pore water pressure parameters increase and approach 
unity. The outcomes indicate that the pore pressure parameters are significantly dependent on the 
compressibility of the soil skeleton. Moreover, the effects of hydraulic hysteresis and the initial 
hydraulic state, which are extensively overlooked in other studies on the pore pressure response of 
unsaturated soils, are investigated. The results reveal that hydraulic hysteresis can have a substantial 
effect on the pore water pressure parameter. However, the pore air pressure parameter is slightly 
affected by the hydraulic hysteresis since it is mostly influenced by the compressibility of the air 
phase. The results show that an increase in the degree of saturation of the soil leads to a reduction 
in the instantaneous settlement, and that the hydraulic hysteresis can have a significant impact on 
instantaneous settlement. 
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Recently, there has been a surge of interest in utilizing Deep Neural Networks (DNNs) for a wide variety of tasks
in the real world. In particular, Convolutional Neural Networks (CNNs) is regarded as a powerful tool for various
fields such as image and voice recognition. The application of CNNs has been spread to computational mechanics
(e.g. [1] and the references therein).

This study proposes a method to estimate eigenvalues from a given shape of the domain Ω in terms of (interior)
eigenvalue problems for the 2D Helmholtz equation, following a previous attempt to estimate the solution of
boundary value problems for the same equation [2]. We basically exploit an existing CNN, that is, VGG-19, and
modify it so that multiple eigenvalues can be output at the same time. To obtain supervised data, we first generate
a closed curve, which corresponds to the boundary of Ω, on a plane and then transform it into a 2D binary picture,
where each data consists of N-by-N pixels. Finally, we solve the eigenvalue problem in Ω to calculate the lowest
M eigenvalues. We considered 30,000 datasets in the following test.

In the case of N = 224 and M = 1, we measured the accuracy of our CNN with the mean absolute percentage error
(MAPE). The error was 3.32% for 24000 training data and 8.63% for 6000 validation data. In our setting, both
the errors saturated when the epoch was about 100, where an epoch size is defined as around 200. It seems that
we cannot improve the accuracy even if the number of dataset becomes larger. On the other hand, increasing the
number N of pixels much more could lead to a higher accuracy, but our computing resource prohibited us from
increasing N.

In our talk, we will show the above-mentioned methodology and numerical result as well as the other results for
different settings.
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Treating large bone defects remains a significant clinical challenge using existing bone tissue 
scaffolds [1,2]. The successful regeneration of functional bone tissues in large bone defects requires 
scaffolds capable of restoring the patient-specific biomechanical functions of the target bone 
tissues. While additive manufacturing (AM) techniques have shown great potential to fabrication 
of tissue scaffolds with tailored biomechanical properties, their true capability has not yet been 
fully exploited due to lack of effective patient-specific design methods [3]. This study proposes a 
subject-specific framework by combining 3D printing techniques with a novel deep learning-based 
design approach to fabricate functionally graded scaffolds based on Triply Periodic Minimal 
Surfaces (TPMS), aiming to fulfil the anticipated biomechanical requirements of target bone 
defects. The proposed deep learning-based design strategy coupled a Bayesian optimization 
algorithm [4] with finite element analyses to enable dynamic mechano-biological optimization of 
the scaffolds at a fairly low computational cost. A Lithography-based Ceramic Manufacturing 
(LCM) technique was then employed to fabricate the optimized scaffolds with functionally graded 
TPMS. In a representative example relating to bone scaffolding in a segmental defect in sheep tibia, 
the simulated bone formation results showed that the optimized scaffolds with functionally graded 
TPMS led to significantly enhanced bone formation outcome compared with scaffolds composed 
of uniform TPMS, thereby demonstrating the efficacy of the proposed design strategy. This study 
is expected to provide an effective tool for design and fabrication of tissue scaffolds for 
personalized treatment of bone defects.
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Strain is an important type of structural response used for structural performance evaluation and a 
key monitored parameter in Structural Health Monitoring (SHM) [1]. In SHM, various types of 
sensors are installed in the structure to measure essential structural loading and responses [2]. In 
this study, the time histories of stain at 10 various locations of 3 cross-sections of a real cable-
stayed bridge with main span of 648m, Hedong Bridge in Guangzhou, China, is predicted 
according to the temperature data from local weather forecast based on the long-term and short-
term memory (LSTM) network.  
 
The strain prediction from forecasted temperature is realized by two-nested networks. Firstly, the 
temperature at the location of each strain sensor is predicted from temperature of weather forecast, 
in which the dataset of forecasted temperature and measured bridge temperature is used to train 
the LSTM network for temperature prediction. Then, the stain at the location of each strain sensor 
is predicted by the predicted temperature, in which the dataset of measured strain data and 
predicted temperature is used to train the other LSTM network for strain prediction.  
 
The characteristics and correlations of forecasted and measured temperatures, or measured 
temperature and strain, are analysed carefully before strain prediction. It is found that the time 
histories of measured temperatures are generally close to forecast temperature, and the 
temperatures measured at different locations have similar time variations, though they may have 
different amplitudes. This conclusion is also basically applicable for strain. Moreover, according 
to the coefficients of distance correlation, the time histories of measured temperature and strain 
do not always have strong correlations at different sensor locations, which directly influences the 
prediction accuracy of strain.  
 
According to the results of two-nested LSTM procedure, about 50% predicted bridge 
temperatures deviate from their measured values below 0.5℃, with about 80% under 1℃. The 
predicted and measured strains have consistent time variation, and the relative error is within 5% 
at most moments. Consequently, the proposed method successfully predicts the strains at various 
locations of a real cable-stayed bridge for car traffic from forecasted weather data. In the further 
study, the presented method will be used to predict other types of responses in the bridge, such as 
displacements and accelerations, based on the weather forecast information.   
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Abstract 

Clustered tensegrity structures integrated with continuous cables are lightweight, 

foldable, and deployable. Thus, they can be used as flexible manipulators or soft robots. 

The actuation process of such soft structure has high probabilistic sensitivity. It is 

essential to quantify the uncertainty of actuated responses of the tensegrity structures 

and to modulate their deformation accurately. In this work, we propose a 

comprehensive data-driven computational framework to study the uncertainty 

quantification (UQ) and probability propagation in clustered tensegrity structures, and 

we have developed a surrogate optimization model to control of the flexible structure 

deformation. An example of clustered tensegrity beam subjected to a clustered 

actuation is presented to demonstrate the validity of the approach and its potential 

application. The three main novelties of the data-driven framework are: (1) the 

proposed model is able to avoid the difficulty of convergence in nonlinear Finite 

Element Analysis (FEA), by two machine learning methods, the Gauss Process 

Regression (GPR) and Neutral Network (NN). (2) A fast real-time prediction on 
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uncertainty propagation can be achieved by the surrogate model, and (3) Optimization 

of the actuated deformation is carried out by using both Sequence Quadratic 

Programming (SQP) and Bayesian optimization methods. The results have shown that 

the proposed data-driven computational framework is powerful and can be extended to 

other UQ models or alternative optimization objectives. 

 

Keywords: Clustered tensegrity structure, Machine learning, Uncertainty 

quantification and propagation, Surrogate model, Optimization inverse problem 
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Large-scale simulation is often encountered in many fields of science and engineering. In many 
cases, problems must be solved over a range of different settings. For example, during the structure 
design process using the topology optimization, structure evolves at each design iteration and its 
function/performance must be repetitively evaluated. Tackling this type of problems using 
conventional methods, for instance, the Finite Element Method (FEM) would entail large 
computational costs. In recent years, Deep learning-based models with fast online prediction such 
as artificial neural network (ANN) models have been developed to overcome this issue either by 
acting as surrogate models for function evaluation [1,2], or directly outputting design solutions 
[3,4]. These methods have yet to make a major impact because of the poor transferability and 
scalability of current machine learning models. As a result, a large set of training data is required 
which is infeasible for large-scale analysis and design. In this talk, we will present some recent 
work on the development of an efficient ANN-based model-order-reduction method suitable for 
large-scale problems. In particular, we will show that by using domain decomposition and coarse-
to-fine mapping ANNs, surrogate models constructed using training data of one problem can be 
applied to a range of problems with different domain shape and size, boundary conditions and 
loading conditions without any re-training. As such, the transferability of the model is greatly 
improved. 
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The hull design is a complicated process since a minor local change to the hull structure may signifi-
cantly change the hydrodynamic performance. In order to find the hull model with the best hydrody-
namic performance under the design requirements, scholars developed Computer-Aided Design (CAD)
by combining computational fluid dynamics (CFD) and geometric modeling. However, the calculation
workload of the computer-aided design is considerable, and in most cases, it is only applicable in the
design stage with a small design space. Meanwhile, because the computer-aided design needs to per-
form a performance evaluation after the new ship model is obtained, it will encounter some obstacles in
practical applications.

In order to assist the ship design, we applied the deep learning neural network technique, which aims
to predict the total resistance of the hull model in real-time through geometric deformation parameters.
However, due to the different influences of different types of geometric deformation parameters on the
hull structure, its influence on the hydrodynamic performance of the hull will also be different. When
processing input parameters with different influencing capabilities, traditional machine learning methods
can easily become too sensitive to input parameters with high influencing capabilities. In the hull design,
different sensitivity must be avoided to ensure that the designer can obtain the optimal hull according to
the changing trend of the hydrodynamic and geometric modification parameters of the hull.

In this work, we simplified the geometry modification process by using two types of geometry modifica-
tion parameters. The final MINN model was constructed, tuned, and trained based on the virtual reality
dataset we created. The final forecast accuracy verification and sensitivity similarity verification show
that the architecture of the MINN model can predict the total resistance of a hull model in real-time
while maintaining the consistency of accuracy when facing different types of geometric deformation
parameters. Moreover, we also proposed an example of MINN model-assisted hull design to approve
the effectiveness of artificial intelligence-assisted design (AIAD). We believe our work can provide a
fast and reliable assistance solution for the hull design and promote the development of AIAD in ship
engineering.
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In Anitescu et al. (2019) [1], the artificial neural network method to solve boundary value problems 
(BVP) for partial differential equations (PDEs) of the second order was proposed. The method is 
based on approximating the solution with a deep neural network and minimizing the combined 
error in the PDE at a set of collocation points inside the domain and the error in the boundary 
conditions. Such an approach presents an alternative to commonly used finite element methods. In 
many practical applications, BVPs can be transferred to a boundary integral equation (BIE), which 
is then solved by the boundary element method (BEM). BEM has a number of attractive advantages 
over domain-type methods, such as reduction in the dimensionality of the problem and avoidance 
of domain truncation error in exterior domains.  

In this work, we propose an approach to approximate the solution of the boundary integral equation 
with an artificial neural network. Loss function represents the error in the BIE at a set of collocation 
points which is minimized by the appropriate weights and biases. The approach inherits the main 
advantages of the boundary-type methods and allows to reduce the computational cost by using 
collocation points on the boundary only.   

Application of the method to some benchmark problems for the Laplace equation is demonstrated. 
A detailed parametric study is presented to evaluate the performance of the method. 
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In recent years, machine learning (ML) methodology has come to be utilized in various fields. In 
computational engineering, ML is effectively used for the development of interatomic potential. 
Such ML potentials are usually constructed on a general functional form and a large number of 
parameters, and many results of DFT calculations are needed for the learning. 
 
The SNAP, or as its advanced type qSNAP, is one of the ML potentials. In this research, we actually 
construct SNAP and qSNAP for silicon (Si) and 3C-silicon carbide (SiC) crystal systems and 
confirm their reproducibility in MD simulations by comparing with an empirical potential  such as 
Tersoff potential. Using a genetic algorithm, optimization calculations are performed so that the 
errors of the lattice constants and elastic moduli are sufficiently minimized. 
 
We found that the SNAP is capable of reproducing lattice constant and elastic moduli for 3C-SiC, 
and the lattice constant, elastic moduli, and melting point for Si. Besides, the experimentally 
observed dimer structure in the free surface of Si {100}, which has not been predicted by empirical 
potentials, is successfully obtained by qSNAP.  
 
Unfortunately, at this stage, the dislocation behaviour has not yet sufficiently been reproduced in 
either Si or 3C-SiC crystal. For Si crystal, dislocation cores are generated successfully. But, while 
pure shear strain is being applied to the crystal, some wrong partial dislocations occur, and the 
dislocation cores lose their stable shape in sliding. In cases above, we recognize that the 
reproducibility in the elastic region are sufficiently good, but the behaviour in the plastic region is 
by no means satisfactory for further MD analyses. So that, some improvement of the SNAP and 
qSNAP potential is expected by adding extra data on stacking defects to the learning process. 
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As typical mechanical metamaterials with negative Poisson’s ratios, auxetic metamaterials exhibit 
counterintuitive auxetic behaviours that are highly dependent on their geometric arrangements. 
Forward design is the mainstream method for designing auxetic metamaterials and includes 
approaches such as bioinspired methods, mathematical control, topology optimization, and 
Boolean and lofting operations of simple geometries. The forward design approach follows a 
general process: first, a structure is created, and its mechanical properties are then investigated by 
finite element method (FEM) simulations or mechanical testing. The mechanical properties of the 
designed materials are known only after time-consuming simulations or experiments. In addition, 
because the properties of auxetic metamaterials are determined by the geometry and assembly of 
periodic unit cells, the traditional methods are highly dependent on the prior knowledge of 
experienced designers, resulting in a limited number of design spaces.

Recent advances in deep learning have facilitated the inverse design of new materials using 
various artificial neural networks. This report proposes an inverse design method for auxetic 
metamaterials using deep learning, in which a batch of auxetic metamaterials with a user-defined 
Poisson’s ratio and Young’s modulus can be generated by a conditional generative adversarial 
network without prior knowledge. The network was trained based on supervised learning using a 
large number of geometrical patterns generated by Voronoi tessellation. The performance of the 
network was demonstrated by verifying the mechanical properties of the generated patterns using 
finite element method simulations and uniaxial compression tests. The successful realization of 
user-desired properties can potentially accelerate the inverse design and development of 
mechanical metamaterials.
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The study of cell migration is at the heart of medicinal biology, where a cell culture is observed in
the presence or absence of specific drugs. Experiments suggest that migration dynamics are closely
linked to certain protein levels within cells, leading to the development of kinase-pathways models for
migration. However, these models are inept in predicting the tissue-scale behavior of cells. Advances in
cell imaging techniques have allowed simultaneously tracking individual cells over large length scales,
providing data that is amenable to continuum scale models using Partial Differential Equations (PDEs).
Cells and relevant proteins can be described as a concentration field at sufficient density. In this work,
we propose an Advection-Diffusion-Reaction (ADR) system for cell density, where each component of
the system represents a continuum-scale homogenization of specific cell behavior. Specifically, the cell
proliferation/death is modeled using reactive mechanisms while cells’ directed and random motion is
captured in the advective and diffusive parts of PDE, respectively.

Individual cells, however, show a much more heterogeneous behavior in terms of their affinity for random
walks, directed motion, and proliferation. Therefore, the cells can be clustered into subpopulations with
similar migratory features, extending the continuum scale ADR system to a multiphase one. Building
upon the available kinase-pathways models, the parameters of the multiphase ADR system are proposed
to be functions of homogenized fields. The data-driven Variational System Identification (VSI) approach
is opted for developing a parsimonious closed system of differential equations [1]. Treating the behavior
of individual cells as a Markov Decision Process (MDP) [2] and guided by the equivalence of transition
probabilities in positions of cells to the homogenized behavior of Advection-Diffusion system, an Inverse
Reinforcement Learning-based approach is used to study the uncertainty in the proposed ADR system.

REFERENCES

[1] Wang, Z, et al. ”A perspective on regression and bayesian approaches for system identification of
pattern formation dynamics.” Theoretical and Applied Mechanics Letters 10.3 (2020): 188-194.

[2] Ziebart, B.D., et al. ”Modeling interaction via the principle of maximum causal entropy.” ICML.
2010.

2071



Graph theory-based structural analysis on density anomaly of silica glassShingo Urata, Aik Rui Tan and Rafael Gómez-Bombarelli

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Graph theory-based structural analysis  
on density anomaly of silica glass 

 
Shingo Urata1*, Aik Rui Tan2 and Rafael Gόmez-Bombarelli3 

1 AGC Inc., 1-1 Suehiro-cho, Tsurumi-ku, Yokohama, Kanagawa, Japan. shingo.urata@agc.com 
2 MIT, 77 Massachusetts Ave. Cambridge, MA, USA. rafagb@mit.edu 
3 MIT, 77 Massachusetts Ave. Cambridge, MA, USA. atan14@mit.edu 

 
Key Words: Machine learning, Graph theory, Silica glass 
 
Silica glass is an ubiquitous but essential material for a vareity of industorial applications, such as 
optical fibers, optical lens, and substrates in semiconductor fablication. The microstructure of 
silica glas is composed of the tetrahedral SiO4 units, which build up silica network by shearing 
their edges or corners each other. Despite the simple morphology, silica glass exhibits abnormal 
behaviors. For instance, as in the case of materials composed of tetrahedral units, like water, silica 
density becomes a minimum at temperature higher than the melting point, then increases with an 
increase of temperature, that is called as density anomaly. Additionally, mechanical anomaly and 
fragile-to-strong transition of diffusion behavior are known as typical nonlinear behaviors of 
silica glass. 

These silica anomalies have been studied using molecular dynamics (MD) simulations. Recently, 
we have devloped a couple of force-fields to reproduce the energy and force calculated by the 
density functional theory calculations (DFT) using Bayesian optimization [1, 2]. Even though the 
parameter sets of the two force-fields were optimized based on the similar DFT dataset, one 
exhibits density anomaly of silica glass, while the other one does not. In this work, we threfore try 
to identify the origin of the density anomaly by comparing the glass structures obatined via MD 
simulations with the two force-fields.  
For this purpose, the graph-based analysis method, D-measure [3], which evaluates dissimilarity 

(D-value) between two graphs, was employed. To find characteristics of the amorphous structure 
by the D-measure metric, the silica glass network was represented by a graph composed of nodes 
located at all silicon atom positions. The graph nodes were considred to be connected if an 
oxygen atom bridges two silicon atoms nearby. Then, we analyzed two types of networks: one is 
the global graph repreenting entire silica glass structure with considering periodic boundary 
conditions, and the other one is the local graph, which represents local structure extracted with a 
cutoff distance. The local structures were compared with template structures obtained from a 
variety of silica crystal phases.  

Temperature dependence of the D-value when comparing with the cooled glass structure does 
not relate to the density anomaly. Contrarily, coesite-like intermediate-range structures, which are 
more dense and disordered, were identified only in the glass models exhibiting the density 
anomaly. The success in identifying the origin of density anomaly of silica glass confirms that the 
graph-based metric combined with theoretical simulations is useful as a new structural descriptor 
for MI of glassy materials. 
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Recently, multi-fidelity surrogate (MFS) modeling technology that efficiently constructs 
surrogate model using low-fidelity (LF) and high-fidelity (HF) data has been studied to improve 
the predictive capability of engineering performances. In addition, various neural network (NN) 
structures for MFS modeling have been presented by combining with the latest developments in 
deep learning research. Although the existing multi-fidelity NNs have been developed with 
identical sets of input variables of LF and HF data, they are often different in practical 
engineering systems. Therefore, this study proposes a new structure of composite NN for multi-
fidelity data with different input variables. The proposed network structure incorporates an input 
mapping network that connects input variables of LF and HF data. Even if physical relation 
between those variables is unknown, the input mapping network can be trained together in the 
process of learning the entire network model. The overall process of the proposed method is 
divided into two simple steps based on the concept of transfer learning. First, LFNN is trained 
using LF data, and it is transferred to the specific part of the proposed network. Second, while 
freezing parameters of the transferred NN, the remaining parameters including parameters of the 
input mapping network are optimized using HF data. To verify the effectiveness of the proposed 
method compared to a NN model with single-fidelity data, it is applied to mathematical problems 
with some assumptions regarding the practical engineering issue and real-world engineering 
problems of various tire performances. 
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Rational design of materials with high-throughput computing and machine learning has made 
outstanding progress in the last two decades. Yet, machine learning remains ineffective when 
dealing with inverse design scenarios. We propose a simple pathway where deep learning enhances 
topology optimization (TO) without intrusive modifications to the physics solver (e.g. finite 
element analyses). We aim at finding optimum topologies for nonlinear and irreversible properties 
when solving non-differentiable and strongly non-convex objective functions. 
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The microscopic behaviors of materials under large deformation often entail complicated localized 
phenomena, such as plastic slip, grain boundary evolution/migration, micro-shearband, and micro-
damage. Modeling of such localizations requires highly refined discretization for accurate 
prediction, which significantly increases the computational cost. While adaptive model refinement 
can be employed for enhanced effectiveness, it is cumbersome for the traditional mesh-based 
methods to perform adaptive model refinement. In this work, neural network-enhanced reproducing 
kernel particle method (NN-RKPM) is proposed, where the location, orientation, and the shape of 
the solution transition is automatically captured by the NN approximation by the minimization of 
total potential energy. The standard RK approximation is then utilized to approximate the smooth 
part of the solution to permit a much coarser discretization than the high-resolution discretization 
needed to capture sharp solution transition with the conventional methods. The proposed neural 
network approximation is regularized by introducing a length scale related to the objective 
dissipation energy. The proposed NN-RKPM is first verified by solving the standard damage 
evolution problems. The proposed computational framework is then applied to modeling grain 
refinement mechanisms by coupling the proposed NN-RKPM with phase field and Cosserat crystal 
plasticity [1], including the migration of grain boundaries at a triple junction and sub-grain 
formation of a material with activated slip systems, for validating the effectiveness of the proposed 
methods. 
 

REFERENCES 

[1] Baek, J. , Chen, J. S., Tupek, M., Beckwith, F., & Fang, H. E. A Duality based coupling of 
Cosserat crystal plasticity and phase field theories for modeling grain refinement, Int. J. Num. Meth. 
Engng. (2021) https://doi.org/10.1002/nme.6884. 

2075



Shear Stress Analysis inside CuZr-based Metallic Glasses using Machine Learning PotentialHibiki Kato, Yoshinori Shiihara and Takuya Iwashita

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

Shear Stress Analysis inside CuZr-based Metallic Glasses  
using Machine Learning Potential 

 
Hibiki Kato1, Yoshinori Shiihara2* and Takuya Iwashita3 

1 Toyota Technological Institute, 2-12-1 Hisakata, Tenpaku-ku, Nagoya City, Aichi, Japan, 
sd21413@toyota-ti.ac.jp 

2 Toyota Technological Institute, 2-12-1 Hisakata, Tenpaku-ku, Nagoya City, Aichi, Japan, 
shiihara@toyota-ti.ac.jp 

3 Oita University, 700 Dannnoharuharu, Oita City, Oita, Japan, 
tiwashita@oita-u.ac.jp 

 
Key Words: Machine learning, Molecular dynamics, Metallic glass, Stress analysis 

Metallic glass (MG) with no crystalline structure is one of the promising structural materials due 
to its high strength, workability, and corrosion resistance. In order to expand its applicability, the 
mechanism of its ductility should be unveiled. Molecular dynamics simulation is a valuable tool 
to investigate what kind of atomic motion causes plastic behavior in amorphous materials. 
However, the interatomic potentials previously proposed and frequently employed, such as EAM 
potential, may be insufficient to capture more realistic deformaiton behaviors [1].  

This study developed a machine learning-based (ML-based) potentials [2] with a particular focus 
on representing shear stress vs. shear strain curve with high accuracy under shear deformaiton. We 
have included training sets containing isotropically expanded and compressed structures, and 
sheared structures, obtained from density functional theory (DFT) calculation, to built the ML-
based potentials. We compared the results obtained by DFT calculation, ML-based and EAM 
potentials: Figs. 1 and 2 show the energy curves for isotropically expanded volume and stress-strain 
curves averaged over six different structures, respectively. Including data under deformation allows 
us to reproduce the stress-strain curve obtained by the DFT calculations (Fig.2).  
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Fig. 1: Comparison of energy curve and 
bulk modulus for iso-expanded volume. 

Fig. 2: Shear stress-shear strain curve for 
six structures. 
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Congenital heart disease (CHD) is one of the leading causes of infant death. ECG recorded on the
maternal abdomen can be used as a non-invasive diagnostics tool for CHD. However, extracting the fetal
cardiac signal from the maternal abdominal ECG signal has been challenging prominently due to the
low signal to noise ratio and limited access to data of the direct fetal signal which is currently measured
through a scalp electrode during delivery. The goal of this study is to develop an electrophysiological
model of a maternal torso with a 24-week fetus that can be used to generate realistic ECG data which
will be used to train a ML network that can automatically detect fetal QRS signal.

The computational model of a pregnant torso at 24 weeks gestation is based on [1, 3, 2] and [4], which
incorporates maternal and fetal biventricular cardiac geometries and additional tissue with assigned con-
ductivities to replicate realistic electrophysiological propagation. Sinus rhythm with different rates for
the maternal and fetal heart were simulated using the pseudo-bidomain formulation. Abdominal ECG
recordings at locations similar to those recorded in the clinic were extracted. In this study, we measure
the obtained performance metrics for fetal QRS detection from maternal ab- dominal ECG recordings
using a long short-term memory (LSTM) network combined with a QRS detection algorithm trained on
a combination of clinical and generated ECG recordings.

The generated maternal torso model successfully generated realistic maternal and fetal ECG signals.
However, preliminary results only show an increase in fetal QRS detection accuracy to 24.62 % for
a network trained on both clinical and simulated ECG recordings. To improve the accuracy, we plan
to do further augmentations of the generated ECG measurements and experiment with other network
architectures. However, the current results demonstrates that computer simulated ECG measurements
can be used to improve machine learning models in fetal ECG extraction.
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Background. Assessing risk for arrhythmia can be thought of, from a statistical perspective, as a classification 
supervised learning task1. However, training machine learning classifiers that perform well, whether via classical 
algorithms or via DLNN, requires sufficient data, the amount of which is often difficult to assess a priori and varies 
with the task at hand2. In contrast, in the health domain, clinical studies often only reflect data from relatively small 
numbers of patients or samples. New work into data augmentation and data creation3 can help to increase the effective 
amount of data for the training of ML algorithms.  

Biophysical multiscale modeling for clinical translation, now a mature stand-alone field, can offer additional 
insights and information about patients from first principles. These models offer mechanistic insight and, recently, also 
improve performance of ML and DLNN models via data augmentation and creation4,5. Anatomically realistic and 
biophysically detailed multiscale computer models of the heart are playing a significant role in advancing our 
understanding of integrated cardiac function in health and disease. Retrospective and prospective studies, including our 
own work, have previously demonstrated that computational simulations using personalized virtual heart models can 
be used to predict arrhythmic risk e.g., in patients with ischemic scar tissue6 with greater accuracy than current clinical 
metrics.  
 Remodeling due to myocardial infarction (MI) significantly increases patient arrhythmic risk. Simulations 
using patient-specific models have shown promise in predicting personalised risk for arrhythmia. However, these are 
computationally- and time- intensive, hindering translation to clinical practice. Classical machine learning (ML) 
algorithms (such as K-nearest neighbors, Gaussian support vector machines, and decision trees) as well as neural 
network techniques, shown to increase prediction accuracy, can be used to predict occurrence of arrhythmia as predicted 
by simulations based solely on infarct and ventricular geometry.   
Objective. We and others have earlier presented5 an initial, combined image-based patient-specific in silico and 
machine learning methodology to assess risk for dangerous arrhythmia in post-infarct patients and demonstrated that 
simulation-supported data augmentation improves prediction models, combining patient data, computational 
simulation, and advanced statistical modeling, improving overall accuracy for arrhythmia risk assessment. Here, we 
aim to extend that work to demonstrate that advanced statistical and shape modeling techniques can critically augment 
sparse clinical data cohorts to improve risk assessment for dangerous arrhythmias in post-infarction patients. 
Methods. MRI-based computational models were constructed from 30 patients 5 days post-MI (the "baseline" 
population). To assess the utility biophysical model-supported data augmentation for improving arrhythmia prediction, 
we augmented the virtual baseline patient population. Newly employing shape modeling techniques, patient ventricular 
and scar geometry in the baseline population was used to create a subfamily of geometric models, resulting in an 
expanded set of patient models (the "augmented" population).  Arrhythmia induction was attempted via programmed 
stimulation at 17 sites for each virtual patient corresponding to AHA LV segments and simulation outcome, 
``arrhythmia'' or ``no-arrhythmia'', were used as ground truth for subsequent statistical prediction (machine learning, 
ML) models. For each patient geometric model, we measured and used choice data features, including the myocardial 
volume and scar volume, as well as the segment-specific myocardial volume and scar percentage, as input to ML 
algorithms. For classical ML techniques (ML), we trained k-nearest neighbors, support vector machine, logistic 
regression, xgboost, and decision tree models to predict the simulation outcome from these geometric features alone. 
To explore neural network ML techniques, we trained both a three - and a four-hidden layer multilayer perceptron feed 
forward neural networks (NN), again predicting simulation outcomes from these geometric features alone. ML and NN 
models were trained on 70% of randomly selected segments and the remaining 30% was used for validation for both 
baseline and augmented populations.  
Results and Conclusion. Stimulation in the baseline population (30 patient models) resulted in reentry in 21.4% of 
sites tested; in the augmented population (129 total patient models) reentry occurred in 12.9% of sites tested. ML and 
NN models ranged in mean accuracy from ~0.83-0.86 for the baseline population, improving to ~0.91-0.96 in all cases. 
We conclude that advanced statistical and shape modeling techniques can critically augment sparse clinical data cohorts 
to improve ML-driven risk assessment of dangerous arrhythmias in post-infarction patients. 
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Great strides have been made in the understanding of the mechanical modelling of the heart over
the last decades, generating a new dimension of potential tools to aid cardiologists in diagnosing
heart disease. However, computational cost, infrastructure and time required by the more accurate
models impede the translation of many applications to the clinic.

To tackle these limitations, we have developed AI-surrogate models, which combine
dimensionality reduction, model simplification, parallel processing and deep learning techniques.
AI-surrogates learn to mimic outputs of computationally intensive simulations using a simplified
structure, reducing the computational demand while maintaining prediction accuracy.
Additionally, AI-surrogates present the opportunity of calibrating patient-specific models and
estimating tissue properties with unprecedented performance [1].

To test this approach, we created an AI-surrogate of the cardiac left ventricle (LV) to simulate its
deformation through the passive filling stage of the heart cycle [2]. The AI-surrogate reproduced
the ventricular displacements with an absolute error of 0.05 +/- 0.04 mm compared to the finite
element method (FEM) counterpart, while reducing the computational time 10-fold. Our
experiments showed that the AI-surrogate is able to characterise: the mechanical properties of the
LV wall in less than 6.6 seconds; or the intraventricular pressure in less than 1.3 seconds. In
comparison, a single LV deformation prediction using traditional techniques may require minutes
to hours of computational time, and parameter estimation may require hundreds of such
simulations. Our AI-surrogate approach could be applied to help with distinguishing specific
mechanisms of dysfunction for early diagnosis of heart failure [3]. Translation to clinical practice
would enable near real-time diagnosis of heart disease and potentially improve outcomes for
patients.
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Numerical simulations of cardiac electromechanics play a crucial role in computational cardiology and
precision medicine. Therefore, it is of paramount importance to develop reduced-order models (ROMs)
that enable real-time numerical simulations of the cardiac function. With this aim, we propose a non-
intrusive method, based on Artificial Neural Networks (ANNs), to build ROMs of cardiac electrome-
chanics that surrogate biophysically detailed and anatomically accurate full-order models (FOMs).
The ANN-based ROM is trained from a collection of pressure-volume transients obtained through the
FOM while accounting for the dependence on a set of parameters. Once trained, this surrogate model
can be coupled with virtually any hemodynamic model for the blood circulation external to the heart,
in the same manner as the original electromechanical model, but at a dramatically lower computational
cost. Our results show that the ANN-based ROM is accurate with respect to the FOM, while requiring
very small training datasets.
We demonstrate the effectiveness of our Machine Learning method in two relevant contexts for cardiac
modeling. First, we employ the ANN-based ROM to perform a global sensitivity analysis on both the
electromechanical and hemodynamic models. Second, we perform Bayesian parameter estimation start-
ing from noisy measurements of relevant quantities of interest. In both these cases, by replacing the
FOM of cardiac electromechanics with the ANN-based ROM, we perform in a few hours of computa-
tional time the numerical simulations that would be unaffordable if carried out with the FOM, because
of their overwhelming computational cost. As a matter of fact, our ANN-based ROM is able to speedup
the numerical simulations by more than three orders of magnitude.
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Accurate simulations of the cardiac electrophysiological activity are computationally demanding due to
the complexity of the equations involved. Multi-fidelity approaches can be used to reduce the compu-
tational cost. The idea is to speed up the computations by combining accurate high-fidelity models and
fast low-fidelity models. These low-fidelity models are less accurate, but they are typically constructed
from the high-fidelity model, therefore sufficient correlation in the quantity of interest can be expected.
One clinically relevant application of the multi-fidelity approaches is atrial fibrillation. During episodes
of this arrhythmia, the electrical activity of the atria is chaotic and characterized by re-entrant wavelets
that self-propagate in the tissue. An appropriate high-fidelity model for this application is based on the
solution of the monodomain equation for the propagation of the electric potential on the atrial surface.
The eikonal equation is an approximation of the monodomain equation, based on simplified physics, that
allows a fast computation of the activation times. Therefore the eikonal model can be employed as a low-
fidelity model. Alternatively, one could also employ the multi-level approach, in which the low-fidelity
model is based on a coarser discretization. In this work, we adapt the eikonal model to account for the
re-excitability of the tissue, in order to allow the fast simulation of re-entries with this simplified model.
Then, we employ the adapted eikonal model in multi-fidelity approaches for the simulation of atrial
fibrillation. The multi-fidelity approaches with the eikonal model could also be applied to uncertainty
quantification.

2081



Physics-aware Deep Learning Models for the Inverse Problem of ElectrocardiographyRiccardo Tenderini, Stefano Pagani, Alfio Quarteroni and Simone Deparis

15th World Congress on Computational Mechanics (WCCM-XV)
8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII)

31 July–5 August 2022, Yokohama, Japan

Physics-aware Deep Learning Models for the Inverse Problem of
Electrocardiography

Riccardo Tenderini1, Stefano Pagani2∗, Alfio Quarteroni3, and Simone Deparis4
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The reconstruction of the epicardial potential field from measurements of body surface potentials is a
challenging inverse problem. Classical data-driven deep learning (DL) approaches are hardly applicable
in this context because they require large datasets based on invasive catheter measurements.

We present a novel DL approach based on physics-based mathematical models, balancing the lack of
data with parameterized numerical simulations. Specifically, we develop auto-encoder neural networks
whose architecture exploits dimensionality reduction techniques to project the epicardial potential onto
a reduced subspace and approximates the forward model with a tensorial reduced basis solver. Finally,
we provide the network with body surface potentials organized as time series or low-frequency discrete
Fourier transform coefficients.

Numerical results on synthetic data show that the physics-aware auto-encoder neural networks are ac-
curate and efficient tools for reconstructing the epicardiac potential from body surface potentials mea-
surements. This approach mitigates the problem of data availability and also enables the use of low-
complexity architectures characterized by a limited amount of hyper-parameters.

This project has received funding from the European Research Council (ERC) under the European
Union’s Horizon 2020 research and innovation programme (Grant agreement No. 740132).
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Alongside new developments in the field of biomedical imaging, computational biophysical modeling
is raising a growing interest in the research community, due to the great predictive potential of physics-
based mathematical models and their ability to have access to crucial clinical biomarkers non-invasively
[1]. In the context of cardiovascular modelling, high-resolution and accurate multi-physics mathematical
models are computationally demanding and their personalisation entails fine tuning of a large number
of parameters, thus potentially limiting the translation of such models to clinical context. In this talk a
novel methodology is proposed, based on emerging machine learning techniques, for the efficient and ro-
bust reconstruction of displacement fields and the local estimation of heterogeneous passive mechanical
properties in cardiac biomechanical models. In more detail, physics-informed neural networks method-
ologies [2] are extended, adapted and combined with biophysically detailed three-dimensional cardiac
biomechanical models, to generate robust and effective surrogate reduced-order models that are able to
uniquely identify patient-specific physical properties. The proposed learning algorithm encodes infor-
mation both from displacement data, that can be routinely acquired in the clinical setting, and from the
physics of the problem, represented by a mathematical model based on partial differential equations, that
acts as a regularising term. The accuracy and robustness of the proposed method are demonstrated in sev-
eral benchmarks. This methodology potentially paves the way for the robust and effective identification
of patient-specific physical properties.
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Heart disease is one of the leading causes of death in the world. Disturbances in the mechanical 
performance of the heart can lead to many, sometimes catastrophic, conditions. Traditionally, 
cardiac function is assessed with simple metrics, such as the left ventricular ejection fraction. This 
quantity only reflects the global function of the heart, leaving out important information. For 
example, it is well documented that patients with ejection fraction in normal ranges can still 
experience what is called heart failure with preserved ejection fraction. For this reason, more 
sophisticated metrics that give regional information have appeared, such as cardiac strain. Here, 
the deformation of cardiac tissue is characterized locally, resulting in much richer information. 
However, determining cardiac strain from medical images is a challenging and open problem. In 
this work, we focus on the computation of cardiac strain from cine magnetic resonance images, 
which contain a sequence of snapshots of the heart motion. These images are ubiquitous and 
considered the gold standard to assess cardiac function with metrics such as ejection fraction. 
Nevertheless, cardiac strain cannot be derived directly from these images, as they do not contain 
motion information. For this reason, we use physics-informed neural networks to solve an image 
registration problem and estimate cardiac strain from cine magnetic resonance images. Physics-
informed neural networks [1] are a promising new tool to solve inverse problems, such as this one, 
that will allow us to infer the displacement field that transforms images between different stages of 
the cardiac cycle. This method allows to include the knowledge about cardiac mechanics into the 
learned displacement field. Here, we enforce the near cardiac tissue incompressibility  to improve 
the accuracy of cardiac strains. We also use a space-time continuous neural network, to reflect the 
different motion states of the cardiac cycle. We demonstrate the feasibility of this method in a 
synthetic example, and we show that our method performs favorably to other registration 
techniques using a cardiac strain benchmark [2]. We expect that our methodology will improve the 
accuracy and robustness of cardiac strain measures from cine magnetic resonance images. This will 
pave the way to more sophisticated diagnostic tools for a range of cardiac diseases. 
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We propose a method to estimate in vivo the cardiac fiber architecture of the human atria from multiple
catheter recordings of the electrical activation. Cardiac fibers play a central role in the electromechanical
function of the heart, yet they are difficult to determine in vivo and hence rarely truly patient-specific in
existing cardiac models.

In this work, the fibers arrangement is obtained by solving an inverse problem through the physics-
informed neural network formulation. The inverse problem amounts of identifying the conduction ve-
locity tensor of a cardiac propagation model from a set of sparse activation maps. The use of multiple
maps enables the simultaneous identification of all the components of the conduction velocity tensor,
including the fiber angle.

We extensively test the method on synthetic 2-D and 3-D examples, also with realistic atrial geometry.
We show that 3 maps are sufficient to accurately capture the fibers also in the presence of noise. With
fewer maps, the role of regularization becomes prominent. Moreover, we show that the fitted model can
robustly reproduce unseen activation maps. Finally, we apply the methodology to a publicly available
atrial atlas and to clinical data obtained at our center, with very convincing results.
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The free energy plays a fundamental role in theories of phase transformations and microstructure evo-
lution. It encodes the thermodynamic coupling between mechanics and chemistry within continuum
descriptions of non-equilibrium materials phenomena. In mechano- chemically interacting materials
systems, consideration of compositions, order parameters and strains results in a high-dimensional free
energy function. Scale bridging between the electronic structure of a solid and continuum descriptions
of its non-equilibrium behavior can be realized with integrable deep neural networks (IDNN) that are
trained to free energy derivative data generated by first-principles statistical mechanics simulations and
then analytically integrating to recover a free energy density function. Here we combine the IDNN
with an active learning workflow [1,2] for well-distributed sampling of the free energy derivative data
in high-dimensional input spaces, thereby enabling true scale bridging between first-principles statistical
mechanics and continuum phase field models. As a prototypical material systems we focus on appli-
cations in Ni-Al alloys and in the battery cathode material: Lix CoO2 . Phase field simulations using
the resulting IDNN representation for the free energy density of Ni-Al demonstrate that the appropri-
ate physics of the material have been learned. This work [3] advances the treatment of scale bridging,
starting with electronic structure calculations and proceeding through statistical mechanics to continuum
physics. Its coupling of Cahn-Hilliard and Allen-Cahn phase field descriptions with nonlinear elasticity
through the free energy density ensures a rigorous treatment of phase transformation phenomena.
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The solution of the wave equation is required in a wide variety of fields, such as seismology, electromag-
netism, and acoustics. In the last few years, a number of deep learning methods have been developed
for the solution of PDE-based problems, in the hopes of producing techniques that are more flexible and
faster than the traditional FEM, FD, FV approaches. Deep operator networks (DeepONet) [1] attempt
to solve PDEs by learning the inverse of the differential operator for a wide class of initial data, rather
than learn a single solution. However, this approach is especially expensive for problems containing high
frequencies, such as those with the linear wave equation.

For the approximation of the homogeneous wave equation, we present a neural network architecture
that is based on the integral representation formula of the wave equation. This architecture yields a
faster learning and a better generalization error when compared to the classical DeepONet architecture.
Moreover, with the proposed architecture, a trained network can be retrained for solutions with higher
frequencies which results in an efficient learning strategy for high frequency functions. Numerical results
in 1D and 2D will be presented to analyze frequency dependent convergence of the proposed approach.
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While neural networks are extensively used in surrogate and reduced order modeling of PDE solutions,
they often ignore interactions or hierarchical relations between input features, and process them as con-
catenated mixtures. We generalize the idea of conditional parameterization [1] (CP) – using trainable
functions of input parameters to generate the weights of a neural network, and extend them in a flexible
way to encode critical information in unstructured meshes. Inspired by discretized numerical methods,
choices of the parameters include physical quantities and mesh topology features. The functional rela-
tion between the modeled features and the parameters is built into the network architecture. Although a
direct CP modification will cause a linear increase in the number of parameters with respect to the chosen
parameter, such an increase can be compensated by reducing the size of the latent vectors. The method
is implemented on different networks and applied to the discovery of unmodeled physics, and the sim-
ulation of unsteady flows with chemical reactions. We demonstrate that a drop-in CP modification can
bring significant improvements for various existing models on several tasks essential to the modeling of
physical systems. We introduce a conditionally parameterized graph neural network (CP-GNet)[2], for
the approximation of complex physics on unstructured meshes, with the ability to naturally incorporate
different types of boundary conditions. The CP-GNet is shown to be more efficient than the non-CP
variant with only a fraction of the training data or with a more shallow architecture. Extensive numerical
tests are conducted to demonstrate state-of-the-art performances on problems of different complexities.
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Using deep learning methods to approximate continuous functions and operators is a critical problem
in both machine learning theory and high-fidelity real-time engineering simulation applications. Recent
discoveries in neural network approximation theory motivate novel strategies that combine deep neural
networks (DNNs) with basis functions from classical approximation theory, such as polynomials. More-
over, although uncertainty quantification is required in many applications, it may not be naturally pro-
duced by the approximation scheme itself [1]. Instead, this work aims at exploring a general framework
based on combining DNNs with polynomial approximation schemes that provides confidence regions in
addition to point estimations.

We explore the probabilistic partition of unity networks (PPOU-Nets) model of [1, 2] in the context of
regression. With the PPOU-Nets, the target function at any given location is approximated by a Gaussian
mixture model, where each cluster is associated with a fixed-degree polynomial. The weights of the clus-
ters are determined by a DNN which defines a partition of unity. The target function is approximated by
the weighted average of the polynomials. We propose a novel training strategy that leverages automatic
differentiation and the expectation maximization (EM) algorithm. We formulate the loss function as the
negative likelihood of the Gaussian mixture model. During the training, we (i) apply minibatch gradient
descent to update the DNN coefficients; (ii) update the polynomial coefficients using weighted least-
squares solves; and (iii) compute the variance of each cluster according to a closed-form formula derived
from the EM algorithm. The EM PPOU-Nets outperform the baseline fully-connected neural networks
of comparable sizes in numerical experiments of various input dimensions. We also explore the pro-
posed model in applications of quantum computing, where the PPOU-Nets act as surrogate models to
accelerate optimization over cost landscapes associated with variational quantum circuits.
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Operator regression has emerged as a potential tool for reduced order modeling and PDE model discov-
ery. Most operator regression methods learn the mapping between independent and dependent functional
variables assuming noise only in the dependent variables. However, experimental and numerical data is
often noisy in the independent variables as well. In standard regression, failure to account for noisy
independent variables can lead to biased parameter estimates. With noisy independent variables, linear
models fitted via ordinary least squares will show attenuation bias, wherein the coefficient will be un-
derestimated. In this talk, we demonstrate a variation of attenuation bias for linear operator regression
on functional data with white noise in both the independent and dependent variables. We also propose
error-in-variables models for two operator regression methods, MOR-Physics [1, 2] and DeepONet [3],
and demonstrate computationally that these new models can reduce bias in the presence of noisy inde-
pendent variables for a variety of PDE learning problems, including learning the Burgers operator, the
heat equation, and the Kuramoto-Sivashinsky equation.
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Hyper-Differential Sensitivity Analysis
for Operator Inference
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Shane McQuarrie, Karen Willcox (University of Texas at Austin)

Harnessing the full power of physics-based models for decision making is
challenging but critical in many engineering analyses. Accordingly, surrogate
models with reduced computational complexity are necessary to combat the
prohibitive costs of high-fidelity simulations. Operator inference has recently
emerged as a data-driven paradigm to non-intrusively construct physics-
based reduced-order models. In this work, we use operator inference as a
cost-effective approach to encapsulate dynamical constraints in an optimiza-
tion setting. However, approximation errors need to be accounted for and
mitigated. To that end we leverage post-optimality sensitivities as feedback
mechanism to iteratively improve the training process. We demonstrate our
approach on the optimization of a thermal battery that requires the modeling
of multi physics phenomena.

1
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Machine learning is a promising technology to improve computation time, accuracy, and stability 
of physical simulations. However, it is still an open problem to obtain more general and reliable 
machine learning models because of the data-driven nature of the scheme. In particular, machine 
learning on mesh-structured data is inevitable to realize accurate prediction because the mesh is a 
common data structure used in various physical simulations such as the finite element method.  
For machine learning models that learn mesh-based physical simulations, we put three 
requirements: 

1. Ability to deal with mesh-structured data as an input and an output. 
2. Fulfillment of constraints coming from physical laws. 
3. Lightweight model to make the computation faster. 

 
In this study, we propose a graph neural network that can reflect physical symmetry and perform 
prediction efficiently. Graph neural networks can deal with arbitrary meshes without any 
modifications in the models. Physical symmetries, such as translation and rotation, are considered 
through the concept of equivariance. Furthermore, we implemented differential operators in the 
model, which are critical to expressing spatial relationships in physical simulations. Since most 
physical laws are described using differential equations, it is possible to construct an efficient 
machine learning model corresponding to a given governing equation, which reduces 
computation time. We demonstrate that the proposed model learns mesh-based physical 
simulations with high accuracy. Besides, it can predict simulation results faster than a 
conventional finite element analysis software and scale up to a mesh with 1M nodes, which is not 
possible using existing equivariant models. We expect our model to be key to realizing more 
general and reliable machine learning models for physical simulations. 
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Bulk level variations of plant foods during drying are mainly governed by microscale characteristic 
variations [1]. Investigating such microscale variations have been challenging with physics-based 
models due to heterogeneity of microstructures, largely unknown property data, and limitations of 
numerical simulations [2]. On the other hand, the development of data-driven machine learning 
(ML) models for predicting microscale variations has not yet been succeeded due to the inability of 
having a sufficient dataset for extracting an interpretable solution. 

Therefore, in this work, the Physics-Informed Neural Network (PINN) capabilities are explored to 
improve the prediction accuracy of moisture concentration variations of a single plant cell during 
drying with low dimensional input data. In particular, additional information using relevant physics 
conditions is provided into the feedforward neural network by altering the loss function. The 
performance of PINN is investigated and compared against pure data-driven ML model predictions 
for benchmark cases. It can be highlighted that PINN with additional physics information is 
significantly improved the prediction accuracy even if the training data is very low, indicating the 
possibilities of integrating PINN for accurately investigating microscale characteristic variations of 
plant foods during drying. 
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Riding the wave of artificial intelligence (AI), machine learning (ML) and deep learning (DL) 
methods have been widely used in many domains, including materials science and 
engineering. Here presents a novel hierarchical multiscale modeling enhanced via deep 
learning, which plays an important role in this multiscale framework to pass the information 
from the nanoscale to the microscale and then to the macroscale.  
 
This multiscale method provides a new approach to study the mechanics of metal-ceramic 
spatially tailored materials, a unique type of composites, in which the volume fractions vary 
in space at the macroscale. Data sets, collected from molecular dynamics simulations, are 
used to train artificial neural networks to predict material properties at the macroscale. Then, 
peridynamics and finite element methods are employed to investigate the mechanical behavior 
of composites at the microscale, considering microstructure uncertainties. The collected data 
is utilized to train machine learning regression and classification models. Those predictive 
models are finally implemented in the macroscale simulations to study dynamical responses 
of composite structures under various loading conditions.  
 
As a difference from other reported works, microstructure uncertainties are considered in this 
research so that an artificial neural network is trained as the machine learning classification 
model to predict the failure probability at the macroscale, which depends on the volume 
fraction and the deformation (i.e., the strain). In addition to deep learning, extreme learning is 
utilized for fast learning.  
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Turbulence is a phenomena which is studied extensively both experimentally and numerically.  In 
order to resolve all the length scales of a turbulent flow, expensive computational resources are 
required. To do this experimentally, it also involves significant resources. Recently, there has been   
quite lot of methods based on machine learning and deep learning which are used to enhance the 
retrieval of high resolution turbulent data sets. Recent work by Raissi et al1, on physics informed 
neural networks (PINN) has used neural networks to find solutions to partial differential 
equations.  

In this work, we use a hybrid PINN model to solve for two-dimensional turbulence. The aim of 
the work is to capture the statistical properties of turbulence. We find that the standard PINN 
model does not capture the two-dimensional turbulence while a modified method which uses 
some data from the interior of the flow domain performs well. We call this method PINN-1. In 
order to capture the small scales of turbulence we introduce a modified PINN denoted as PINN-2 
where we train the small scales separately. We apply these two methods, PINN-1 and PINN-2 to 
the problem of two-dimensional turbulence in a periodic box and compare it with Direct 
numerical simulations. We observe the PINN-2 model outperforms PINN-1 in retrieval of 
solutions as close to DNS results. The turbulent energy spectra is found to match upto eight to 
nine decades, with only 0.1 % of training data. 

We believe that such technologies can in principle be used for storage and retrieval of high 
resolution and high Re simulations where we one requires solutions at very fine time intervals and 
that the traditional DNS or experiments are costly.  
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Existing Reynolds-averaged Navier-Stokes (RANS) models suffer from substantial discrepancies 
for separated flows, due to the Boussinesq approximation which is regarded as the limitation for 
modeling turbulence in complex geometries. Recently, the advance of data-augmented model 
with machine learning technology has shown the potential to significantly improve the accuracy 
of prediction for separated flows. On the other hand, a new concept of Liutex (previously named 
Rortex) has proposed to present the local fluid rotation, including a systematic framework of 
scalar, vector, and tensor forms, which provides several advantages over the traditional vortex 
identification criteria. 
 
In this paper, a direct integrated field inversion and machine learning framework is presented to 
correct the momentum equations with the Spalart-Allmaras (SA) model. The main idea is that the 
feature set is constructed from the local Liutex and shear vectors, which are obtained from the 
Liutex-based R-S decomposition of the velocity gradient tensor. The weights of the neural 
network are chosen as the design variables of the framework and the training step is directly 
integrated within field inversion using discrete adjoint method of the CFD solver and the 
automatic differentiation embedded in the machine learning library. The gradient-based 
optimization algorithm is used to solve the field inversion problem. The proposed approach is 
applied to several challenging separated flows. The results demonstrate that the proposed 
framework can provide much improved prediction. 
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 Neural network supported surrogate models for particle-
laden flow

This project focuses on coupling a data-driven model in conjunction with CFD (Computational Fluid Dynamics) to predict the behavior of
biomass particles in a fixed bed. This problem (particle-fluid problem) can be solved by two-way coupling CFD and XDEM. Since this 
methodology is often computationally expensive, two solutions are proposed. Firstly, the neural network (using TensorFlow) is used as a
surrogate model to replace XDEM. Afterward, this surrogate model is coupled with the CFD method to solve the particle-fluid problem 
employing preCICE (Precise Code Interaction Coupling Environment). An alternative approach assumes the behavior of dense particles 
in the biomass bed similar to that of fluid (of unknown material parameters). The neural network is used to identify the properties of the 
fluid. Having the properties of the fluid, the CFD method is used solely to solve the mentioned biomass problem.

Keywords: Recurrent neural network, CFD, biomass, Particle-In-Cell method
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Traditional computational methods face significant challenges with ever-increasing complexity in the
problems of engineering interest. One set of problems that suffer from this phenomenon is those where
Fluid-Structure Interaction (FSI) is present. FSI simulations are traditionally time-consuming and com-
putationally extremely expensive. Potential alternatives rely on using a surrogate model to substitute one
or more systems involved. A promising approach employs artificial neural networks as the basis for such
a surrogate model combined with strong physics simulations based on finite element methods (FEM).

This approach requires the seamless integration of AI algorithms and packages into the simulation work-
flow. Such an example is the NeuralNetworkApplication developed in Kratos [1]. This application allows
the integration of every step needed to implement and integrate the aforementioned surrogate models in
the simulation workflow; namely data generation, model set-up, training, testing, and coupling. The
routines related to the neural networks are executed through an interface with the API Keras [3].

Mok’s [2] benchmark is chosen as the study case to test the capacity of the previous method applied to FSI
problems. In a first instance, the structural model in the example is substituted by a neural network-based
surrogate model trained on known data while retaining the original fluid model. Additionally, a second
case where a surrogate substitutes the fluid model, keeping the structural one untouched, is evaluated.
In both cases, the neural network predicts the total response of the system it substitutes. Strong and
weak coupling scenarios are considered. The results present improvements in simulation time without
sacrificing accuracy, especially when compared with the original benchmark. This contribution discusses
the influence of the original data and network architecture in the outcome of the simulation and different
considerations for generating surrogate models for FSI.
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The promise of all machine learning (ML) methods is that model accuracy can in principle be improved
indefinitely so long as new training data is provided. This keeps model predictions as interpolations
within the trained space rather than relying on uncertain predictions arising from extrapolations. For
machine learned interatomic potentials used in molecular dynamics, there is no way to know a priori
all the states of the material that will be observed in a large-scale production simulation. Automated
training data curation either in real-time or diversity maximizing techniques are sought after to allevi-
ate these concerns, though assembled training sets now scale with the size of the computing resources
used. However, one must be aware of the limitations regarding the ML model form with respect to the
complexity of the training set. This talk will overview our efforts to generate robust training sets and
the computationally scalable ML models that enable a new frontier of MD simulations. Examples will
be given of quantum-accurate MD predictions for magnetic materials, high-entropy alloys, as well as
ML enabled predictions of matter in extreme conditions that challenge what is traditionally tractable
in MD. Additionally, this talk will overview advances made in machine learned Spectral Neighborhood
Analysis Potential(SNAP) for both their physical accuracy and computational performance on leadership
computing platforms.

Sandia National Laboratories is a multimission laboratory managed and operated by National Technol-
ogy & Engineering Solutions of Sandia, LLC, a wholly owned subsidiary of Honeywell International
Inc., for the U.S. Department of Energy’s National Nuclear Security Administration under contract DE-
NA0003525.
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High entropy alloys consisting of five or more principle chemical elements offer a much richer
design space than conventional single principle element materials. However, the structural and
thermodynamic complexity of this new generation of structural materials presents a challenge to
their design since experimental trial-and-error approaches, as successfully used in the past, are often
no longer feasible. Ab initio approaches provide perfect tools to new design routes but face serious
challenges when having to systematically sample high-dimensional chemical and structural
configuration spaces. Combining advanced sampling approaches with our python based framework
pyiron allows us in a highly automated way to combine first principles calculations with big data
analytics and decision making. It will be shown that this combination provides a powerful path to
obtain key materials design descriptors such as local order, stacking fault energies or lattice
distortions, which require thermodynamic sampling over huge local configuration spaces. The
flexibility and the power of these approaches will be demonstrated for a few examples: The design
of high entropy alloys with superior mechanical properties or ones using magnetic configurations
as additional degrees of freedom.
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Studying fundamental mechanisms of deformation and failure in metals an alloys necessitates depend-
able and accurate interatomic potentials because technologically relevant defects are orders of magni-
tudes above first-principles’ scales. We present a Behler-Parrinello neural network based interatomic
potential [1] for pure hcp Magnesium, discuss the training and validation strategy, and apply it to pris-
matic slip using the nudged elastic band (NEB) method. We find that a very limited training data set
focused on atomic structures related to plasticity, similar to a dataset used for fitting an interatomic
potential based on the modified embedded atom method (MEAM), yields very good agreement with
DFT-computed dislocation structures and fracture behavior. We are able to show very good agreement
with in-situ experimental observations of prismatic cross-slip [3] regarding the geometry while seeing
some notable disagreement with respect to the double-kink nucleation energy.
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Widely considered a workhorse in materials simulation, MD has struggled to maintain strong-scalability
as it only weak-scales with traditional parallelization methods. One method aimed towards improving the
strong-scalability of MD is Parallel Trajectory Splicing (ParSplice); a specialized MD method designed
to accelerate the dynamics of rare-event systems without compromising the accuracy of MD [1]. It works
by generating a large number of independently-generated trajectory “segments” in such a way that they
can later be assembled into a single statistically-correct state-to-state trajectory. Due to the impossibility
of deterministically forecasting the future evolution of the trajectory (which would be required to per-
fectly assign the execution of segments), ParSplice relies on stochastic speculation as it assigns segments
via a KMC-like model that is parameterized on-the-fly. In this talk we present a method for extracting an
estimate of the likelihood that any given segment will be used as part of the simulation. Then, using these
probabilities, we derive an optimization framework for dynamically allocating resources among the set
of possible tasks (i.e, potential segments). We detail the improvements in performance resulting from
our optimized framework as compared to more naive allocation schemes including the maximum-task-
throughput and minimum-time allocations. Performance results are illustrated through the use of several
models of varying complexity, lending to fully interpretable results. These models enable an understand-
ing as to when and why other allocation schemes fail, thus further highlighting the versatility/importance
of our optimized allocation method. We observe that this new strategy can improve throughput up to
20x, thus greatly improving the scalability of a traditionally scale-limited application.
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Seismic imaging faces challenges due to the presence of several uncertainty sources. 
Uncertainties exist in data measurements, source positioning, and subsurface geophysical 
properties. Reverse time migration (RTM) is a high-resolution depth migration approach useful in 
extracting information such as reservoir localization and boundaries. RTM, however, is time-
consuming and data-intensive as it requires computing twice the wave equation to generate and 
store an imaging condition. When embedded in an uncertainty quantification algorithm (like the 
Monte Carlo method), RTM shows a many-fold increase in its computational complexity due to 
the high input-output dimensionality. This work discusses an extension of the seismic imaging 
workflow presented in [1]. The workflow is modified to accommodate machine-learning 
techniques in all stages. Within a general Bayesian framework, the workflow first stage uses 
physics-informed neural networks for a simplified inversion, followed in the second stage by an 
encoder-decoder deep learning surrogate model [2] for generating the seismic images, and, in the 
last stage, GANs for posterior identification of seismic horizons.  
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Optimal experimental design (OED) can allow us to accurately represent engineering systems in scenar-
ios where data is limited or significantly reduce the cost associated with performing experiments to cali-
brate relevant mathematical models. Furthermore, optimal control/design (OC) is a foundational aspect
of operating complex systems that meet certain targets or operational requirements. Both optimization
problems are challenging to solve in their own right and are often seen as independent problems related
to large-scale engineering systems. However, there exists an underlying connection between these ideas
as knowledge of the system, provided by the experimental data, is what is used to develop the control or
design policies. Rather than focus experimental design on the intermediate step of model calibration, our
work considers a more direct approach that focuses on the control policy itself. This requires a coupling
of the two optimization problems, the solution of which is an optimal control policy and experimental
design that are informed by one another. We develop a framework for solving an OED problem that max-
imizes information regarding the control objectives at the optimal control. We illustrate our approach on
systems modeled using diffusive transport equations.
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We propose a hybrid technique combining Bayesian inference and quantum-inspired Hamiltonian Monte
Carlo (QHMC) method for data intensive inverse problems. QHMC is an efficient way to sample from a
broad class of distributions. Unlike the standard Hamiltonian Monte Carlo algorithm in which a particle
has a fixed mass, QHMC allows a particle to have a random mass matrix with a probability distribution.
Our method uses stochastic gradient optimization in QHMC to avoid calculating the full gradient on
the entire dataset when evolving the Hamiltonian system. We combine the stochastic gradient QHMC
and first order Langevin dynamics to obtain samples whose distribution converges to the posterior one.
In many practical problems, the number of observations is large, and it is computationally challenging
to apply classical inverse modeling techniques based on conventional Bayesian inference. Hence, our
approach is more efficient for these tasks as it accelerates the sampling process while maintaining the
accuracy. We will demonstrate the performance of the proposed approach for data imputation problems.
Moreover, we combine the proposed approach with a randomized projection method for large scale
inverse problems, and we will demonstrate its performance in several scientific computing problems.
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Estimating real-time time-enhancing curves (TECs) of regions-of-interest (ROI) from intraoperative X-
ray projection is a big challenge in clinical practice. Traditionally, the spacial distribution of linear atten-
uation coefficient of each ROI was obtained from preoperative contrast-enhanced CT and combined with
intraoperative X- ray projection to estimate the TECs. However, in actual surgery, there are many cases
where preoperative contrast-enhanced CT cannot be obtained or there is uncertainty in the boundary of
ROI due to the patient’s respiratory movements. To address the problem, we developed a method for es-
timating TEC of each ROI when there is uncertainty in the boundary of ROI using statistical information
available in advance. In the proposed method, firstly, singular value decomposition is applied on the se-
ries of intraoperative X-ray projection data, and it is decomposed into the basis of spatial distribution and
the basis of time. based on this decomposition the distribution of linear attenuation coefficient and TEC
of each ROI can be simply represented by linear combinations of the basis of the spatial distribution and
the basis in the time direction with small number of parameters, respectively. In this framework, maxi-
mum liklyhood estimation problem under nonlinear constraints with small number of parameters can be
formed. In order to verify the effectiveness of this aproach, TECs were estimated for the numerically
generated fractal blood vessel model.
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Predicting the growth of fatigue cracks in structures is an important issue, and many methods for predict-
ing the growth of fatigue cracks have been researched and developed so far. On the other hand, in actual
field application, the information necessary for prediction is often incomplete. For example, information
such as the shape and dimensions of the target structure, the current crack length, and the magnitude
of the repeated load is often accompanied by uncertainty. In this study, we developed a method for
predicting fatigue crack growth under incomplete information using an ensemble Kalman filter. First, a
mathematical model of the evolution of the crack length of the prediction is described based on the Paris
law, and this model is used as a system model. Since the system model contains the various information
mentioned above as parameters, the information with uncertainty is treated as the state quantity to be
estimated together with the crack length. Based on the above framework, the nonlinear state estimation
problem is set and the estimation is performed by the ensemble Kalman filter. The effectiveness of this
method was verified by performing a numerical simulation for the fatigue crack growth problem of the
compact tension specimen as an example.
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Bayesian inference provides an optimal framework to learn models from data with quantified uncertainty.
The dimension of the model parameters is often very high or infinite in many practical applications with
models represented by, e.g., differential equations or deep neural networks. It is a longstanding chal-
lenge to accurately and efficiently solve high-dimensional Bayesian inference problems due to the curse
of dimensionality—the computational complexity grows rapidly (often exponentially) with respect to the
parameter dimension. In this talk, I will present a class of transport-based projected variational methods
to tackle the curse of dimensionality. We project the high-dimensional parameters to intrinsically low-
dimensional data-informed subspaces and employ transport-based variational methods to push samples
drawn from the prior to a projected posterior. I will present error bounds for the projected posterior
distribution measured in Kullback–Leibler divergence. Numerical experiments, including inference of
covid-19, will be presented to demonstrate the properties of our methods, including improved accuracy,
fast convergence with complexity independent of the parameter dimension and the number of samples,
strong parallel scalability in processor cores, and weak data scalability in data dimension.

This talk covers the following joint work:
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The problem of identifying cracks inside a structure is an important engineering issue. Since the in-
verse problem of identifying cracks inside a structure is ill-conditioned, it is necessary to apply some
regularization method for accurate identification. In this study, we have developed a novel regulariza-
tion method using crack candidate solutions for the crack identification inverse problem. In this inverse
problem, we focus on the changes in strain on the surface of the member that occur before and after the
occurrence of cracks, and identify the shape and position of the crack. First, a crack growth simulation is
performed to generate candidate solutions for possible cracks. By using the generated candidate solution
as prior information, the solution space is limited and the problem is regularized. In order to confirm the
usefulness of this method, cracks were identified from the changes in the surface strain of the tensile test
piece including cracks.
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The increased availability of observation data from engineering systems in operation poses the question
of how to incorporate measurement data into finite element models. The recently proposed statistical
finite element construction (statFEM) provides a principled means to synthesise measurement data and
finite element models [1]. The uncertainties present in the data, the mathematical model and its finite ele-
ment discretisation are taken into account using a Bayesian statistical framework. The posterior densities
of the finite element solution, model misspecification error and the noise are inferred from the data by
updating their respective priors. The corresponding likelihood function depends on the data and the finite
element model. In the present work, we assume that all the random fields are Matérn fields and parame-
terise them using their fractional stochastic partial differential equation (SPDE) representation leading to
sparse precision matrices. Consequently, all the precision matrices are sparse, and the precision matrix
of the posterior can be obtained using only sparse matrix operations. In addition to improving scalability,
the SPDE representation provides a reasonable description of covariance structures on non-Euclidean
domains, accounts for smoothness variability in the data and naturally extends to non-stationary random
fields. We demonstrate the scalability and efficacy of the proposed approach with several examples from
structural mechanics.
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The increased usage of computational models for applications ranging from engineering to 
healthcare has been paired with an increasing need to quantify the numerous uncertainties 
influencing the input parameters to these models. Data-consistent inversion is a measure-theoretic 
approach to solving stochastic inverse problems that is especially suited to quantifying aleatoric, 
or irreducible, uncertainties in such parameters of interest [1]. In the data-consistent approach, 
initial or prior beliefs about input model parameters are summarized with probability distributions 
and updated using observed data on output quantities of interest. However, in contrast to 
Bayesian methods which use the ratio of the joint data-likelihood to a constant evidence term, the 
data-consistent approach updates the initial probability distribution of parameters using the ratio 
of the distribution of observed data to a predicted distribution of data. In practice, these predicted 
and observed probability distributions for the quantity of interest are approximated using kernel 
density estimates utilizing the push-forward samples from the model and observed data, 
respectively. This yields a solution to the inverse problem that is consistent in the sense that the 
push-forward of the updated probability distribution matches the observed distribution of data. 
 
While this approach has been successfully applied in a wide variety of contexts, it has been 
practically limited to problems where the dimension of the observed quantity of interest is low or 
reduced by choosing a few components of a principal component analysis [2]. For higher-
dimensional quantities of interest, accurately estimating the observed and predicted probability 
densities becomes a significant challenge, especially if the amount of data is limited or if kernel 
density estimates, which are well-known to scale poorly with respect to increasing dimension, are 
utilized. In this work, we employ nonlinear dimension reduction to map the quantity of interest to 
a lower dimensional space, and then utilize density estimation on the reduced data space. 
Specifically, we show how nonlinear methods of so-called “manifold learning” are suitable for 
physical systems where the effective dimension of the quantity of interest is low, even though the 
natural dimension of the measured quantities is high [3]. By applying such dimension reduction 
techniques to the quantity of interest, we demonstrate that we can obtain accurate solutions to the 
stochastic inverse problem using the data-consistent approach in high-dimensional applications. 
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Electro-deposition is a process widely used in the automotive industry to create a coating film on 
the vehicle body to protect it from corrosion. This process is particularly challenging to model 
and optimize due to the uncertainty associated with the physical properties of the coating film 
during the process and lack of understanding of the physics of the process. The deposition onset 
of the coating film is associated with threshold parameters leading to discontinuities in the model 
output, making it difficult to infer such parameters. To efficiently reduce uncertainty, we may 
design new experiments such that the measurement data provide the greatest value. This is 
quantified as the mutual information between the parameters and data under different conditions, 
which is also the expected information gain on the model parameters from data [1]. The overall 
utility function is estimated through a nested variational inference loop, allowing us to 
accommodate high-dimensional parameter spaces needed for capturing the effects of missing or 
inadequate physics [2]. We further employ surrogate models based on random forest or neural 
network to accelerate the overall computation. The impact of different approximations in the 
variational inference and surrogate model is carefully assessed. 
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Neural network-based generative models have been actively investigated as an inverse design 
method for finding novel materials in a vast design space. However, the applicability of 
conventional generative models is limited because they cannot access data outside the range of 
training sets. Advanced generative models that were devised to overcome the limitation also 
suffer from the weak predictive power on the unseen domain. In this study, we propose a deep 
neural network-based forward design approach that enables an efficient search for superior 
materials far beyond the domain of the initial training set. This approach compensates for the 
weak predictive power of neural networks on an unseen domain through gradual updates of the 
neural network with active transfer learning and data augmentation methods. We demonstrate the 
potential of our framework with a grid composite optimization problem that has an astronomical 
number of possible design configurations. Results show that our proposed framework can provide 
excellent designs close to the global optima, even with the addition of a very small dataset 
corresponding to less than 0.5% of the initial training dataset size. 
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The staggered platelet composite structure, one of the most well-known examples of 
biomimetics, is inspired by the microstructure of nacre where stiff mineral platelets are stacked up 
with a small fraction of soft polymer in a brick-and-mortar style[1-2]. Significant efforts have been 
paid to establish a framework to design a staggered platelet pattern that achieves an excellent 
balance of toughness and stiffness. However, because no analytical formula for accurately 
predicting its toughness is available due to the complexity of the failure mechanism of realistic 
composites, existing studies investigated either idealized composites having simplified material 
properties or realistic composites designed by heuristics. In the present study, we propose a 
Bayesian optimization framework to design staggered platelet structure that renders high 
toughness. Gaussian process regression (GPR) is adopted to statistically model the complex 
relationship between the shape of staggered platelet array and the resultant toughness. Markov 
Chain Monte Carlo algorithm is used for the determination of optimal kernel hyperparameter set 
for the GPR. Starting off with 14 initial training data collected with uniaxial tensile tests, GPR 
based Bayesian optimization that uses expected improvement (EI) acquisition function is carried 
out. As a result, it was possible to design a staggered platelet pattern that has toughness 12% 
higher than the best sample in the initial training set, and this improvement is achieved after 5 
iterations of our optimization cycle. As this optimization framework does not require any material 
theories and models, this process can be easily manipulated and applied to various other material 
optimization problems, based on a limited set of experiments or computational simulations. 
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Interpenetrating phase composites (IPC) are a type of architected materials, consisting of multiple 
phases with topological continuity and microstructural interconnectivity1. While the properties of 
each component in an IPC can be preserved to a large extent, the overall performance of the 
composite is highly tunable, which makes it advantageous in a wide range of applications2,3. 
However, due to the intrinsic structural and compositional complexity of IPCs, there is still lack 
of clear principles to guide the optimization of the composites based on a comprehensive 
description of the structure-performance relationship. In this study, high throughput finite-
element-method (FEM) calculations in conjunction with generative machine learning models 
were adopted, for investigating the correlations among the target mechanical properties, the 
compositions of the components, and the patterns of material microstructures. The training 
dataset was constructed by a combination of high-symmetry patterned IPCs and randomly 
generated configurations followed by topology optimization. Next, extended from the current 
generative design approach for 2D patterns4, the 3D structures were transferred to multi-slice 
images that were then learnt by deep-neural-network based models inspired by those in medical 
imaging. Finally, new IPCs with promising mechanical properties were proposed, where critical 
local structural features were identified and analyzed. This FEM-ML framework is expected to 
provide useful guidelines for 3D materials design, as well as throw light on the mechanistic 
understandings on IPCs. 
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High impact performance is one of the essential mechanical properties for designing structures such 
as armor that may be subjected to high velocity or ballistic loading. Understanding the fundamental 
mechanisms and behavior of materials when undergoing high velocity loads is critical to building 
next generation impact resistant materials. Previous works in the field have created composites 
inspired from natural materials for better impact performance under dynamic loading. However, 
most of the literature have focused on low-velocity loading conditions or limited design spaces 
have been explored due to an extremely large design space of the microstructure of composites. In 
this work, we aim to design novel two-phase composite microstructures with superior impact 
resistance when undergoing high velocity loads (>500 m/s). Our approach involves a generative 
machine learning-based optimization approach that incorporates a genetic algorithm and deep 
neural networks. Thousands of random microstructures pixelated as soft and stiff square elements 
are generated and their impact performance is calculated using finite element method (FEM) for 
training data in our machine learning model. Convolutional neural networks (CNNs) are then 
employed to study the complicated correlation between the high dimensional input (microstructure) 
and output (residual velocity and displacement). The trained CNNs predict the performance of 
composites much faster than FEM which requires high computational cost. Leveraging the fast 
inference and high prediction accuracy of CNNs, we utilize them as surrogate models combined 
with genetic optimization to accelerate the design process. The genetic algorithm generates new 
designs which have higher impact performance than that of training datasets based on greedy 
decisions made by CNN. The new input datasets are then fed back into the model for active learning 
to improve the prediction accuracy of the CNN. Results show that our final designs have 
remarkably improved impact performance compared to conventional composite designs and we 
discuss the strength of machine learning in accelerating the optimization process. 
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To extend and expedite the design of structural composites, a fast and high-fidelity framework to 
predict the mechanical responses beyond elasticity becomes essential in the design cycle. One of 
the viable numerical approaches is lattice spring model (LSM), a coarse-grained particle spring 
network capable of predicting the elastic and fracture behaviors of complex composite 
geometries.  Due to the increasing geometric complexities and configurations for material design, 
a large number of particles are often needed to reach convergence in LSM simulations, greatly 
abating the potential as an integral part of data generation pipeline for machine learning aided 
design. We have recently reported ImageMech—a novel platform that converts image-based 
geometries into particle models and simulates the mechanical responses under external loading. In 
our platform, the CUDA-accelerated C++ code for LSM simulation (CuLSM) outperforms the 
CPU-centered code by a remarkable speedup up to two orders. The platform enables a faster and 
more flexible mechanical characterization on structural composites and holds the key for faster 
exploration over the composite design space. 
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In the field of composites, infusion techniques are a cheaper manufacturing alternative to 
autoclave moulding of prepreg. However, the latter is often the favoured manufacturing route in 
the aerospace sector as it allows for the production of better quality parts (in this industry 
passenger safety is paramount). One of the challenges with infusion techniques is the high 
deformability of the dry fibrous precursor material, which makes it susceptibly to defects and part 
variability. In particular, prior to the infusion phase, the dry fibrous reinforcement, is formed to 
shape; the quality of the final part is sensitive to both variabilities in materials and the forming 
process itself. If the material and process (including their variabilities) are not understood or 
controlled, this can result in design tolerances not being met, reducing composites weight saving 
advantages through requiring "over design". 
 
In the last two decades, FE-based methods have been developed to help optimise process 
conditions for the best part quality. However, these require large number of explicit iterations 
because of significant dynamic and non-linear behaviour, making them very time-consuming 
especially for complex models. The design space and the number of process parameters that can 
be optimised can be quite large (e.g. bagging material, boundary conditions etc) making the 
optimisation process computationally intensive. Therefore, an intelligent strategy must be used to 
design these simulation tests and conduct optimisation with the computational cost as low as 
possible. 
 
In the present contribution, FE simulations of a forming process of an industrial inspired 
geometry are conducted based on forming simulation tools developed at the University of Bristol 
[1-2] to produce a small dataset required to build an emulator for process optimisation. The 
simulations consider four tensioning springs attached at the boundaries of the textile material to 
provide tensile force during forming process (see the figure), of which the positions and 
stiffnesses are variables. A Gaussian process emulator (surrogate model) is then built [3-5] to 
model and optimise these variabilities. Gaussian emulators excel in situations where only small 
datasets are available. They also have the added benefit of uncertainty quantification, thus no 
manipulations are required for inclusion of variability. This work will present the methodology 
for building such emulators for optimisation of composite manufacturing simulation, including 
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the possibility to improve emulator performance through sequential design. The long term 
ambition of this work, is to build a fully autonomous forming rig with embedded sensors and 
active controls where the manufacturing conditions are adapted on the fly and defect formation 
mitigated based on rich, live experimental data feeding into real-time simulation and optimization 
of the process. 
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In recent years, many plastic materials had been produced and widely used in our daily life. 
However, there is an increasing concern on the subject of plastic pollution. The fragment of plastic 
can be easily delivered and accumulated between animals and the environment. Nano-plastic is a 
fragment of plastic that assemble into small particles. The Nano-plastic particles size range between 
1 nm to 1000 nm. Due to its small size, nano-plastic could penetrate into cell membranes and affect 
protein structures and functions in our body. Activated carbon (AC) is the powder which has high 
porosity and surface area to adsorb molecules and is widely used for filtration and purification. 
Because of its excellent property, many wastewater or gas system filters are based on AC.  

In this study, we focus on the nano-plastic property in water and investigate the interactions 
between nano-plastic and AC by using the full atomistic approach. We construct four common 
types of nano-plastic: polyethylene (PE), polystyrene (PS), Nylon66, and polyethylene 
terephthalate (PET) with different particle sizes. Through analyzing the diffusion property of 
particles and their adsorption mechanism on AC, our results provide fundamental insights into the 
molecular mechanism of nano-plastic, which can further lead to new inspirations for resolving these 
environmental issues. 
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We recently proposed the adaptive incrementally affine method as a novel homogenization scheme 
that enables accurate prediction of the nonlinear mechanical response of particulate-reinforced 
composites under cyclic or multiaxial loading conditions [1]. However, being a mean-field 
homogenization method that relies on the solution of Eshelby’s inclusion problem, the 
aforementioned method does not provide an accurate prediction when the shape of the 
reinforcement has a high aspect ratio or the interaction among reinforcements becomes significant. 
Herein, we propose a combined theoretical and data-driven approach in which the homogenization 
method is followed by transfer learning to enhance the prediction of the nonlinear mechanical 
response of particle/short fiber-reinforced composites [2]. We first trained a deep neural network 
(DNN) with a massive stress-strain curve dataset of a composite subjected to uniaxial loading and 
cyclic loading in the elasto-plastic regime based on the adaptive incrementally affine 
homogenization method; then, we fine-tuned the pre-trained DNN via transfer learning with a 
relatively small dataset based on time-consuming three-dimensional (3D) finite element analyses 
(FEA). The transfer learning approach exhibited better predictive performance than the DNN 
directly trained only with the FEA dataset did, for a wide range of reinforcement volume fractions 
and shapes. With transfer learning, the DNN exploits the knowledge learned from the 
homogenization theory to perform a new learning task on a small dataset from 3D FEA. The 
combined theoretical and data-driven approach proposed herein can be extended to the prediction 
of various physical properties of composites in regimes where the applicability of the 
homogenization theory is limited and where direct experiments or numerical simulations require 
excessive time or cost to generate a large dataset. 
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Reinforced concrete structures in coastal areas are susceptible to chloride attack caused by 
airborne chloride. Therefore, quantitative and accurate prediction of the amount of airborne 
chloride will enable rational construction design and maintenance management against chloride 
attack and extend the service life of buildings. However, a method with high prediction accuracy 
has not yet been established because of the complexity of environmental factors involved in 
airborne chloride. The authors have been predicting the airborne chloride using machine learning, 
based on data on airborne chloride observed in various regions of Japan and environmental data 
such as wind and waves available on the Internet [1][2]. As a result, the predicted values 
generally captured the actual measured values, but the accuracy of the prediction could not be 
determined accurately because the observation sites of the environmental information used and 
the observation sites of the airborne chloride far apart. In this study, wind data were obtained 
using the Japan Meteorological Agency (JMA)’s Grid Point Values (GPV) produced from the 
Meso Scale Model (MSM) (: MSM-GPV), which is thought to better reproduce the environment 
of the observation site for airborne chloride. For the wave data, we used the open-source 
Simulating WAves Nearshore (: SWAN) developed by Delft University of Technology in the 
Netherlands. For other environmental data, we used data available on the Internet as in previous 
studies. The training data for machine learning (airborne chloride data) used in this study are 
those observed at the Benoki exposure site in Kunigami Village, Okinawa Prefecture. The period 
covered is from January 2008 to December 2021. From these data, we predicted the airborne 
chloride using PyCaret, which can compare multiple machine learning programs at once. The 
results showed that the predicted values generally captured the trend of the measured values. In 
addition, the prediction accuracy of airborne chloride using MSM-GPV and SWAN was high. 
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We examine whether superresolution of small-scale turbulence can well preserve the position 
and structure of coherent vortices in three-dimensional (3D) turbulence. Convolutional Neural 
Networks (CNN) are used, because they can well learn characteristic spatial structure. Here we 
develop a wavelet-based 3D CNN (WCNN3d) for superresolution of coarse-grained data of 
homogenous isotropic turbulence. Wavelets are well-localized functions in scale and position and 
yield an efficient orthogonal multi-scale representation of the spatial structure of the vortices 
using the fast wavelet transform, see e.g. Ref. [1].  

Recently, Kim et al.[2] applied Cycle GAN to perform superresolution of turbulent flows and 
showed that turbulent statistics, such as probability density function (PDF) of vorticity and energy 
spectra in two dimensions are well preserved. However, the positions of vortices are not well kept. 

We performed direct numerical simulation (DNS) of turbulence in a periodic box at 5123 grid 
points. The coarse-grained data are then obtained by applying a Gaussian low pass filter. The 
5123 data are divided into 83 subcubes with 643 grid points each. Then, we apply the discrete 
wavelet transform to each subcube and subsequently use 3D CNN.  To this end PyWavelets,[2] an 
open source of Python, is used. For the wavelets we choose ‘coif2’ (called Coiflet 12 in Ref. [1]) 
having four vanishing moments and impose ‘symmetric’ boundary conditions in the wavelet 
transform of the subcube data.  

We assess the performance of our WCNN3d in terms of 3D visualization of vorticity, PDF of 
vorticity, enstrophy spectra, etc. We find that WCNN3d well reproduces the vorticity statistics 
and the positions of the vortices from coarse-grained vorticity fields. Moreover, we also show that 
without wavelets, 3D CNN does neither well reproduce the vorticity statistics nor the vortical 
structures. We will discuss the influence of choice of low-pass filters on WCNN3d and the 
influence of the Reynolds number. 
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A real time prediction of micro meteorology is expected to provide a valuable information such 
as temperature distribution to prevent heatstroke. However, the calculation cost of high resolution 
micro meteorology simulation is extensive. In recent years, the convolutional neural network 
(CNN) have achieved the significant improvement in graphic image. We had presented the Image-
SR which predicts a high resolution temperature from a low resolution micro meteorology 
simulation using the super-resolution technique based on the CNN. The CNN requires more GPU 
memory in training of supervised machine learning as number of training data increases. To reduce 
the amount of GPU memory usage as well as calculation time, we examined the effect of changing 
floating point precision and other factors. The results indicated that the mixed floating point 
precision would be sufficient for the inference accuracy. In addition, the modification of 
hyperparameter and network architecture enables good performance especially in half precision. 
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Since June 2020, complaints about a strange smell of unknown origin have been repeated around 
the Miura Peninsula in Kanagawa Prefecture, which is located to the south of Tokyo. According 
to the Kanagawa Prefectural government, 22 cases of odor reports occurred during the period 
from June 2020 to October 2022 [1]. However, the clear source of the odor gas has not been 
identified yet. Therefore, in order to contribute to the elucidation of the source of odor gas, a 
high-resolution meteorological simulation is performed using the Multi-Scale Simulator for the 
Geoenvironment (MSSG) [2, 3, 4] for the first case on June 4, 2020. In this case, the number of 
odor reports to the fire department exceeded 200, and the reporting areas spread more than 15 km 
from north to south in the cities of Miura and Yokosuka. 
 
The MSSG is a multiscale atmosphere-ocean coupled model, which can cover the global, meso-, 
and urban-street scales. Here, a mesoscale atmospheric simulation is performed for the largest 
domain of 350 km × 422 km with 3 nested domains. The horizontal grid spacing of the innermost 
domain is 100 m. To analyse the advection of odor gas near the ground surface, the Lagrangian 
particle tracking method is used. Particles are transported by winds on complex terrain and 
turbulent random perturbation.   
 
To investigate the reason of widespread odor report locations, particle tracking is conducted 
backward in time from odor report locations. The results suggest that the odor gas is transported 
from the south edge or further south of the peninsula. Particle tracking is then conducted forward 
in time from the southern sea of the peninsula. Temporal change of the obtained particle 
distribution near the ground surface qualitatively agrees with the actual temporal change of the 
odor report locations. These results indicates that the odor gas could have been transported from 
the south edge or further south of the Miura peninsula by weak winds near the ground surface.  
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A jet issued into a cross-flow, or also called a transverse jet, is a common phenomenon in 
engineering applications [1]. The transition from a laminar to turbulent jet often occurs and the 
intricate turbulent motions enhance the mixing of fluid, which also contributes to the transfer of 
heat, momentum, and energy. The turbulence generated in the transverse jet plays important roles 
in, for example, the diffusion of chimney plumes and the flow induced by air-cooled heat 
exchangers used in various types of plants, where the jet flow issued into the atmosphere often has 
a swirling motion generated by an axial fan. Therefore, swirling jets issued into a cross-flow are 
important in the industrial application of micro-meteorology prediction. 
 
The present study performs direct numerical simulations (DNSs) of a swirling jet in a cross-flow 
and a conventional transverse jet without swirling motion, where the jet fluid is slightly heated. 
Here, the temperature difference between the jet and cross-flow is assumed to be small enough to 
treat temperature as a passive scalar. The DNS code solves the incompressible Navier-Stokes 
equations and the transport equation for temperature with the fractional step method, where the 
second-order central difference and the 3rd-order Runge-Kutta method are used for spatial and 
temporal discretizations, respectively. The same code has been used in our previous studies [2,3]. 
The DNS data is analyzed to investigate the turbulent mixing in the swirl jet, where the effects of 
swirling motion are evaluated by comparing the results with a conventional transverse jet. Flow 
visualization shows that the swirling motion significantly suppresses the vertical heat transport by 
the turbulent jet and the high-temperature fluid from the swirling jet tends to stay near the ground. 
The effects of the swirling motion are further investigated by the statistics related to turbulent 
mixing.  
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Modeling the aerodynamic behavior of trees has remained challenging in great part due to their multi-
plicity of scales owing to self-similar fractal structure and dynamic response to wind [1]. We investigate
the drag coefficient for different complexities of fractal trees in order to produce models of standalone
trees found in urban environments. The computational fluid dynamics code WABBIT [2], developed for
the study of insect flight [3] is utilized for its ability to resolve multiple scales with an adaptive grid.
Various tree like geometries are modeled using an iterative algorithm capable of generating fractal struc-
tures [4]. Drag is found to reduce linearly as tree complexity increases, despite a non-linear increase in
frontal area. We propose that trees have naturally selected for a fractal arrangement in dense canopies
to slow inter-canopy flow and reduce wind loads. The outlook is to find if a geometrically indepen-
dent quantity, as the fractal dimension, that can be used to model aerodynamically similar trees in urban
micro-meteorological simulations.
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Mitigation measures for climate change are globally discussed so far, and today adaptation 
measures are also important issues for local governments. Recently the planning of the adaptation 
measures gets to be supported in information platforms (e.g. A-PLAT [1]) by national institutes. 
However, the climate information is not enough for planning adaptation measures because the 
spatial resolution of the climate information is coarser than municipal area size. Thus, highly 
resolved climate information is required. Here we have performed regional climate simulations 
using the Multi-Scale Simulator for the Geoenvironment (MSSG) [2] on Earth Simulator 4. 
Dynamical downscaling from GPV data of Japan Meteorological Agency has been conducted. The 
horizontal spatial resolution is 320 meters. We have also considered the climates both 2 K and 4 K 
warmer than the preindustrial climate using the pseudo-global warming method. The used data base 
for future climate is DDS5TK (5km-grid Dynamical Downscaling Dataset, SI-CAT DDS5TK [3]).  
 
Here we have estimated the global warming effects between current and future climate on the 
summer in the past 10 years of 2010 to 2019. In these ten years, both the rainy-cool and hot summers 
are included. The area is the southern part of Kanto area in Japan. 
 
The highly resolved results show the regional features, e.g., as follows: 
The increases of the one-month averaged temperature (Tave) is larger in the coastal area within 
about 1-km than those in the inland area. This is because the temperature of sea-breeze becomes 
higher in the future climate. 
The increase of “Tave” in the valley bottom area is also larger than the hill top. This is also related 
with the wind speed. It is also observed that the temperature increase depends on the shape of the 
valley, those are, depth (~tens of meters), width (~hundreds of meters) and the mouth of the valley. 
The temperature increase is larger for the valleys with the mouths facing to the coastal side. 
These results can contribute to the planning of sustainable future cities by local governments and 
area managers.  
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In future urban cities, various autonomous systems will provide various social services accounting 

the ever-changing and complex weather and society without people's awareness. The autonomous 
systems will be connected to the Internet and constantly access integrated information on past, 
present, and future weather and social networks reproduced in cyberspace. While the autonomous 
systems providing the services, their real-time sensing data will be assimilated into weather 
forecasting simulations. That is, the so-called digital twin is achieved through the autonomous 
systems. The use of the real-time sensing data for weather predictions is the key to realize such 
future cities. One of the promising future social services is the drone logistics, which is expected to 
start in urban areas where people and goods are concentrated. Drones rely on the micrometeorology 
(microscale weather near the surface) rather than the meteorology. Their sensing data would be useful 
for the micrometeorology predictions. We here aim to confirm the impact of real-time sensing data 
obtained by drones on the micrometeorology predictions. We performed micrometeorology 
simulations targeting actual urban streets using a multiscale weather model named MSSG (Multi-
Scale Simulator for the Geoenvironment [1,2]). Obtained dataset were considered as the ground 
truth and virtual observations were created from the dataset. Prediction tests were then performed 
using the Long Short-Term Memory (LSTM) of Recurrent Neural Network [3]. We have confirmed 
that the prediction accuracy is improved by considering the additional information at drone flight 
altitudes compared with the case in which only the observation data near the ground surface are 
considered. This indicates a promising future cooperative development of drone logistics and urban 
micrometeorology predictions. 
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Air-Cooled Heat Exchangers (ACHEs) are large fans sitting atop of high pipe racks in the 
Liquefied Natural Gas (LNG) plants and discharge a large amount of hot air into atmosphere. The 
performance of ACHEs can be significantly reduced as the hot exhaust air recirculates back into 
the ACHEs intakes under crosswind conditions causing the Hot Air Recirculation (HAR). The 
flow pattern of the hot air discharged from a single ACHE fan under the crosswind condition is 
similar to a jet in cross flow (JICF). The understanding of the physics in JICF will therefore help 
predict HAR phenomena for achieving more efficient operations and production increase of LNG 
plant.

This study aims to clarify the physics in JICF by means of three different numerical approaches 
(1) steady flow simulation with the Reynolds-Averaged Navier-Stokes (RANS) model, (2) Large 
Eddy Simulation (LES) and (3) Direct Numerical Simulation (DNS). The computational 
conditions in Sherif et al (1989) [1] and Yuan et al (1999) [2] were adopted, but with various grid 
settings. The same coarse-resolution uniform grid was used for the three different LES models; 
implicit LES [3], front-flow/red (FFR) [4] and MSSG [5], and RANS models with different 
schemes. The results were compared with the reference high-resolution DNS results.

The three LES models reproduced the mean and fluctuations of velocity magnitude well, while 
the RANS models did not reproduce the fluctuations successfully although the mean velocities
were reproduced well. The coarse-uniform-grid simulations show similar flow profiles with the 
DNS although they fail in reproducing the turbulence generation near the jet outlet. In order to 
clarify which modes of flow were captured and missed in the coarse simulations, the Proper 
Orthogonal Decomposition (POD) analysis was applied to 2D snapshots of the simulation results. 
The analysis provides physical insight into the relation between the grid resolution and flow 
modes in JICF, which will contribute to predicting HAR phenomena.
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In the liquefied natural gas (LNG) plants, air-cooled heat exchangers (ACHEs) with an array of
large fans are utilized to cool hot process fluid, and hence, a large amount of hot air is emitted
into atmosphere. The performance of ACHEs can be reduced remarkably if the hot exhaust air
recirculates back into the intakes of ACHEs under crosswind condition, which is so called hot air 
recirculation (HAR). The flow pattern of the hot air discharged from a single ACHE fan under the 
crosswind condition is analogous to a jet in cross flow (JICF). Therefore, it is considered that the 
understanding of flow behavior in JICF is helpful for predicting HAR phenomena to improve the
operations of LNG plant and increase its production.

The present study aims to investigate the effects of turbulence model and mesh size on CFD 
simulation results of JICF. The computational conditions used is the same as those in Sherif et al.
[1] and Yuan et al. [2]. CFD simulations were conducted using large eddy simulation (LES) and 
unsteady Reynolds-averaged Navier-Stokes (URANS) model in the modified open-source CFD 
code FrontFlow/Red (FFR) [3]. The turbulence models for LES and URANS are dynamic 
Smagorinsky model (DSM) [3] and realizable k-epsilon (RKE) model [4], respectively.

The DSM-based LES analyses predicted the mean and fluctuations of velocity magnitude well for 
both coarse mesh and fine mesh, compared with the experimental results by Sherif et al. [1] and 
LES analysis results by Yuan et al. [2]. On the other hand, the RKE-based URANS simulations
underpredicted the fluctuations remarkably although the mean velocities were predicted relatively
well for both coarse mesh and fine mesh. Also, fine mesh provided better predictions of the mean 
and fluctuations of velocity magnitude than coarse mesh for both LES and URANS simulations. 
The difference between LES and URANS simulation results is attributed to the fact that the DSM 
model for LES can predict the sub-grid scale (SGS) turbulent eddy viscosity better, and however, 
the RKE model in URANS overpredicted the turbulent eddy viscosity and hence the predicted
flow fluctuations are damped by the numerically overestimated turbulent diffusion.

REFERENCES

[1] Sherif, S. A. and Pletcher, R. H., ASME Journal of Fluids Eng. (1989), 111: 165-171.
[2] Yuan, L., Street, R. and Ferziger, J. J., J. Fluid Mech. (1999), 379: 71-104.
[3] Qian, S. and Kasahara, N., ASME. J. Pressure Vessel Technol. (2015), 137(1): 011303.
[4] Shih, T.H., et al., Computers Fluids (1995), 24(3), 227-238.

2131



Three-Dimensional Super-Resolution of Passive-Scalar and Velocity Distributions Using Neural 
Networks for Real-Time Prediction of Urban Micrometeorology
Yuki Yasuda, Ryo Onishi and Keigo Matsuda

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Three-Dimensional Super-Resolution of Passive-Scalar and Velocity 
Distributions Using Neural Networks for Real-Time Prediction of 

Urban Micrometeorology 
 

Yuki Yasuda1*, Ryo Onishi1 and Keigo Matsuda2 
1 Tokyo Institute of Technology, 2-12-1 Ookayama, Meguro-ku, Tokyo 1528550, Japan, 

yasuda.y.aa@m.titech.ac.jp, onishi.ryo@gsic.titech.ac.jp 
2 Japan Agency for Marine-Earth Science and Technology, 3173-25 Showa-machi, Kanazawa-ku, 

Yokohama, Kanagawa 2360001, Japan, k.matsuda@jamstec.go.jp 
 

 
Key Words: Building-Resolving Micrometeorological Simulations, Three-Dimensional Super-
Resolution, Neural Networks, Real-Time Prediction 
 
 
In future cities, various IoT devices such as drones will constantly access meteorological data and 
social network information on cloud networks. Each system using IoT devices will provide a 
variety of services in response to complex changes in weather and society without people being 
aware of it. Such social services will require real-time predictions for urban micrometeorology. 
 
Our research group has developed a micrometeorological model that can resolve buildings and 
tree canopies at several meter resolution in urban areas (e.g., [1]). However, the computational 
cost of such simulations is high, and the real-time prediction is difficult even with a 
supercomputer. We have recently proposed a “super-resolution simulation method” [2] using 
deep learning, where high-resolution inferences are obtained with a neural network from the low-
resolution results of micrometeorological simulations. Once the neural network is trained, it can 
make inferences at low computational cost, which would make the real-time prediction possible. 
 
Our previous study [2] demonstrated the feasibility of super-resolution simulations for two-
dimensional temperature, whereas the information of three-dimensional wind velocity is essential 
for flying IoT devices such as drones. Although there have been studies on super-resolution of 
three-dimensional velocity with neural networks (e.g., [3]), these studies discussed canonical 
flows such as channel turbulence and the effectiveness of three-dimensional super-resolution for 
complex real-world flows has not been confirmed. This research proposes a neural network 
super-resolving both passive-scalar and three-dimensional velocity and applies it to building-
resolving micrometeorological simulations in urban cities. We discuss the generalization 
performance of the neural network and the feasibility of the real-time prediction using it. 
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To ensure the safety of structures, payload, and crew in adverse weather conditions, ships must 
have good seakeeping and manoeuvrability performance. In this regard, ships must meet 
International Maritime Organization Guidelines and Regulations and NATO Standardization 
Agreements. Therefore, the prediction capability of ship performance in waves, along with the 
understanding of the physics involved, is of utmost importance. Synergic computational and 
experimental fluid dynamics studies [1] have demonstrated the maturity of computational tools for 
the prediction of ship performance in waves, including highly nonlinear dynamics in extreme sea 
conditions. The computational cost associated with the analysis is generally very high, especially 
if statistical convergence is sought after and complex hydro-structural problems are investigated 
via high-fidelity solvers. Computations and experiments usually produce a large amount of data, 
whose investigation via machine learning (ML) methods could shed light onto the underlying 
physics of the problem. Nevertheless, ML studies for ships in waves are still limited, where ML is 
usually used as a black box, with limited explanation capabilities. 
The objective is to present and discuss the development and application of ML methods to improve 
knowledge and forecasting of global/local loads, motions, and trajectories for ships operating in 
waves. Hybridization of ML approaches, such as recurrent neural networks (RNN) [2], with modal-
decomposition methods, such as dynamic mode decomposition (DMD) [3], is investigated to (a) 
predict/forecast global/local loads, motions, and trajectories of ships operating in waves, (b) extract 
statistical predictive models for relevant dynamics and kinematic quantities of interest, and finally 
(c) facilitate the interpretation and explanation of ML results. 
The proposed hybrid approach is data driven and equation-free, providing also, whenever possible, 
the uncertainty associated with the prediction. Development, assessment, and optimization of 
hybrid architectures is discussed for the course keeping of a destroyer-type vessel in stern-
quartering irregular waves at sea state 7. Training data are taken from URANS computations in [1]. 
A first architecture runs in parallel the DMD and RNNs. The final forecast is provided by a 
Bayesian version of RNNs; DMD is used to gain knowledge of the physics via linear modal 
representations; finally, the difference between linear (DMD) and nonlinear (RNNs) results is used 
to assess the importance of the nonlinear dynamics. A second architecture is studied, applying 
RNNs to the modal coordinates associated to the DMD representation, allowing for equivalent 
capabilities to the first architecture.  
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Bayesian optimization is a popular strategy for the optimization of black-box objective functions [1].
In many engineering applications, the objective can be evaluated with multiple representations at dif-
ferent levels of fidelity, to enhance a trade-off between cost and accuracy. Accordingly, multifidelity
methods have been proposed in a Bayesian framework to efficiently combine information sources, us-
ing low-fidelity models to enable the exploration of design alternatives, and improve the accuracy of
the solution through limited high-fidelity evaluations [2]. Most multifidelity methods based on active
learning search the optimal design considering only the information extracted from the surrogate model.
This can preclude the evaluation of promising design configurations that can be captured only including
the knowledge of the particular physical phenomena involved [3]. To address this issue, this presentation
discusses original domain-aware multifidelity Bayesian frameworks to accelerate design analysis and op-
timization performances. In particular, our strategy comes with an active learning scheme to adaptively
sample the design space, combining statistical data from the surrogate model with physical information
from the specific domain. Our formulation introduces physics-informed utility functions as additional
contributions to the acquisition functions. This permits to enhance the active learning with a physics-
based insight and to realize a form of domain awareness which is beneficial to the efficiency and accuracy
of the optimization task. The presentation will discuss several applications and implementations of the
proposed approach for single discipline and multidisciplinary aerospace design optimization problems.
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For a number of stability and fatigue problems in marine structural dynamics, engineers need accurate
statistics for kinematic and dynamical quantities, such as pitch angles and bending moments. Unfortu-
nately, the response statistics depend on stochastic processes, such as sea surface elevation, in a rela-
tionship with important nonlinearities. These difficulties prevent naval architects and safety engineers
from using fast Fourier space methods such as Weiner-Khintchine, and instead force them to perform
expensive experiments and time-consuming numerical simulations.

In order to avoid the data requirements in the Monte Carlo regime, we present a machine learning frame-
work to minimize training set requirements. Our framework consists of two parts. First, we use the
Karhunen-Loève theorem to represent stochastic sea states over finite intervals with a low dimensional
projection that nonetheless captures the features important to hydrodynamics and structural mechanics.
However, the choice of interval is caught between the Scylla of slow Karhunen-Loève series convergence
for long duration and the Charybdis of transient behavior for small duration. To combat this dilemma,
we propose a division into a fixed region, designed for parametric interpolation and machine learning,
and a variable region, designed to control transients and initial conditions.

The second part of our framework is a Gaussian Process Regression surrogate model designed to learn
the mapping from sea state to structural outputs. The Gaussian Process is able to take advantage of the
low dimensional parametric representation of the sea state in order to converge with reasonably-sized
training sets (on the order n ≈ 100). At the same, we use a projection representation in order to directly
reconstruct the output time series. The principal advantages of the Gaussian Process surrogate are the
blazing speed of evaluation–ten thousand times faster than the Large Amplitude Motions Program we
use to generate data [1]–and the built in uncertainty quantification.

Taken together, we can reconstruct the statistics of the responses by sampling sea states via the Karhunen-
Loève construction, estimating the corresponding model outputs using the trained Gaussian Process, and
estimating statistics of interest through direct Monte Carlo calculation.
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Accurate and computationally efficient prediction of ship responses in waves with physics-based numer-
ical hydrodynamic tools is an integral part of the ship design process and in the development of opera-
tional guidance for vessels. However, once ships are designed, built, and deployed into the harsh ocean
environment, analyses performed for nominal operating and environmental conditions may not reflect
the real-time phenomena experienced by the vessel. As autonomy becomes more prominent in deployed
vessels, accurate short-term temporal forecasting of ship responses, given the current wave environment
and desired ship operation (e.g. speed, heading, maneuver, etc.) can reduce the overall risk on-board
both manned and unmanned vessels. Numerical hydrodynamic tools that leverage formulations such
as blended-nonlinear potential flow and unsteady Reynolds-averaged Navier-Stokes (URANS) methods,
allow for simulations of ship motion in waves with varying levels of fidelity but are too expensive com-
putationally to produce a real-time temporal prediction of ship responses, given the desired operation and
the current wave environment. The recent advancements in machine learning and neural networks has led
to their consideration for marine dynamics problems, where data produced by higher fidelity numerical
tools can be employed to build fast-running surrogates that represent the underlying dynamical process.
In particular, long short-term memory (LSTM) neural networks have been utilized for ship motion fore-
casting and were demonstrated most recently in [1], where a methodology was developed to represent
the full six degree-of-freedom (6-DoF) ship response in irregular random waves. Previous methodolo-
gies implementing neural networks and ship motions have focused on developing a model based on a
single speed, heading, and sea state and have not been shown to be generalizable to other operating and
seaway conditions. The current work extends the work developed in [1] into a more generalized frame-
work by using estimates of ship encounter frame and including training data from different sea states.
Estimating the encounter frame based on a given nominal speed, heading, and maneuver and considering
different sea states will empower the models to be more general in developing a relationship between the
instantaneous wave elevation around the hull and the global ship motion response. The present work will
detail the improved methodology, demonstrate a case study for a ship in multiple seaway and operating
conditions, and explore the convergence of the constructed models with respect to training data quantity.
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In this work, we develop a multi-fidelity Bayesian experimental design framework to efficiently 
quantify the extreme-event statistics of an input-to-response (ItR) system with given input 
probability and expensive function evaluations. The key idea here is to leverage low-fidelity 
samples whose responses can be computed at a certain fraction of that for high-fidelity samples, 
in an optimized configuration to reduce the total computational cost. To accomplish this goal, we 
employ a multi-fidelity Gaussian process as the surrogate model of the ItR function, and develop 
a new acquisition model based on which the optimized next sample can be selected in terms of its 
location in the sample space and fidelity level. In addition, we develop an inexpensive analytical 
evaluation of the acquisition model, avoiding numerical integrations that are prohibited for high-
dimensional problems. The new method is tested in the context of bi-fidelity models for a series 
of synthetic problems with varying dimensions, low-fidelity model accuracy and computational 
costs. Comparing with single-fidelity method and bi-fidelity method with a pre-defined fidelity 
hierarchy, our method consistently shows best (or among the best) performance for all the test 
cases. Finally, we demonstrate the superiority of our method in solving an engineering problem of 
estimating the extreme ship motion statistics in irregular waves, using computational fluid 
dynamics (CFD) with two different grid resolutions as the high and low fidelity models. 
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Abstract: This paper develops a power spectrum estimation method based on long short-term 
memory (LSTM) neural network subject to the missing data[1]-[2]. In actual engineering 
applications, the accuracy of power spectrum increases with the rise of time history samples.. 
However, there are some cases where the data is difficult to obtain or some data may 
be missing, due to the restrictions of the measurements or data corruption. In this regard, 
LSTM neural network is introduced to deal with the missing data problem. First, 
missing data can be filled with zeros to obtain samples of the full time history. In order 
to solve the problem of exploding and vanishing gradients occurring in neural networks, 
LSTM blocks are used to embed gates into hidden neurons of recurrent neural networks. 
In this sense, an advantage of the LSTM framework is that key information can be 
stored or updated by manipulating the gates introduced. Furthermore, LSTM models 
are able to retain information for a long time without vanishing gradients. In addition, 
the zero padding samples are used to train the LSTM neural network model. The 
accuracy of the model can be improved by appropriately selecting an prediction 
sequence length and building the corresponding neural network structure. Next, the 
trained LSTM neural network model can be used to predict the remaining missing data 
and obtain the power spectrum. During the forecasting process, the predicted value is 
used to replace the zero value, and the sample time series data is continuously updated 
until all the zero values are replaced by the predicts of the neural network model.The 
significant advantage of this method is that it can maximize the use of missing data to 
obtain more time history samples, so that the target power spectrum can be restored 
more accurately[3]. The comparison between the target power spectrum and the power 
spectrum estimation based on LSTM neural network demonstrates the accuracy and 
effectiveness of the proposed method. 
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The fault detection and failure prognosis of complex engineering systems are a major challenge for health
management and maintenance planning, as the mutual interactions of heterogeneous subsystems result in
behaviours that are difficult to model accurately. A robust real-time estimate of the current system health
and Remaining Useful Life (RUL) is a key element to enable the actuation of predictive maintenance
tasks and reduce the overall operating costs of the equipment. At the same time, the high computational
cost usually associated to such estimates hinders the execution of these tasks on-board [1]. We propose
to combine physics-based representations with data driven knowledge of the observed system, to achieve
accurate estimations of the current and future health of the monitored equipment, while keeping the com-
putational time of the entire process suitable for a nearly-real-time evaluation [2]. We demonstrate our
approach on the failure prognosis of an aircraft electromechanical actuator for secondary flight controls.
The results suggest that the algorithm is able to assimilate measured data in real-time, learning from
physics to progressively increase the accuracy and robustness of RUL predictions.
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We present a new scientific machine learning method that learns from data a computationally inex-
pensive surrogate model for predicting the evolution of a system governed by a time-dependent non-
linear partial differential equation (PDE), an enabling technology for many computational algorithms
used in engineering settings. Our formulation generalizes to the PDE setting the Operator Inference
method previously developed in [B. Peherstorfer and K. Willcox, Data-driven operator inference for
non-intrusive projection-based model reduction, Computer Methods in Applied Mechanics and Engi-
neering, 306 (2016)] for systems governed by ordinary differential equations. The method brings to-
gether two main elements. First, ideas from projection-based model reduction are used to explicitly
parametrize the learned model by low-dimensional polynomial operators which reflect the known form
of the governing PDE. Second, supervised machine learning tools are used to infer from data the reduced
operators of this physics-informed parametrization. For systems whose governing PDEs contain more
general (non-polynomial) nonlinearities, the learned model performance can be improved through the
use of lifting variable transformations, which expose polynomial structure in the PDE. The proposed
method is demonstrated on a three-dimensional combustion simulation with over 18 million degrees of
freedom, for which the learned reduced models achieve accurate predictions with a dimension reduction
of six orders of magnitude and model runtime reduction of 5-6 orders of magnitude.
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Here we propose a new design method using reinforcement learning to solve bioinspired 
composite materials in a complex system. Biological structural materials are made by a stiff 
matrix and a compliance glue to exhibit extraordinary mechanical properties which synthetic 
materials do not possess. The reason for this excellent performance is because a particular order 
makes them of microstructures. To imitate the exceptional material properties of biomaterials, the 
idea of bioinspired structural material has been proposed. However, the number of combinations 
of design space is usually intractable. Therefore, we offer a new design method by using 
reinforcement learning to solve the problem. Here we developed a hierarchical design paradigm. 
The hierarchical design process starts from a design space with limited combinations. After 
obtaining the best design of the current system size, we expanded the design system and searched 
for the best design with higher resolution. We searched for the best crack resistance by using the 
hierarchical reinforcement learning from a lower resolution. By comparing the design results in 
the two design systems, the hierarchical design can effectively increase the convergence rate. We 
further discussed the results obtained from each hierarchical level. It can be observed that the best 
structure obtained from a high-resolution design space shows a significant improvement by 
depressing the stress concentration at the crack tip. The best composition was examined through 
3D printing. The experimental results show that there is an excellent agreement with our AI 
design. The design framework proposed in this research can be used as an alternative method for 
optimization in a complex design system with various constraints. This research can be 
potentially applied to bionic structural design, nanoengineering, and material design in the future. 
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Mechanical metamaterials are artificial structures where the structure rather than the composition 
primarily determine their material properties. Triply periodic minimal surface (TPMS) is one of the 
well-known metamaterials; its volume is occupied with distorted morphology and sophisticated 
tunnel systems. Such distinctive topology-driven cellular structures can also be discovered in nature, 
such as butterfly wings and sea urchins [1]. In tradition, the finite element method (FEM) is 
employed to simulate the metamaterials, but plenty of defects and twist geometry pose difficulty in 
the model construction. Excessive low-quality mesh is found in the TPMS model, and therefore, 
the direct numerical simulation (DNS) becomes computationally inefficient and ineffective. In this 
study, we employ the neural network enhanced finite element method (NN-FEM) to improve the 
simulation performance. In this framework, a surrogate model can be employed without detailed 
structural topologies, and the hypothesis constructed by the neural network replaces the traditional 
analytical constitutive model in the numerical simulation. In order to train the neural network 
offline, the representative volumetric element (RVE) is defined at a local scale, and its mechanical 
responses are obtained by imposing various boundary conditions [2] to acquire the datasets. The 
usage of RVE in the surrogate model results in a homogeneous mesh to model a complicated TPMS 
structure. Such simple mesh not only saves the unfavorable mesh cost, but also enhances the 
convergence of the solver, which further saves computational costs. Some comparisons with 
traditional FEM are performed to validate the superior efficiency of NN-FEM. Dataset tuning 
methodologies and generalized-TPMS scheme are also proposed to speed up the NN-FEM, which 
will be presented. TPMS structure will be parameterized, and thus regarded as input of neural 
network in NN-FEM. Various engineering applications have been examined and the numerical 
results in both deformation and stress distribution is consistent with DNS results, which verify the 
robustness and effectiveness of the framework toward TPMS. The scheme provides a new and 
efficient way to design, model, and optimize complicated engineering metamaterials.  
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This paper presents a novel paradigm for Physics-Informed Neural Network based Topology 
Optimization (PINNTO). The proposed study replaces conventional FEA with an energy-based PINN 
to establish an approximation function for the displacement field [1]. Here, a supervised neural network 
that respects governing energy method described by partial differential equation (PDE) is trained 
without any labelled data to solve linear elastic solid mechanics problems. Combining with Bi-
directional Evolutionary Structural Optimization (BESO) as the generation of solid-void optimal 
topology, a new PINN based topology optimization is developed in this paper [2]. A number of 
compliance minimization examples are presented to demonstrate the validity and effectiveness of the 
proposed PINNTO for achieving convergent optimal designs for structures. Compared with the existing 
BESO method, PINNTO does not require traditional FEA. Instead, the structures obtained using 
PINNTO is comparable to the conventional topology optimization methods. 

Keywords: Topology optimization, Evolutionary structural optimization, Physics informed neural 
network, Machine learning, Solid Mechanics. 
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Glass fiber reinforced polymers (GFRPs) have been widely utilized in marine applications due to 
its inexpensive, versatile and excellent performance. In the past decade, extensive experimental and 
theoretical studies have been conducted on reinforced polymer composites to facilitate the 
development of construction materials. Although a number of experimental investigations have 
been carried out to determine the characteristics of GFRPs under various experiments, the in-depth 
insight into molecular-scale processes involving interfacial interactions between fiber and matrix 
cannot be provided. Therefore, molecular dynamics (MD) simulation is needed when analyzing the 
mechanism of material failure that is originated from molecules. Despite the wide application of 
MD simulation in the modeling of GFRP, its applicability is limited by the tremendous 
computational resources and the restricted time and spatial scale compared to experiments. To 
bridge nanoscale modeling and macroscopic experiment, coarse-grained (CG) models beyond the 
capacity of atomistic simulations have been put forward. In this work, a CG model of GFRP is 
developed, the applicability and efficiency of which in predicting GFRP composites under 
environmental-introduced deterioration are evaluated through verification processes. The 
developed model consists of defining CG beads for the microscopic system and calculating their 
spatial distribution. The interactions between beads are then obtained based on the results from full 
atomistic models. To predict mechanical behaviors of GFRP under marine environment, the 
degradation of GFRP caused by chloride effect and the mechanism involving bond breaking and 
formation are explored. The CG model can reproduce macroscopic experimental observations and 
measurements. Tensile fracture snapshot of CG model is compared with SEM photo of GFRP 
composite, also the morphologies of the CG models that present the deterioration of GFRP under 
chloride effects are compared. The application of the method in modeling of large unit cells with 
randomly distributed glass reinforcements is examined. The changes of internal pore distribution, 
interfacial morphologies, and the mechanical properties of GFRP show that the degradation of 
microstructure and mechanical properties under environmental intervention can be well predicted 
by this novel CG model. The newly proposed modeling framework with basic description of 
material structure can be further extended to the research on the deterioration of other engineering 
composite materials, and provide insight towards the development of new nanocomposites. 

REFERENCES 

[1] Rżysko, W. Application of a coarse-grained model for the design of complex supramolecular 
networks. Mol. Syst. Des. Eng. (2020) 5: 484-492. 

[2] Lee, C., and Chi, C. Nanoparticle interaction potentials constructed by multiscale computation. 
J. Chem. Phys. (2010) 132: 224904. 

[3] Arash, B., Park, H.S. and Rabczuk, T. Mechanical properties of carbon nanotube reinforced 
polymer nanocomposites: A coarse-grained model. Compos. Part. B. Eng. (2015) 80: 92-100. 

[4] Yu, Z., Zhou, A., and Lau, D. Mesoscopic packing of disk-like building blocks in calcium 
silicate hydrate, Sci. Rep. (2016) 6:36967.  

2145



Artificial Neural Network Potential Model for Pb-Te-Ga Alloy MaterialsYu-Ting Huang, I-Hsuan Chiu, You-Yi Lin, Nien-Ti Tsou, Yu-Chieh Lo and An-Cheng Yang

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Artificial Neural Network Potential Model for Pb-Te-Ga Alloy 
Materials 

Yu-Ting Huang1*, I-Hsuan Chiu1, You-Yi Lin2, Nien-Ti Tsou1, Yu-Chieh Lo1, 

and An-Cheng Yang3 
1 National Chiao Tung University, Hsinchu, Taiwan. b0988722082@gmail.com 

2 Material and Chemical Research Laboratories, Industrial Technology Research Institute, 
Hsinchu, Taiwan. yylin0106@itri.org.tw 

3 National Center for High-performance Computing, National Applied Research Laboratories, 
Taichung City, Taiwan. acyang@narlabs.org.tw 

 
Key Words: Artificial neural network, Potential energy and force, Thermoelectric materials, Pb-
Te-Ga alloy materials, First-principles calculation 
 
Lead telluride (PbTe) emerged as a promising thermoelectric material for intermediate-
temperature waste-heat-energy harvesting. For the purpose of increasing its ZT value and further 
reducing its thermal conductivity, it can be achieved by doping Ga[1]. However, since the optimal 
composition of the complex and diverse ternary material, PbTeGa, has not yet been discovered, 
numerical calculations can be used to accelerate the exploration. The thermal conductivity 
coefficient of Ga ternary thermoelectric materials with different compositions can be calculated 
using well-known numerical methods of Equilibrium and Non-Equilibrium Molecular Dynamics 
(EMD and NEMD, respectively). Yet, there is no complete and reliable material potential 
function in the literature to accurately describe the interatomic interactions in ternary 
thermoelectric materials. Therefore, in this work, we use an artificial neural network (ANN) to fit 
the potential energy of binary and ternary thermoelectric materials. Firstly, the neural network 
potential package (n2p2) program[2] was used to fit the potential function of the binary material 
PbTe with the training dataset of 12,300 PbTe structures generated by first-principles calculations. 
Then, the function was used to perform molecular dynamics (MD) simulations. As a result, the 
verified microstructure is stable and the lattice volume energy curve is consistent with the first-
principles calculations. Furthermore, in the prediction of material-related properties, taking elastic 
modulus as an example, the error between the predicted value and theoretical value provided by 
Material Project is within 6%. This shows that ANNs can successfully and effectively predict the 
potential energy and force of the binary material through the characteristics of the local atomic 
environment. Secondly, the research is further extended to the ternary thermoelectric material 
PbTeGa, the training dataset contains 24,600 PbTeGa structures, and a special step-by-step 
training strategy is proposed, in which the potential functions of pure element, binary and ternary 
materials are fitted separately. The advantage of the strategy is that the accuracy of potential 
energy fitting of ternary materials can be imporved and guided by the fitted parameters of existing 
pure elements and binary materials. In summary, the potential functions fitted by ANNs are 
efficient, accurate, and not affected by the scale of the system. The present work results are 
expected to be helpful for the development of PbTeGa ternary thermoelectric materials. 
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Natural materials, which have risen from billions of years of evolution, have developed unique 
characteristics, such as hierarchical structures, multi-functionality, self-assembly at ambient 
temperature and pressure, capabilities of self-healing and environmental adaptation. Distinct from 
engineering materials, which are unable to perform both lightweight and high strength; high 
stiffness and high toughness, biological materials are often composites of hard/brittle minerals and 
soft/ductile proteins arranged into complex hierarchical structures which possess remarkable 
mechanical properties, combining lightweight, high strength and high toughness owing to 
strengthening and toughening mechanisms from nano-, micro-, meso-, and macro-scales.[1] 
Learning from Nature can lead to revolutionary breakthrough and innovation in materials science 
and technology. In this talk, selected biological materials, including abalone nacre, dragonfly wings, 
bamboos and plant seeds will be introduced. [2,3] Inspired from the structural designs of these 
natural materials, we further applied multi-scale simulation/modelling, genetic algorithm, machine 
learning, and A.I.-related approaches to optimize the bio-inspired structures and validated by 3D 
printing and mechanical testing. Novel mechanical metastructures and composites inspired from 
Nature and optimized by A.I. could lead to wide potential applications in industrial fields, including 
bicycles, automobiles, aerospace, intelligent robots, biomedical materials and assistive devices. 
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Due to many challenges posed by traditional multiscale simulation methods, there has been lately 
an increasing interest in data-driven multiscale tools. For instance, inspired by DDCM [1], Xu et 
al. [2]  proposed a data-driven FE2 solver in which online macroscopic analysis is performed by 
searching over an offline-generated database of stress-strain points. Although the results were 
promising, this approach has its limitations: it requires a fixed and large dataset, hence making it 
not suitable to problems with path-dependent mechanical response. It is also computationally 
expensive, although to a lesser extent than the traditional methods. In this work, we combine 
DDCM with a deep material network (DMN) [3] to formulate a DMN-DDCM solver to 
circumvent those difficulties in data-driven multiscale simulation (DDMS). By utilizing a multi-
level strain sampling strategy whereby the range of data is adaptively adjusted, we can timely 
feed DDCM with sparse, dynamic datasets generated through DMN. This strategy greatly 
enhances efficiency of DDMS. The on-the-fly generation of data is guided by macroscopic stress-
strain conditions and DMN which enables the flow of information between scales through 
homogenization/de-homogenization and can capture complex materials behaviors. The result is a 
data-driven multiscale solver which can both efficiently and accurately capture the intricate 
responses of heterogeneous materials. This solver shows the potential to become an excellent and 
reliable tool in data-driven multiscale simulation. 
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Rechargeable batteries, such as LiFePO4/graphite cells, have great economic and environmental 
value. In this work, we proposed deep neural networks with a special convolutional training strategy 
and taking advantage of recently published battery cycling data. The residual life of a battery can 
be predicted with a mean absolute percentage error of 6.46%, using only one cycle of testing. The 
cycle-by-cycle profiles, such as discharge voltage, capacity, and power curves of any given cycle, 
of used batteries with unknown age can also be accurately predicted. Moreover, our models can 
extract data-driven features from the data which were much more influential on the predicted 
properties than human-picked features such as the maximum and minimum temperatures, based on 
the analysis by using deep tayler decomposition. Finally, a powerful Full RUL DNN which allows 
the prediction of remaining useful life (RUL) and the current battery age of used batteries is 
proposed. Our DNNs are suitable to be an important component of modern quality control systems 
in battery manufacturing and battery management systems. It is expected to provide tremendous 
economic and environmental benefits since reuse and recycling of batteries can be better planned. 
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Multiscale simulation is widely used in modeling microstructure-induced inelastic mechanical 
behavior. However, direct numerical simulation (DNS) and concurrent multiscale simulation suffer 
from an expensive computational cost that makes the process infeasible. In this work, we aim for 
developing an efficient surrogate model for constitutive modeling of metallic materials that 
combine graph neural networks (GNN) [1] and recurrent neural network (RNN) [2, 3] to 
incorporate geometric representation of polycrystals and memory-dependent behavior. Extended 
from Vlassis et al. [1], we introduce a graph neural network to extract grain topology and properties
in polycrystalline metals as low-dimensional graph embedding to predict the evolution of the 
properties, e.g., texture. By such graph representation, the nature of the polycrystalline materials
topology, i.e., grain connectivity, can be incorporated into the machine learning model, and
generalized to predict mechanical response of unseen topologies at the online stage. To further 
enhance the predictability on nonlinear elasto-viscoplasticitic behavior, RNN is incorporated to 
establish time correlation of the historical loading path. In this work, the proposed hybrid machine 
learning model is trained on the dataset generated by a high-fidelity crystal plasticity model to 
predict stress-strain response and microstructure evolution under uniaxial tension and various 
loading path. The predictions of the proposed surrogate model show a good agreement with DNS 
method with a significant improvement in computational efficiency. We also demonstrate the 
generalizability of the proposed surrogate model by verification on various polycrystalline
geometries. This work paves the path for future concurrent multiscale simulations, such as 
macroscopic formability coupling with microscale texture evolution.
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We propose a novel reduced order deep learning approach for solving a class of PDEs, called 
HiDeNN-TD [1], which is a tensor decomposition (TD) [2] based reduced-order model of the 
hierarchical deep-learning neural networks (HiDeNN) [3]. The proposed method keeps 
advantages of  both HiDeNN and TD methods. HiDeNN-TD adopts the concept of separation of 
variables and considers the solution of PDEs as a summation of the products of multiple one-
dimensional functions. But differently, each of these 1D functions is represented by structured 
deep neural networks (DNNs), i.e., the 1D HiDeNN. In these neural networks, the weights and 
biases are functions of the nodal positions, which allows the optimization of the nodal coordinates 
in each dimension. This idea makes the HiDeNN-TD more accurate than the finite element 
method (FEM) and conventional proper generalized decomposition (PGD) [4] and TD, using a 
fraction of the FEM degrees of freedom. Here, the accuracy and convergence of the method have 
been studied theoretically and  numerically, with a comparison to different methods, including 
FEM, PGD, TD, HiDeNN and Deep Neural Networks. Theoretical analysis and numerical 
examples both show that HiDeNN-TD has a high accuracy with orders of magnitude fewer 
degrees of freedom than FEM, which shows a high potential to achieve fast computations with a 
high level of accuracy for large-size engineering and scientific  problems. As a trade-off between 
accuracy and efficiency, we further propose a highly efficient solution strategy called HiDeNN-
PGD. Although the solution is less accurate than HiDeNN-TD, HiDeNN-PGD still provides a 
higher accuracy than PGD/TD and FEM with only a small amount of additional cost to PGD. In 
addition, we have theoretically shown that the PGD/TD converges to FEM at increasing modes, 
and the PGD/TD solution error is a summation of the mesh discretization error and the mode 
reduction error. 
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Short-fiber-reinforced composites (SFRC) have been widely used as high-performance 
engineering materials for structural applications in automotive and electronics industries. 
Typically, SFRC are manufactured by injection molding, which induces heterogeneous 
microstructures across different length scales, and the resulting nonlinear anisotropic behaviors 
are challenging to predict by conventional micromechanical methods. In this work, we present a 
data-driven multiscale modeling framework that integrates the injection molding simulation, 
material homogenization, and a mechanistic machine learning model referred to as Deep Material 
Network (DMN) [1]. The physics-embedded DMN learns the microscale material morphologies 
hidden in Representative Volume Elements (RVE) [2] of composites through offline training, and 
the trained network is able to predict the nonlinear material behaviors at a computational speed 
orders-of-magnitude faster than the high-fidelity RVE simulation. Through transfer learning [3] 
of different material microstructures, a unified DMN database is created to cover a full range of 
SFRC geometric descriptors. Recently, we have coupled the trained DMN database with 
macroscale finite element models in the engineering simulation software LS-DYNA to perform 
concurrent multiscale structural simulations [4]. The proposed multiscale simulation framework 
achieves extraordinary computational performance, and it is quite promising for the design and 
analysis of composite structures. 
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4D printing is an extension of 3D printing technology. By printing smart materials, 3D-printed 
objects have the ability to deform again due to certain external stimuli such as heat. Although the 
shape morphing characteristics makes it possible to create complex 3D surfaces from 2D simple 
structures[1], it is very difficult to inverse design this process because of the nonlinearity of the 
morphing mechanism and the entanglement between different parts. In this study, we use deep 
learning techniques to overcome this difficulty and automate the inverse design process. 
Specifically, this research studies a 2D grid design space that deforms to 3D gridshell through 4D 
printing process. The 2D grid is composed of rectangular arranged double-layered segments. 
Each layer is made of shape memory polymer (SMP55) or PLA, resulting in four combinations 
for each segment. The size and material combination of each 2D grid is specified to control both 
global and local curvatures of the deformed gridshell which can achieve a variety of complex 
structures. Three traditional Japanese “Noh masks” are chosen as the target shapes because Noh 
masks are an ideal model system as each mask has unique aesthetic features. We use parametric 
polynomial functions describe face features and generate random mask designs. Combining with 
the deformed shapes simulated by FEM software, we produced a dataset which contained 60k 
data. We use fully convolutional network (FCN) [2] which typically used in image segmentation 
task to inverse design 2D grids based on the depth images of the desire shapes. The trained FCN 
model can predicted 2D grid designs with over 0.95 pixel accuracy and 0.9 mean IOU. Also by 
the calculation of structural similarity, the average similarity of 3D gridshells deformed from 
FCN-output designs and target 3D gridshells is 0.9. Although the model is limited to the 
distribution of the training dataset and performs poorly on Noh masks, it is still a successful proof 
of concept that deep learning can be utilized in the inverse design problem of 4D printing 2D grid 
design. 
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The increasing demands for developing novel chemically complex alloys has imposed a significant 
challenge to the modeling and simulation community. The mechanical properties of these complex 
alloys are pivotal for their applications; however, the length scale required for studying the 
plasticity of these alloys is beyond the reach of conventional quantum chemistry calculations. In 
this study, we harnessed the power of machine learning and trained a potential model for the 
chemically complex Ni0.25Co0.25(Hf0.33Ti0.33Zr0.33)0.5 alloy system by combining the spectral 
neighbor analysis (SNAP) model and the Bayesian optimization based on a large data set of training 
images labeled with energies and atomic forces computed from the density functional theory (DFT). 
We demonstrate that the trained potential model can predict the energies and atomic forces of this 
chemically-complex alloy with high fidelity to the DFT calculations. A series of large-scale (over 
105 atoms) molecular dynamics simulations were performed to examine the deformation and 
dislocation dynamics of both nanowires and bulk structures, and the formation of amorphous, shear 
band-like region following dislocation pinning was observed, which is in excellent agreement with 
experiments. Furthermore, the large-scale molecular dynamics also revealed the impacts of 
chemical microenvironment on the dislocation dynamics, which is impossible to be retrieved from 
current experimental techniques. Hence, the present study demonstrate that the machine-learned 
SNAP model yields quantum accuracy even for complex alloy comprised of five constituents, 
allowing for investigating the plasticity deformation of chemically complex alloys with atomistic 
insights.  
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Tracheid effect is a phenomenon that a laser speckle appears on the wood surface where the laser 
light is illuminated on. Recently, based on the tracheid effect, a three-dimensional fiber 
orientation scanning system (3D FOSS) was developed at the National Tsing Hua University in 
Taiwan [1]. In contrast to the elliptical shape of the laser speckle formed when the light is 
irradiated on the surface of the clear wood, non-elliptical shape scattered image is produced when 
the light is projected on the surface defect (e.g. knot, crack, edge, etc.). To reduce the influence of 
wood surface defects on the accuracy of fiber direction measurement based on tracheid effect, 
artificial intelligence (AI) deep learning method was employed to identify the laser speckle.  
 
In this paper, 26234 laser speckle images of Japanese cedar were collected by the 3D FOSS and a 
database was established. The images were classified into four categories: clear wood, knot, crack, 
and edge. The You Only Look Once (YOLO) [2], a single-stage object detection algorithm, was 
used to perform deep learning on the four categories of laser speckle to form a prediction model. 
YOLO has the advantage of being able to quickly predict and classify the input data with good 
accuracy. YOLO has been used to perform prediction behaviours such as vegetable and fruit 
discrimination at different maturity stages [3], flower species discrimination [4] and animal face 
expression discrimination [5] with accuracy from 80% ~ 90%.  
 
By using the commercially available software package MATLAB, the predicted results can be 
visualized for comparison with the original specimens. The preliminary results showed that the 
surface characteristics of the wood can be successfully predicted.  
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Multiscale approaches are an essential tool of mechanical modeling. From a description of a 
material’s microstructure, and mechanical models of its constituents, the material’s effective 
behavior can be deduced via numerical homogenization. However, leveraging this microstructural 
knowledge on large-scale components either directly or even using FE2 approaches can remain 
computationally prohibitive. A numerically advantageous alternative consists in constructing a 
surrogate model of the homogenized response, i.e. a faster algorithm that approximates the 
homogenized response, for example by constructing a Reduced Order Model.  
 
Recently, an alternative approach based on deep-learning algorithms called Recurrent Neural 
Networks (RNNs) has emerged. A number of studies have established that, given sequences 
representative of strain histories and the corresponding stress response of various materials, RNN 
models could be trained to reproduce this behavior.  
 
Unfortunately, the stress response predicted by typical RNN models (based on LSTMs or GRUs) 
depends on the number of increments used to discretize a given strain-path, leading to poor 
predictions when long sequences are considered. This shortcoming complicates the application of 
RNN models to explicit finite element simulations. 
 
The authors have recently proposed an alternative RNN formulation, called Linearized Minimal 
State Cell or LMSC, that addresses this issue [1]. By updating the RNN’s state-variables following 
exponential decay trajectories, the RNN’s response can be made insensitive to the number of 
increments used to describe a path. As a result, models trained on sequences a thousand long or less 
can be implemented into explicit finite element frameworks and deliver precise responses for 
structural simulations involving millions of time-increments. 
 
In this presentation, we will detail applications of LMSCs to elastoplastic models, in particular to 
homogenized behavior drawn from crystal plasticity simulations. We will discuss the precision of 
the results and their sensitivity to dataset properties. We will also highlight that directly 
implementing the RNN-models as finite element material models leads to numerical instabilities, 
and propose numerical strategies to overcome this shortcoming. 
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The geometries of dental implants have a great influence on osseointegration and bone 
healing. Thus, topological optimization of dental implants has been widely discussed in clinical 
researches. However, the finite element analysis process of osseointegration based on mechano-
regulation method [1] is time-consuming. In this study, a genetic algorithm combined with a deep 
learning network [2] is developed for topological optimization. The deep learning network which 
can be a substitute for finite element analysis is developed. It can rapidly predict the tissue 
differentiation in different designs of healing chambers during the bone healing process. The results 
of osseointegration is evaluated by bone area (BA) and bone-implant contact (BIC) around the 
implant. In genetic algorithm [3] , the candidate of dental implant is represented as chromosomes 
via the encoding method. The BA and BIC values are regarded as the fitness function of genetic 
algorithm.  

After several iterations in genetic algorithm, the optimized geometry design of dental 
implant is obtained. Where the optimized geometry has finer thread at the top and wider space 
between threads at the middle, which is very similar to the design of the commercial dental implant. 
Thus, by assigning different constraints or requirements, the current framework can rapidly 
optimize the design of dental implants to result in the best osseointegration around the implants. 
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Abstract:  

This talk presents a new micromechanics model, dubbed unified unit-cell model, to modeling the 

effective mechanical properties of particulate, fibrous, and laminated composite materials. 

Composite connectivities are limited to 0-3, 1-3 and 2-2 types, and mechanical properties are 

limited to linear elasticity. Considering a periodic composite, a representative volume element 

can be identified as a unit cell. It is divided into only four subcells. This innovative architecture 

of a unit cell achieves a concurrent simulation of 0-3, 1-3 and 2-2 composite materials by 

employing the minimum number of subcells among existing unit cell-based micromechanics 

models. Effective mechanical constants are derived via concentration-factor tensor technique that 

addresses the micromechanical relations based on the continuity conditions among the unit cell 

and its subcells. The unified unit-cell micromechanics model retains an explicit formulation for 

the overall mechanical properties. Numerical results for 0-3, 1-3 and 2-2 composite materials are 

shown in order to demonstrate the comparability of the present model with the Mori-Tanaka 

micromechanics model. Moreover, the predictions are compared in view of existing 

experimental data of particulate composite materials. 
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In recent years, machine learning techniques have brought revolutionary changes for 
hydrodynamics modelling [1]. Herein, a Physics-Informed Machine Learning (PIML) meshfree 
method for hydrodynamics modelling has been proposed [2]. In the method, the Feedforward 
Neural Network (FNN) is applied to predict the field variables within the computational domain. 
The FNN is trained by physics information in terms of the governing equations and experimental 
observation data. Both explicit and implicit Runge-Kutta (RK) algorithms are leveraged for 
accurate temporal integration. The performance of the proposed PIML meshfree method has been 
investigated through benchmark cases. It has proven that the proposed method can effectively 
simulate hydrodynamics problems with free surfaces. We also highlight that the issue of treating 
highly uneven particle distributions, which limits the traditional meshfree methods, is greatly 
alleviated for the proposed PIML meshfree method [2].  
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Solving Partial Differential Equations (PDEs) has been a long-standing challenge in numerical analysis,
engineering, and computation. Traditional numerical methods have been widely developed and studied
in the last decades for this purpose. For example, Galerkin methods seek the solution in a trial space and
employ multiple test functions. In these methods, we want to minimize the residual operator in the dual
norm of the test space, which equivalenty reformulates as a min-max problem, where the minimization
takes place over the trial space and the maximization over the test space [1].

However, Neural Networks have demonstrated their great capacity for solving PDEs as well as nonlinear
formulations. In particular, [2] and [3] propose to solve a weak formulation setting combining two
networks adversarially as described above: one to approximate the trial solution, and another one for
approximating the test maximizer. However, they select suboptimal norms for the optimization.

In our work, we revisit the Weak Adversarial Networks [2, 3], study their features and limitations, and
derive related and more robust methods employing Neural Networks. In particular, we propose a nested
double Ritz Method: the outer-loop approximates the trial solution, while the inner-loop approximates
locally the trial-to-test operator that maps every trial function with its corresponding optimal test func-
tion. In addition, we extend the weak formulations to strong and ultra-weak formulations. We show
several 1D and 2D numerical results comparing and analyzing these methods.
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Evaluation of orthodontic force and moment is essential to establish effective orthodontic treatment.  
However, the measurement of the force and the moment is difficult under treatment. This study 
proposes a method to predict the force and the moment from a wire shape using machine learning 
and the finite element method. The study focuses on the v-bend wire, which is a wire with a v-
shaped bend. In order to achieve the above goal, we tried 
 
l Development of a finite element simulation for force and moment evaluation of a V-bend wire 
 
l Generation of training data of AI is generated by the developed finite element method. 
 
l Development of AI for orthodontic force and moment prediction from wire shape. 
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In the field of sports, it is important to improve mind, technique, and physical strength. To give full 
play to athletes’ ability in the competition, we should consider the combination of mind, technology, 
and physical strength. Technique plays a role based on physical strength, which is dominated by 
mind. The exertion of psychological level is an important factor for winning the competition. 
Therefore, it is very important to support athletes from the field of psychology as well. 
There are individual differences in psychological competitive ability. Especially in the case of 
group competitions, understanding the psychological characteristics of individual athletes leads to 
improvement in team performance. In this research, we use the self-organizing map (SOM) [1] to 
analyze the athlete’s psychological characteristics. Athletes were examined using the Diagnostic 
Inventory of Psychological Competitive Ability for Athletes (DIPCA.3), the Athletic Coping Skills 
Inventory (ACSI), the Mental Toughness Index (MTI), and the Sukumune-Hiew Resilience Test 
(S-HRS). Total scores for each questionnaire were used as the SOM’s input data. The results 
showed that the SOM clustered the athletes according to their psychological ability. Similar athletes 
with psychological ability were mapped near and clustered into the same group. We confirmed that 
SOM is a very effective analysis method for the field of sports psychology. 
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The authors had proposed a new visualization method using self-organizing map (SOM) for computed
results of fluid flow at the last WCCM conference[1]. Most of existing visualization method gives color
depending on a certain physical value, such as pressure, vorticity, etc. However the choice of the physical
value is arbitrary and sometimes loses important features. The proposed method firstly classifies all flow
properties, i.e. pressure, velocity components and their spatial gradients etc. at each grid point, by giving
these properties as high order vectors to SOM. Then color is given to each grid point based on its location
on the map so that the flow field be naturally painted including all flow properties. SOM is originally
a two-dimensional (2D) map as the main purpose of SOM is to visualize high order vectors, but in the
proposed method, the map is not directly viewed and only used to determine color of each grid point.
Hence three-dimensional (3D) SOM has been also generated to give three color components based on
the map. In the present paper, the proposed method is further investigated to show its capability and
validity with various flow fields, such as compressible / incompressible flows. Also the choice of flow
properties given to SOM are examined. For instance, only the primitive variables are used, only the
spatial gradients are adopted, the second derivatives are included, etc. The results will be included in the
extended abstract and be presented at the conference as well.
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In the manufacturing industry, it is important to produce better products within a certain period 
for shortening of product lifecycles. Since a large number of computational simulation cases are 
required in the initial study stage of development. In order to shorten evaluation period, 
machine learning technologies and 1D-CAE becomes popular in addition to conventional 
CAE evaluation[1]. 
 
The use of predictive models based on deep learning as a substitute for CAE is one of the 
evaluation methods. While we have much expectations for high accuracy, the applications to 
engineering problems are not enough to satisfy the expecations[2]. In the fields of material design 
and computational fluid dynamics, good results have been reported, because huge amounts of 
data are eventually generated in those research fields[3]. Therefore, the objective of this study is a 
construction of framework using machine learning technology to evaluate crash box corruption 
for a significant reduction of CAE analysis cost. 
 
The structural strength evaluation of crash boxes is predicted by machine learning in this study. 
The training data was obtained from the dynamic elastic plastic analysis of the crash box. The 
input physical quantities are barrier angle, box thickness, material properties and mass equivalent 
to vehicle weight. The output physical quantity is the reaction force. F-S diagram is predicted by 
deep learning using convolutional neural networks with data augmentation for regression problem. 
Buckling is occurring in the analysis and different directions of curruptions are one of the most 
interesting phenomenon from a point of engineering view. 
 
We have several difficulties to construct the surrogate model, because of imbalanced frequency 
problem and The time series of the reaction force maxima is different depending on the data. W’d 
like to propose an adaptive method for machine learning in structural evaluation that can be used 
for a wide range of structural evaluations. 
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In these days there is a trend to utilize simulation-based verification more frequently rather than 
verification through experiments using the product in the field of industrial product design. In this 
context, a development of an evaluation method instead of CAE is needed for more effective 
designing of industrial products. Machine learning methodology is one of the most anticipated way 
to accelerate evaluation process. 
 
An application of a surrogate model in deep learning to engineering problems is still studied. In the 
our researches [1][2][3] the surrogate model using machine learning can predict physical 
phenomenon within 7% error compared with CAE prediction. The accuracy of the prediction is 
improved by augmentation technique, which is called as oversampling to avoid overfitting. The 
augmentation is conducted using data sets with low prediction accuracy. 
 

The objective of this research is studying effective data augmentation for engineering regression 
problem. SMOTE is based on classification algorithm, however an engineering interpolation should 
be computed based on physical meanings and influential parameters. 
 
In the machine learning the pedestrian kinematic response with a front part of a car is predicted and 
the predictor evaluates pedestrian’s damage. The responses which are used as learning data are 
generated by 1D-CAE system. The prediction of the response can be achieved with less than 7% 
average error using all of data sets. Numbers of training data sets are varied in order to show the 
enough number and the predictor is evaluated for its accuracy. We’d like to discuss necessary of 
total number of training data sets and effectiveness of data augmentation. 
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The degradation of Carbon Fiber Reinforced Plastic (CFRP) occurs due to damages such as 
delamination, fiber breakage and matrix crack. Therefore, we need to conduct high-precision and 
efficient Non-destructive testing (NDT). Examples of NDT are ultrasonic examination, X-ray 
tomography and infrared analysis. In ultrasonic examination, objects are required in the water. In 
X-ray tomography, we need to set object in an analysing room. Hence it is suitable to analyze large 
structures by means of infrared analysis. In addition, it is hard to estimate the three-dimensional 
information of defects by means of most of these NDT methods. To solve these problems, some 
studies propose machine-learning-aided NDT. In this study, we developed an inverse analysis 
model that predicts the spatial information of defects from the distribution of sum of the principal 
stress on the surface (DSPSS). The DSPSS is calculated from the temperature change measured by 
infrared analysis in both experiments and numerical analysis. This inverse analysis model is 
proposed as an alternative method to the existing damage analysis. Inverse analysis model is 
composed of two machine learning models. One is for making experimental DSPSS closer to the 
results of the Finite Element Method (FEM) and the other is for predicting the spatial information 
of defects from DSPSS by FEM analysis. The proof of concept has been successfully done for the 
model which predicts the spatial information of defects from FEM analysis [1]. We use U-net [2] 
for the first machine learning model and Convolutional Neural Network (CNN) for the second one. 
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Finite element method (FEM) has been widely used to study the mechanics of materials and 
solids, as well as fluid–structure interactions, and building construction strategies. FEM is popular 
all over the world with the development of computer technology. It is known for powerful 
computing ability, surpassing humans in computing. In this context, in addition to teaching 
engineers to use FEM calculation software, structural engineering education in the past nearly 
two decades also focuses on cultivating engineers' ability of qualitative analysis. However, the 
rapid development of deep learning methods in recent years means that human qualitative 
analysis capabilities based on rules of thumb will also be replaced by artificial intelligence. The 
main question of this study is: what role will deep learning methods play in the future structural 
analysis? In this paper, a large number of finite element analyses are carried out for three classic 
boundary value problems, such as the behaviour of wires under load, the problem of heat 
conduction, and plane strain. The deep learning model is trained with FEM simulation results. It 
can quickly and accurately predict the results of related similar problems, and evaluate the 
accuracy and efficiency. The results show that artificial intelligence can to some extent replace 
the work of human qualitative analysis based on rules of thumb. Predictions and expectations 
about the role of deep learning methods in future structural analysis processes are given.  
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A major challenging issue concerning the mixed traffic flow, composed of connected autonomous 
vehicles (CAV) and human driving vehicles (HDV), is how to improve overall efficiency and safety 
by assigning collaborate control strategies to CAVs. Multi-agent deep reinforcement learning 
(MADRL) is a promising approach to address the challenge [1]. It enables the joint training of 
multiple CAVs by using CAV sensing information and does not need the compliance of HDVs. 
However, the design of collaborative sensing is non-trivial, especially when there are dynamic 
numbers of HDVs surrounding a CAV and dynamic numbers of CAVs in the mixed traffic flow 
system. Under such conditions, the conventional MADRL with fixed neural network structures is 
no longer effective [2]. In this regard, this paper designs a hierarchical spatiotemporal information 
extraction module and uses a multi-agent deep Q network (MADQN) to output safe and 
collaborative lane change decisions of CAVs. More specifically, within the local perception range 
of every CAV, a long-short term memory neural network with attention mechanism (A-LSTMNN) 
is employed to extract the sequential motion information and to anticipate the behavior of 
surrounding HDVs. Then the anticipated and current motion information collected and extracted 
by each single CAV is aggregated by a graph convolution network (GCN), to realize a collaborative 
sensing of multiple CAVs. We then propose a hybrid control framework incorporating the 
spatiotemporal information extraction module into the MADQN, termed as spatiotemporal deep Q 
network (STDQN), to generate merging strategies for multiple CAVs. The simulation experiment 
is conducted in an onramp merging scenario, which is one of the most important and commonly 
seen scenarios in a highway system. Experiment results prove that by using our proposed control 
framework, the overall traffic efficiency and safety can be improved as compared to baseline 
MADRL and rule-based methods. The proposed framework can be deployed into a real traffic 
environment to realize proactive traffic management. 
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Latticed shells are structures that represent curved surface shapes using beam or bar elements and 
are widely adopted to cover large spaces. Considering the cost and environmental performance, 
latticed shells need to be designed with slenderer members as much as possible, but the risk of 
buckling and yielding increases at the same time. Therefore, it is important to design structural 
shapes and member sizes considering this dilemma in a balanced manner. 
 
Linear buckling loads often overestimate the value computed by the buckling analysis 
considering geometric nonlinearity. For this reason, geometrically nonlinear buckling analysis is 
more accurate to measure structural stability. Furthermore, stress analysis considering geometric 
nonlinearity is preferable for thin-shell structures because small deflection induces large variation 
in the equilibrium state. However, geometrically nonlinear analysis requires computationally 
expensive analysis to trace the equilibrium path. 
 
If an approximate model that can estimate the ultimate load at a small computational cost can be 
introduced, it will be possible to consider the geometric nonlinearity from the early stage of 
structural design without worrying about the computational cost. Zhu et al. [1] introduced 
artificial neural networks and support vector regression, which are standard machine learning 
(ML) models, to predict the reduction ratio of the nonlinear buckling load of reticulated shells at a 
low computational cost. 
 
This study develops a prediction model for the nonlinear buckling load of latticed shells by 
combining graph embedding (GE) and machine learning (ML). A graph is a data structure 
consisting of vertices and edges, and the structural information of latticed shells is expressed in 
the form of graphs. GE is a method of extracting features by considering the connectivity of 
graphs [2]. By combining this method with supervised learning, which is a class of the ML 
methods, the ML model is trained to estimate nonlinear buckling loads for various latticed shells.  
 
This method can be used to train models for small-scale latticed shells, and the trained models can 
be applied to larger-scale ones without training. The computational cost required for training and 
the prediction accuracy of the trained model are verified through numerical examples and 
reported in the presentation. 
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The long-term consolidation settlement, which is one of significant considerations in the 
constructions of port facilities, is often evaluated by the numerical analysis. However, it requires 
high computational resources to construct and calculate the numerical models that are on the 
physics validities. In this study, the applicability and effectiveness of the Physics-informed 
Neural Network (PINN) to the calculation of long-term consolidation settlements are verified for 
the aims of its accurate evaluations with low computational costs. The PINN is one of deep 
learning models considering the physics law represented by the partial differential equation 
(PDE) in the loss function, that was proposed by Raissi et al. [1]. It can solve the black-box 
problem in the use of neural network since the consideration of PDE is clearly assured. A simple 
model of a single clay layer was considered in this study for the verification of PINN 
performance. The Mikasa’s consolidation equation shown below was adopted as the governing 
equation to predict the strain due to the consolidation. 

𝜕𝜕𝜀𝜀(𝑧𝑧,𝑡𝑡)
𝜕𝜕𝜕𝜕 = 𝐶𝐶𝑣𝑣

𝜕𝜕2𝜀𝜀(𝑧𝑧,𝑡𝑡)
𝜕𝜕𝑧𝑧2                                                                       (1) 

where 𝜀𝜀, z, t, Cv, are strain, depth of ground, time from the start of loading, and consolidation 
coefficient, respectively. The strain values at random times and depths of 10 days after the start 
of loading, created by solving the PDE and adding 10% noise, were used for the training data. In 
the constructed PINN model, the predicted strain distribution after 100 days was more accurate 
than that in the NN, that was constructed without physics knowledge for comparison, even for 
training data with the noise. Additionally, the constructed PINN was shown to provide the 
prediction of long-term consolidation settlement at any timing with good agreements to exact 
data. From these results, the improvement of prediction accuracies and also the effectiveness of 
PINN to the inverse analysis of soil parameters, such as consolidation coefficient, are expected. 
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Shell structures are ubiquitous structural elements found both in nature and society. As the out-of- 
plane dimension of such structures is much smaller than the in-plane dimensions, one can employ a 
reduced two-dimensional formulation to simplify their mechanical description. While such theories are 
mathematically elegant and have shown to be good approximations for small thicknesses, their numerical 
implementation by means of the finite element (FE) method is notoriously challenging. This is mainly due 
to the technical formulation rooted in differential geometry and numerical challenges such as shear and 
membrane locking arising, e.g., for pure bending deformations in the thin-thickness limit, due to 
limitations of the chosen function space. 

While a variety of techniques have been proposed to bypass such limitations in the FE setting, we in- 
vestigate the use of Physics-informed Neural Networks (PINNs), which can be understood as highly 
nonlinear function approximators, to solve the Naghdi shell equations in both their strong and weak 
form. We present encouraging numerical studies that demonstrate the capability of PINNs to 
accurately approximate the results obtained via FE for a variety of different shell geometries.  

Furthermore, PINNs appear to be able to overcome the classical locking observed in FE, although the 
convergence to the numerical solution worsens in the thin-thickness limit due to an increasingly ill-
posed loss function and stiff gradient flow. We expand this discussion and highlight why current 
techniques in the literature fail to mitigate such problems. 
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In the field of numerical simulations, a data-driven approach called surrogate model, in which 
some or all of numerical calculations are replaced by machine learning, is attracting attention. 
Models using deep neural networks have the potential to replace complex numerical calculations.  
It is proposed to be used in a wide range of numerical calculations such as structural analysis[1], 
fluid analysis[2], process simulations[3] and so on. 
 
However, a large-scale deep neural network that can replace complicated numerical calculations 
requires a large amount of data for learning because the number of parameters is enormous. On 
the other hand, many numerical calculations require enormous calculation time and resources, 
and it is often difficult to generate a large amount of learning data. Therefore, a surrogate model 
needs to be constructed a highly accurate model with a small amount of data.  
 
In this study, a surrogate model that predicts the physical properties of representative volume 
elements of fiber-reinforced composites with a knitted structure is constructed. We investigated a 
method for constructing a prediction model with the same accuracy as when using a large amount 
of data even with a small amount of data. It was confirmed that it is possible to improve the 
accuracy by appropriately expanding the data even with a small amount of data. We’d like to 
discuss how much accurate prediction is achieved and the effectiveness of the model in the design 
process. 
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Lead-free solder has become common as environmental concerns increase. Since the maximum 
temperature of furnace has been increased by the solder, the temperature conditions has become 
strict. Defects of solder joint have increased due to circuit board warp. If the displacement of 
board warp is predicted, the defects will be decreased by modification of product design. In this 
study, we’d like to employ a convolutional neural network, characterize the data relations as a 
feature, for the prediction of circuit board warpage. The objective is a prediction of the amount of 
board warp using very limited results of several experimental measurements. 

All of input data which include material properties and so on are standardized between 0 to 1. The 
output data is standardized warp displacement of 9 points in vertical direction on the surface of 
circuit board. Since a number of original data is very limited, it is necessary to augment training 
data sets. However, usual augmentation techniques just interpolate closed data in a parameter 
space. In short, the improvement of the prediction accuracy is limited. We’d like to propose a 
method called as factor levels augmentation. The fundamental factor levels augmentation is linear 
interpolation, however it may not be able to represent actual physical phenomena which usually 
contains nonlinearity.  Nonlinear interpolation according to physical phenomenon produces better 
training data sets. 

Prediction accuracies between no augmentation data and factor levels data augmentation is 
compared. In the case of no augmentation, the prediction results include 40 errors over 20%. In 
the case of factor levels augmentation, the highest errors are less than 5%. The significance of the 
factor levels augmentation is confirmed. It is important to keep the trend and characteristics of the 
dataset remember when using factor levels augmentation so that points with different trends are 
not taken. We’d like to discuss more appropriate general data augmentation techniques using a 
smaller number of original data. 
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To improve tsunami preparedness, early-alert systems and real-time monitoring are essential. We pro-
pose a novel approach for predictive tsunami modeling within the Bayesian inversion framework. This
effort focuses on informing the immediate response to an occurring tsunami event using near-field data
observation. Our forward model is based on a coupled acoustic–gravity model (e.g., [1]). Similar to
other tsunami models, our forward model relies on transient boundary data describing the location and
magnitude of the seafloor deformation. In a real-time scenario, these parameter fields must be inferred
from a variety of measurements, including observations from pressure gauges mounted on the seafloor.
One particular difficulty of this inference problem lies in the accurate inversion from sparse pressure data
recorded in the near-field where strong hydroacoustic waves propagate in the compressible ocean; these
acoustic waves complicate the task of estimating the hydrostatic pressure changes related to the forming
surface gravity wave. Furthermore, the forward model incurs a high computational complexity, since the
pressure waves must be resolved in the 3D compressible ocean over a sufficiently long time span. Due to
the infeasibility of rapidly solving the corresponding inverse problem for the fully discretized space-time
operator, we explore options for using surrogate operators of the parameter-to-observable map.
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Outer-loop problems arising in engineering applications (such as optimization, uncertainty quantification
and inverse problems) require repeated evaluation of computationally intensive numerical models, such
as those arising from discretization and solution of ordinary and partial differential equations, for many
different choices of model parameters. The cost of these evaluations makes solution using the model
prohibitive, and efficient accurate surrogates are a key to solving these high dimensional problems in
practice. In this talk we will discuss various projected neural network strategies that bypass the high
fidelity parametric mapping by learning informed modes of the mapping. These neural networks can be
used in place of a high fidelity model to enable the solution of high dimensional outer-loop problems.
These strategies include reduced basis projections, adaptive construction of residual neural networks
and compression of derivative information that can be used both to construct and train neural networks.
These reduced-basis architectural strategies outperform conventional data-driven approaches when lim-
ited training data are available due to computational costs of evaluating high dimensional nonlinear
PDEs.
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In recent years, Hamiltonian Monte Carlo (HMC) method has emerged as a state-of-the-art Markov chain
Monte Carlo (MCMC) technique that exploits the geometry of the target distribution to generate samples
in high dimensional space in an efficient manner. Despite its impressive empirical success and increasing
popularity, its wide-scale adoption (in PDE-based models) is still limited due to the high computational
cost associated with the gradient calculation at every step. Furthermore, application of this method is
simply not possible in scenarios where the gradient of the posterior cannot be computed (for exam-
ple, with black-box simulators and/or with non-differentiable priors). To overcome these challenges,
we propose a novel multi-fidelity Hamiltonian Monte Carlo algorithm. In this two-stage algorithm the
acceptance probability is computed in the first stage via standard HMC proposal using an inexpensive
surrogate model (with easy-to-compute-gradients), and, if the proposal is accepted, the full posterior is
evaluated using the high fidelity (HF) numerical solver in the second stage. Splitting the standard HMC
algorithm into these two stages allows for the efficient and computationally inexpensive evaluation of
the gradient of the posterior (by leveraging automatic differentiation capabilities of DL-based forward
model surrogate for example), thus retaining advantages of HMC, such as scalability to high dimensions
and faster convergence while producing accurate posterior samples by using HF numerical solvers in
the second stage in forward mode. We demonstrate the effectiveness of the proposed algorithm on a
variety of linear and non-linear Bayesian inverse problems using traditional and modern deep generative
priors [1] and showcase that in all scenarios it significantly outperforms the traditional HMC algorithm
in computational efficiency while retaining similar accuracy.
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Operator learning has emerged as a key enabler for accelerating the computation of existing scientific
models [1] and for discovering new models from data when no model exists [3]. In this talk, I will
describe recent scientific machine learning methodologies that are designed to scalably and efficiently
emulate (potentially noisy and nonlinear) operators that define forward and inverse problems arising in
science and engineering. Crucially, these methods are conceptualized on infinite-dimensional input and
output function spaces and thus can handle parameters of arbitrarily high dimension after discretization.

The first contribution is a hierarchical operator regression approach [2] that generalizes traditional ran-
dom feature methods operating between Euclidean spaces. Viewed as a randomized kernel method with
a data-adapted feature map, it enjoys several computational advantages over its nonparametric coun-
terparts, and through its Gaussian process connection, is naturally interpretable and provides automatic
uncertainty quantification. The algorithm is used to regress parametric solution maps defined by nonlin-
ear partial differential equations (PDEs) and rapidly solve PDE-based Bayesian inverse problems.

Moving on to theoretical advances, in the setting of learning linear operators I will provide large data con-
vergence rates of nonparametric statistical estimators that give sharp in-distribution and out-of-distribution
generalization guarantees in infinite dimensions [4]. The theory is valid not only for bounded or compact
operators, but also for unbounded ones; a key conclusion of relevance to data-driven model discovery
is that unbounded linear operators such as those appearing in linear PDEs require more training data to
achieve a fixed error tolerance than do compact operators. Finally, I will remark on methods that directly
learn the observation-to-parameter solution operator of linear and nonlinear ill-posed inverse problems.
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Abstract The multi-scale design optimization of fiber-reinforced composite laminates has shown 
great potential in structural lightweight and functionalization and has become a research hotspot 
in recent years, especially with the development of composite additive manufacturing technology. 
Compared with traditional isotropic material structural topology optimization, concurrent multi-
scale variable stiffness design optimization of composite laminates poses a greater challenge for 
large-scale design variables, constraint calculations, and real-time topology optimization. Based 
on these, the present paper investigates the concurrent multi-scale variable stiffness design 
optimization of fiber-reinforced composite laminates based on deep learning. Based on the 
convolutional neural network (CNN) method, a new deep learning approximate model for real-
time concurrent multi-scale variable stiffness design optimization of fiber-reinforced composite 
laminates is proposed. In the proposed model, the initial element artificial density, discrete fiber 
laying angels, optimized macroscopic topology configuration, and optimized microscopic fiber 
laying angels are inputted as samples under random loading conditions for the deep learning CNN 
training. The optimization of 2D composite panels demonstrates the capabilities of the proposed 
framework. Numerical studies show that the proposed deep learning-driven model can realize 
real-time concurrent multi-scale variable stiffness design optimization of fiber-reinforced 
composite laminates, which provides a real-time choice for the design of composite structures in 
engineering applications. 
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Turbine design requires intensive human labour costs because expert designers have to 
modify shape parameters manually. It is desired to optimize turbine design parameters, but the 
flow around the turbine is complicated and difficult to optimize using conventional optimization 
methods. In addition, designers have to optimize intensive number of airfoils whose flow 
conditions are slightly different from each other. If conventional optimization methods are 
employed, we have to solve different optimization problem for each design condition, which is 
inefficient and is not acceptable from practical point of view. In the present study, the 
reinforcement learning based optimization method is proposed that can handle such flow 
characteristics. The proposed method needs to be trained using intensive training dataset, but once 
it is trained, the trained model is reusable for different flow conditions; the proposed method can 
optimize turbine airfoils in a small time period.   
 Reinforcement learning is one of a unsupervised learning methods, which was 
successfully applied to optimal control and arcade games. Recently, reinforcement learning was 
also applied to mechanical and structural design optimization [1,2].  In the present study, RL 
model is trained to inputs information including flow field information and outputs optimal way 
to modify airfoil shape. The capability of dealing with unseen tasks, i.e. capability to optimize 
airfoil in different flow condition, is examined using numerical experiments. 
 

 
 
 
 
 
 
 
 
 
 

Fig. 1  Example of initial airfoil and optimized airfoil by the proposed method 
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Based on the moving morphable component (MMC) method, a real-time Topology Optimization 
(TO) algorithm using a convolutional neural network (CNN) is presented. Comparing to the Solid 
Isotropic Material with Penalization (SIMP) TO method, MMC method describes the 
optimization structure together with level set function, which causes difficulty and complexity in 
using deep learning model with MMC method. In this study, a new data preprocessing method is 
proposed to ensure that the CNN model can be trained based on the accuracy structure boundary 
information. Meanwhile, such method can also help the CNN model capture data features with 
limited sample set. To avoid the component dislocation, the topology optimization boundary 
information of the optimized results is used as the sample set label. The new algorithm was 
implemented with several examples, the efficiency and effectiveness have been verified. The 
trained deep learning model can significantly improve the optimization efficiency of MMC 
method and offer accurate results with clear boundary. This study provides a new theoretical basis 
and numerical algorithm for real-time topology optimization of structures. 
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In the present study, a real-time topology optimization framework of heat dissipation structure is 
established by combining Convolutional Neural Network (CNN) model with the Moving 
Morphable Components (MMC) framework. The optimized topology is obtained in real-time 
while ensuring more efficient heat dissipation performance of the structure. This is because the 
clear geometric profile of the optimized topology structure can be directly obtained without any 
results post-processing work based on the MMC framework. The present study innovatively 
proposes a data pre-processing method for the MMC framework, so that it can be trained based 
on a small sample set to obtain sufficiently high-precision prediction results. At the same time, 
the optimized topology configuration is used as the training label of the model, which avoids the 
secondary processing of graph generation and reduces the data error. Numerical examples show 
the topological configuration of the structure under different heat sources and boundary 
conditions, which shows the effectiveness and superiority of the framework.  
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Grid stiffened structures generally achieve various excellent properties through geometry and 

topology design of the stiffeners. However, it is difficult to obtain the optimal result only by 
empirical design, and it is impractical to explore the design space through repeated experiments. 
Topology optimization is one of promising methods applied to the design optimization of structures 
with multiscale characteristics. In the design optimization of grid stiffened structures, the optimum 
layout and types of the stiffeners should be solved. However, due to the high-dimensional 
topological design space, multiple local optima, and high computational cost, there still exist some 
challenges in realizing accurate inverse design. To address these obstacles, we will propose the 
design framework based on the gradient based optimization algorithm with the help of the deep 
learning, where a microstructure database will be established and discussed. The optimization 
formulation of reinforced ribs of thin-walled stiffened structures for minimizing the vibration 
response and maximizing buckling load is established. The optimum layout of stiffeners is realized 
in several numerical examples of stiffened plates to verify the effectiveness of the proposed method. 
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In this work, a general view of data-driven computational solid mechanics, suitable for history-
dependent materials, is developed within the Thermodynamics of Irreversible Processes 
framework. It is based on the Experimental Constitutive Manifold (ECM) concept. The 
mathematical structure of the ECM, which involves internal state variables, constitutes the material 
model associated with the available experimental data. The hidden variables are not known a priori 
but are calculated from the experimental data thanks to the so-called "ECM-Central Problem". A 
second and equally important step is defining the mathematical model as an interpolation of the 
experimental data obtained from the various tests carried out. That leads to a model very similar 
(mathematically speaking) to the standard models encountered in Materials Science. We use a 
kernel-based interpolation associated with a Reproducing Kernel Hilbert Space, which is very 
efficient here because the functions involved are very regular.  
 
This paper presents recent advances in this data-driven computational approach, particularly the 
interpolation procedure used. Illustrations are given on the modeling of elasto-plasticity, for which 
we propose data-driven models for isotropic materials in which no a priori assumptions on the 
modeling are necessary. 
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A mechanics-informed, data-driven framework for learning the constitutive law of a complex 
material from stress-strain data is proposed. It features a robust and accurate method for training a 
regression-based, surrogate model capable of capturing highly nonlinear material behavior while 
preserving principles that are important to solid mechanics. In this sense, the proposed modelling 
framework is structure-preserving. The model it generates combines the form-agnostic advantage 
of purely phenomenological data-driven regressions and the physical soundness of mechanistic 
models. The underlying training procedure is equally compatible with both numerical and 
experimental stress-strain data.  

While regression Artificial Neural Networks (ANNs) have excellent nonlinear function fitting 
capabilities, an ANN-based constitutive law that fits well to training data is not necessarily 
physically sound or exploitable in the context of a numerical simulation, due to imperfect training 
convergence, noise in the data, overfitting, and most importantly, the absence of mechanics (or 
physics)-based constraints. Therefore, the proposed framework supplements a typical ANN loss 
function with mechanics-informed contributions and enforces desirable mathematical properties on 
the network architecture, to guarantee the satisfaction of important physical properties regardless 
of training accuracy or training data quality. Furthermore, by embedding a priori a knowledge of 
mechanics into the model it constructs, the proposed framework favors the learning of the structure 
of a constitutive relation rather than overfitting to the training data. As such, it also regularizes the 
model it generates, reduces its sensitivity to training data noise, and promotes its robustness to 
inputs outside of the training domain.  

First, the proposed framework is presented in the nonlinear elastic setting, as in [1], where the stress 
depends only on the instantaneous strain state. Various physics-based model constraints important 
for elasticity are discussed and formulated in the context of an ANN, including dynamic stability, 
material stability, objectivity, and preservation of rigid body modes. Next, the framework is 
extended to the viscoelastic setting, where the stress depends on both the strain and strain-rate, 
using two-different approaches that are informed by thermodynamic constraints such as the 
Clausius-Duhem inequality.  

Finally, the performance of the proposed framework for data-driven modelling is illustrated with 
the nonlinear, dynamic, multiscale simulation of the supersonic inflation of an atmospheric 
aerodynamic decelerator system including a parachute canopy made of a woven fabric. It is shown 
to enable the computational tractability of the chosen homogenization approach and to reproduce 
flight test data. 
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With the recent advances in additive manufacturing and in the field of metamaterials, designing 
microstructures has become a topic of high interest. To better understand structure-property 
relations for such microstructures, computational homogenization is typically used. The 
microstructure is explicitly modelled on a representative volume element, and thus replaces the 
macroscopic constitutive model with an effective one. Such procedure becomes computationally 
expensive and typically infeasible in the context of uncertainty quantification, material design and 
optimization, where numerous simulations must be run. 
 
To make these analyses amenable, the parameterized microscopic problem is often approximated 
with an inexpensive-to-evaluate surrogate model, using for example data-driven methods from 
Machine Learning and Deep Learning. For optimization or inverse problems, the surrogate model 
must be able to handle different types of parameters (e.g., loading, material and geometry). In a 
recent work [1], we successfully constructed an accurate surrogate model for microstructures 
under varying loading and material parameters by approximating the microscopic stress field with 
proper orthogonal decomposition (POD) and finding the coefficients with Gaussian process 
regression (GPR). 
 
In this work, we extend our previous methodology to also treat geometrical parameters. The main 
hurdle for geometrically parameterized problems lies in finding geometrical transformations that 
map each snapshot onto a common reference domain. After finding such a transformation, the 
same procedure as before (POD and GPR) can be adopted. Most existing works describe these 
transformations using free form deformations or radial basis functions (see, e.g., [2]). Instead, we 
obtain the transformation map by solving an auxiliary linear partial differential equation (see, e.g., 
[3]) and show how this, combined with the nonlinear microscopic problem, can be used to learn 
an accurate and fast-to-evaluate effective constitutive model. Moreover, we show that the 
predicted stress fields automatically fulfil the microscopic physics (balance laws and periodicity) 
for any parameter values. 
 
The proposed method is tested on several composite microstructures, involving rotations and 
large variations in shape of considered inclusions. The examples involve two scales, showcasing a 
high accuracy and speedup, and its potential in two-scale shape optimization and material design. 
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Many physical phenomena are modeled by partial differential equations (PDEs). In general, it is difficult
to obtain the analytical solutions of PDEs. Hence, various numerical methods are developed to obtain the
approximate solutions in a finite-dimensional space. Traditional ways to tackle the solution of PDEs are
the finite element method, the finite difference method, the finite volume method, and mesh-free method.
In the present day, deep learning is ubiquitous, empowering various fields. The success of deep learning
is partially attributed to the powerful approximation capabilities of the neural network. It is natural to
use the neural network as the approximation function of PDEs, i.e., physics-informed neural network
(PINN). Another framework of PINN is the deep energy form (DEM), using the physical potential en-
ergy as the optimized loss function. Although DEM has the minimum potential energy formulation,
the DEM lacks the principle of minimum complementary energy formulation. In this study, we pro-
pose the complementary energy form of DEM. We compare the PINN strong form and different energy
forms including minimum potential and minimum complementary form. The accuracy and efficiency
are carefully examined by applying different PINN methods to three loading cases of solid mechanics
benchmark: only Dirichlet boundary condition, only Neumann boundary condition, and mixed boundary
condition. Through the comparison with the analytical solution, it is found that: (1) DEM of minimum
complementary energy form is suitable for handling the case of only Dirichlet boundary condition, (2)
DEM of minimum potential energy form is suitable for handling the case of only Neumann boundary
condition. Compared with PINN strong form, DEM shows certain advantages in terms of the simplicity
of hyperparameter tuning and the computational efficiency due to the high tensor field in solid mechanics.
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The Data-Driven (DD) computing paradigm in mechanics problems [1] aims to obviate the need 
for empirical constitutive modeling, by directly using data from physical experiments and lower-
scale computations to capture material behavior, while retaining all essential constraints and 
conservation laws. The goal of the data-driven solver is to determine, for every material point of a 
discretized system, the optimal local state, i.e. the material state (stress, strain) which results in 
the closest possible satisfaction of compatibility and equilibrium, by searching within the data set. 
The question of how to efficiently generate a data set suited for a particular application (i.e. goal-
oriented) is still an open problem, particularly in the case of history-dependent material behavior. 
 
The objective of this study is to develop an unsupervised goal-oriented data sampling algorithm 
furnishing an efficient DD scheme that converges in global distance. The idea is to iteratively 
expand an initial data set until this distance is acceptably small. We first analyze the spatial 
distribution of stress-strain paths in the material points and their corresponding distances from the 
data set. This analysis is used to propose new paths to be sampled using lower scale RVE 
calculations, and added to the preexisting data set. This process is repeated until the local state of 
each material point is well covered by the expanded data set. 
 
To demonstrate the method, we carry out DD finite element simulations of a specimen of Hostun 
sand, a material with complex history-dependent behavior, subjected to triaxial compression [2, 
3]. The sampling of the phase space of the local strain-stress pairs is performed with LS-DEM 
calculations of representative unit cells, subjected to loading paths determined by the proposed 
sampling algorithm, while material history is accounted for through a thermodynamically-
motivated parameterization of the data sets [2]. It is shown that this adaptive expansion of the 
data set, tailored for the particular application, leads to superior convergence properties compared 
to preexisting sampling techniques, which can facilitate further applications of the DD computing 
paradigm. 
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We will present our recent advance in Bayesian neural networks for weak solution of partial differential
equations (PDEs) with uncertainty quantification [1]. Solving PDEs is the canonical approach for un-
derstanding the behavior of physical systems. However, large scale solutions of PDEs using state of the
art discretization techniques remains an expensive proposition. In this work, a new physics-constrained
neural network (NN) approach is proposed to solve PDEs without labels, with a view to enabling high-
throughput solutions in support of design and decision-making. Distinct from existing physics-informed
NN approaches, where the strong form or weak form of PDEs are used to construct the loss function,
we write the loss function of NNs based on the discretized residual of PDEs through an efficient, con-
volutional operator-based, and vectorized implementation. We explore an encoder-decoder NN structure
for both deterministic and probabilistic models, with Bayesian NNs (BNNs) for the latter, which allow
us to quantify both epistemic uncertainty from model parameters and aleatoric uncertainty from noise
in the data. For BNNs, the discretized residual is used to construct the likelihood function. In our ap-
proach, both deterministic and probabilistic convolutional layers are used to learn the applied boundary
conditions (BCs) and to detect the problem domain. As both Dirichlet and Neumann BCs are specified
as inputs to NNs, a single NN can solve for similar physics, but with different BCs and on a number of
problem domains. The trained surrogate PDE solvers can also make interpolating and extrapolating (to a
certain extent) predictions for BCs that they were not exposed to during training. Such surrogate models
are of particular importance for problems, where similar types of PDEs need to be repeatedly solved
for many times with slight variations. We demonstrate the capability and performance of the proposed
framework by applying it to different steady-state and equilibrium boundary value problems with physics
that spans diffusion, linear elasticity, and nonlinear elasticity.
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The formulation and calibration of constitutive models is still a challenging task for materials which
reveal complex nonlinear behavior. Due to this, numerous novel approaches – generally referred to as
data-based methods – have recently arisen in the computational mechanics community [1]. In this con-
tribution, an automated artificial neural network (ANN)-based strategy for the efficient description of
isotropic and anisotropic hyperelastic solids is presented. Starting from a large data set comprising de-
formation and corresponding stresses, a physically based transformation of the problem into the space of
invariants is performed. It enables to reduce the cardinality of the data set by several orders of magnitude.
The thinned data set is then used to calibrate physically informed ANNs as a constitutive model within a
customized training process. Thereby, the set of invariants serves as the input instead of the deformation
tensor itself which automatically introduces material symmetry [2]. Furthermore, in order to fulfill the
2nd law of thermodynamics, the ANN is utilized on the energy level.

The proposed method is exemplarily shown for the description of highly nonlinear elastic materials in
several demonstrative examples [2]. Thereby, the necessary data sets are generated synthetically, i. e.,
they are collected from virtual experiments of samples comprising a constitutive behavior defined by
classical nonlinear models. It is shown that the trained ANN is able to achieve a high accuracy within
fully three-dimensional simulations, although the training data are taken from pure two-dimensional
plane stress states. Furthermore, the method is applied within a data-based multiscale approach, where
the ANN serves as a surrogate or macroscopic model describing the effective behavior of periodic unit
cells. To train the network, a data set is generated via offline computational homogenizations. The
specific microstructural geometry of the considered unit cells is included within the macroscopic ANN-
model via a related set of invariants. Consequently, the presented approach enables the solution of
multiscale problems with comparatively low computational cost.

REFERENCES
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Artificial neural networks (ANNs) have been employed to represent the constitutive relation of hyper-
elastic materials under large deformations. Various advancements have been made in order to obtain
improved model performance, e.g. by incorporating certain physical constrains [1, 2]. However, most
of these approaches still suffer from numerical instability during the numerical solution procedure. This
contribution discusses a formalism for data-driven modelling of advanced materials with special interest
in the large deformation response of three-dimensional specimens. The underlying hyperelastic defor-
mation problem is formulated in the principal space using principal stretches and principal stresses. The
associated constitutive relation is consequently using principal quantities and captured by the parameter-
free representation using a deep neural network.

The presentation investigates certain physics-motivated requirements imposed on the architecture of the
ANN such as the symmetry of its Jocobian matrix, growth conditions, and objectivity criteria [3]. The
training phase of the constitutive ANN operator employs a loss function which ensures the identified con-
sistency conditions. The prediction phase exploits a constitutive blending approach to stabilise the nu-
merical solution procedure in the presence of typically local stretch/stress extrema. The non-convergence
effect is overcome by using a modified Newton-Raphson procedure when solving global structural prob-
lems using Finite Element Method. The presented approach is implemented using FEniCS [4] and builds
on symbolic representation of the ANN operator based on the Unified Form Language (UFL). The neural
network is constructed, trained and tested using PyTorch.

Numerical benchmarks demonstrate the ability of the presented complete and general formalism to de-
scribe non-trivial load-deformation trajectories of 3D test specimens as well as real-world experiments.
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Nowadays, structure materials with high strength, ductility and good strength-to-weight ratio are required
for industries. Instrumented indentation test provides an efficient, high through-put and non-destructive
way to characterize the mechanical properties of alloys, although it is hard to get the stress-strain relation-
ship corresponding to tensile test directly due to the complex stress state beneath the indenter. Various
estimation approaches for the plastic properties have been purposed based on the results of instrumented
indentation test [1–3]. In our previous study [4], the interaction effect between two neighboring indenta-
tion was utilized to determine the two material constants of a simple constitutive model of plasticity. The
purposed approach was validated for application to aluminum alloys and stainless steel, the estimated
stress-strain curve agree with the experimental results in aluminum alloys but the linear hardening be-
havior in stainless steel cannot be followed due to the power-law hardening constitutive model. In this
study, a computer-aided approach to estimate the plastic properties of alloys using neighboring indenta-
tion test was purposed with a modified constitutive model to represent the various hardening behavior of
alloys. The material database to determine a set of material constants for the modified plastic constitutive
model was prepared by the finite element simulation of neighboring indentation. The material constants
were estimated by load – depth curves and topography of indentation impression from neighboring in-
dentation tests. This approach was validated for application to aluminum alloys and a stainless steel.
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The classical computational paradigm has been to calibrate empirical material models using observa-
tional data and then use the calibrated material models in calculations. This process of modeling, if at
all possible, necessarily corrupts the data and adds many uncertainties, especially in complex systems
such as biological tissue. Data-Driven computational mechanics is a new paradigm, according to which
calculations are carried out directly from empirical material data and pertinent physical constraints such
as compatibility and equilibrium, thus bypassing the empirical material modeling step of conventional
computing altogether [1, 2]. We develop a new Data-Driven framework capable of predicting wave prop-
agation in viscoelastic solids directly from in-situ Dynamic Mechanical Analysis (DMA) data, without
the need for regression or modeling of the data. Specifically, we formulate the problem in the frequency
domain and seek to minimize a distance between physically admissible histories of stress and strain,
in the sense of compatibility and equilibrium, and DMA data. Following [3], we find that the natural
distance that metrizes the space of histories in the frequency domain is the Wasserstein distance from
optimal transport theory [4]. The great advantage of the Wasserstein distance is that it naturally inter-
polates between frequencies and allows the response of the system at one frequency to be inferred from
data at nearby frequencies. We demonstrate and verify the approach by means of selected test cases,
with particular focus on convergence with respect to the data. As an illustrative application, we apply the
approach to the simulation of neuromodulation of the human brain directly from patient-specific in situ
Magnetic Resonance Elastography (MRE) data.
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Abstract 
The model-free distance-minimizing data-driven computational method has recently become a 
novel paradigm for solving various mechanics problems. With this paradigm, boundary-value 
problems can be solved with a discrete constitutive dataset. However, the paradigm may suffer 
from low efficiency since tremendous iterative searches of key data points in the discrete dataset 
are needed during the solution process and the mechanical behaviors of history dependent 
materials cannot be represented purely by a fixed dataset. To accurately and efficiently solve the 
elasto-plastic deformation problems with the paradigm in our work, on the one hand, the multi-
level K-d tree and data supplement method are developed for effective data addition and fast data 
search, on the other hand, the fixed dataset considering path dependent behaviors of materials is 
constructed. With this kind of fixed dataset, a stress correspondence method is developed to 
compute the plastic strain of every integration point at each load step, and a data-driven 
classification model for yielding is constructed to rapidly determine the yield status of each 
integration point in the method. Moreover, a symmetric mapping method is developed to 
accurately determine the stress-strain state for the integration points under unloading or inverse 
loading with the fixed dataset. Results of some representative numerical examples of plastic 
deformation problems demonstrate that the method possesses high accuracy and efficiency. This 
work was supported by the NSFC (Nos. 12072062 and 12072061), the LiaoNing Revitalization 
Talents Program (XLYC1807193), Key Research and Development Project of Liaoning Province 
(2020JH2/10500003) and Fundamental Research Funds for the Central Universities 
(DUT20LAB203). 
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We recently proposed a new approach for data-driven automated discovery of constitutive laws in 
continuum mechanics called EUCLID (Efficient Unsupervised Constitutive Law Identification 
and Discovery) [1]. The approach is unsupervised, i.e., it requires no stress data but only 
displacement and global force data, which are realistically available through mechanical testing 
and digital image correlation techniques; it delivers interpretable models, i.e., models that are 
embodied by parsimonious mathematical expressions discovered through sparse regression of a 
large catalogue of candidate functions; it is one-shot, i.e., discovery only needs one experiment - 
but can use more if available. The method was successfully demonstrated for discovering 
hyperelastic strain energy density functions [1,2] as well as perfectly plastic yield functions. As 
plastic yield functions in general depend on the loading history, i.e., the material behaviour 
cannot be assumed as perfectly plastic, the goal of the current work is to consider the effects of 
hardening in the discovery procedure. To this end a large catalogue of candidate yield functions 
and hardening laws is formulated. Then a sparsity promoting optimization problem, which 
enforces local equilibrium constraints in the bulk and global equilibrium constraints at the loaded 
boundary of a deformed specimen, is solved to select the yield surface and hardening law that 
both fit the given data and are described by concise interpretable mathematical expressions. 
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We validate experimentally the data-driven approach for the automated discovery of isotropic hyperelas-
tic material laws proposed in [1] and termed EUCLID (Efficient Unsupervised Constitutive Law Identi-
fication and Discovery). The approach only requires displacement and global force data and delivers in-
terpretable models, i.e., models that are embodied by parsimonious mathematical expressions discovered
through sparse regression from a large catalogue of candidate functions. The problem of unsupervised
discovery is solved by enforcing equilibrium constraints in the bulk and at the loaded boundary of the
domain. Sparsity of the solution is achieved by �p regularization combined with thresholding, which
calls for a non-linear optimization scheme whose hyperparameters are partially determined by imposing
physics-based constraints.

In the original paper, the approach was demonstrated on artificial results obtained by finite element
computations. Here, we aim at its validation using experimental data. To this end, mechanical tests
are performed on different rubber specimens with increasing geometrical complexity, so as to locally
promote a multiaxial stress state. The displacement field is measured with digital image correlation
(DIC), while the applied global force is monitored using a load cell. The effect of the geometrical
complexity and of the DIC spatial and temporal resolution is investigated. Then, the obtained laws are
used to predict an additional experimental test not involved in the discovery phase.
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Accurately modeling cyclic elastoplastic behavior of structural steels is essential to establish reliable 
structural analysis results, especially for structural systems under earthquake excitations that 
commonly behave in a ductile manner. However, the identification of the underlying material 
parameters to simulate such behavior is very difficult because cyclic material tests are not usually 
available. Therefore, structural responses may be used for identification. Moreover, performing many 
nonlinear response history analyses or static cyclic elastoplastic analyses demands substantial 
computational cost. The dataset-specific bias has also not been fully addressed by the current 
identification methods. 
 
To address this issue, this work proposes using Bayesian optimization (BO) [1] for solving an inverse 
problem by which certain parameters of the nonlinear combined isotropic/kinematic hardening model 
for structural steels are inferred from responses of a specimen or structure tested under cyclic loading. 
In this way, BO minimizes an error function that represents the difference between simulated 
responses and those measured experimentally, while providing a global-optimization framework for 
the identification and considerably reducing the number of simulation calls. 
 
BO first creates a training dataset of different samples of material parameters and the corresponding 
error function values using a detailed finite element model of the experiment and the experimental 
measures. A Gaussian process model is constructed based upon this training dataset to produce a 
predictive model of the error function for a set of parameters. This model is then used for developing 
an acquisition function that intelligently guides BO during the search process by balancing exploration 
and exploitation of the parameter space. 
 
Identification results from cyclic tests of a steel specimen show that the parameters identified by BO 
well reproduce the hysteresis behavior of the steel subjected to different cyclic loading conditions. 
Experimental results from different loading histories are also recommended to be utilized for the 
identification to mitigate the bias toward a specific load pattern that may lead the identified parameters 
to inaccurate predictions of the material behavior subjected to other load cases. 
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Abstract

Traditional simulations of complex mechanical deformation are technologically crucial and
computationally expensive. Developing comparably accurate models directly from data with
lower computational cost can enable more robust design, uncertainty quantification, and ex-
haustive structure-property exploration. We have been developing neural network models that
are guided by traditional constitutive theory, such as tensor function representation theorems
to embed symmetries, and also exploit deep learning to infer intrinsic microstructural features.
Neural networks are flexible since sub-components of their graph-like structure can be arranged
to suit particular tasks, such as image processing and time integration. This talk will describe
the architecture and demonstrate the efficacy of neural networks designed to model the re-
sponse of elastoplastic and viscoelastic materials with pores, inclusions or grains based solely
on observable data.
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Abstract: The traditional computational prediction of nonlinear history-dependent mechanical 
responses subjected to random excitation sequences suffers laborious manual modelling and 
unsatisfactory accuracy with low computational efficiency. In this paper, we propose a general deep 
learning model named Mechformer (Mechanical Transformer), which is able to efficiently 
reproduce the history-dependent mechanical responses with high fidelity under any loading 
protocols. First, we analyze and abstract the distinctive traits of the history-dependent mechanical 
response simulation: ultra-long sequence, significant memory effect, and causal autoregression. 
Upon these inductions, we introduce the Transformer architecture predicated on an advanced fast 
attention mechanism and further incorporate reversible network technique as well as GRU (gated 
recurrent unit), which manage to extract global historical information at any distance with linear 
algorithmic complexity. Moreover, to address arbitrary mechanical inputs, a new data 
normalization method named NRVS (Nonlinear Reference-Value Scaling) is presented. Then we 
perform a numerical experiment based on a sophisticated constitutive model of low-yield-point 
steel featuring strong nonlinearity and strain range dependence effect. The results demonstrate the 
effectiveness, high efficiency, and excellent generalization capability of our developed model in 
reproducing the complicated mechanical responses, thus promising a new expressive alternative 
for the elaborated constitutive modelling. Finally, we discuss the mechanical interpretation of our 
model to facilitate a more intuitive comprehension. 
Key Words: history-dependent effect; deep learning; Mechanical response; Transformer; 
attention mechanism; intelligent design   
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Constitutive models have been utilized to study the mechanical behaviors of solid material. The formu-
lation of constitutive relations is difficult and could be associated with limiting hypothesis. In recent
years, machine learning techniques have shown promising capabilities for capturing material behavior
[1][2]. This work proposes novel neural network-based approaches to reproduce the complex nonlin-
ear constitutive relations of solid materials including elastic behavior, plastic deformation and damage
mechanism. A history-based strategy has been suggested using an artificial neural network for train-
ing path-dependent inelastic behavior. The network development is based on a general internal variable
formalism. The number of selected internal variables is linked to the problem and degree of accuracy.

It is shown that the proposed methodology can represent exactly the von Mises elastoplastic material
model in uni-axial stress state. The strategy was applied to sequences of training and validation data
which were generated numerically for elastoplasticity with and without hardening as well as for elasto-
plastic damage. The results have been compared against established mathematical models and shown
a potential of describing complex non-linear solid material behavior accurately in one-dimensional and
multi-dimensional space.
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Abstract 

The macroscopic behavior of materials that we observe and exploit in engineering applications 
results from complex interactions between physics at multiple lengths and time scales: 
electronic, atomistic, domains, defects, etc. Multiscale modeling seeks to understand these 
interactions by exploiting the inherent hierarchy where the behavior at a coarser scale regulates 
and averages the behavior at a finer scale. Such an approach can be challenging for two reasons. 
First, it is computationally expensive due to the need to repeatedly solve the finer scale model. 
Second, it requires a priori (empirical) knowledge of the aspects of the finer-scale behavior that 
affect the coarser scale (order parameters, state variables, descriptors, etc.). We address these 
challenges in a two-scale setting where we regard the solution of the fine-scale model as an 
operator (mapping between Banach spaces) and introduce a general framework for the data-
driven approximation of such operators with the capacity of incorporating universal physics 
principles. This approach results in a physics-informed neural operator approximation that is 
computationally inexpensive, resolution (mesh) independent, and can be used directly in the 
coarser scale computations. Furthermore, we show that the physics-informed neural operator 
is capable of dramatically decreasing the amount of data required for learning the true material 
behavior compared to a pure data-driven setting. 
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In the present work [1], two machine learning based constitutive models for finite deformations are
proposed. Using input convex neural networks, the models are hyperelastic, anisotropic and fulfill the
polyconvexity condition, which implies ellipticity and thus ensures material stability. The first constitu-
tive model is based on a set of polyconvex, anisotropic and objective invariants. The second approach is
formulated in terms of the deformation gradient, its cofactor and determinant, uses group symmetriza-
tion to fulfill the material symmetry condition, and data augmentation to fulfill objectivity approximately.
The extension of the dataset for the data augmentation approach is based on mechanical considerations
and does not require additional experimental or simulation data.

The models are calibrated with highly challenging simulation data of cubic lattice metamaterials, includ-
ing finite deformations and lattice instabilities. A moderate amount of calibration data is used, based
on deformations which are commonly applied in experimental investigations. While the invariant-based
model shows drawbacks for several deformation modes, the model based on the deformation gradient
alone is able to reproduce and predict the effective material behavior very well and exhibits excellent gen-
eralization capabilities. In addition, the models are calibrated with transversely isotropic data, generated
with an analytical polyconvex potential. For this case, both models show excellent results, demonstrating
the straightforward applicability of the polyconvex neural network constitutive models to other symmetry
groups.

Finally, we also extend the physics-guided neural network constitutive models towards inelastic and
multiphysical material behavior.
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Data driven methods are becoming increasingly prevalent in many scientific applications including con-
stitutive modeling of materials. It has been shown that neural network based material models can learn
complex material response without the limitations of expert-constructed analytical models. All material
models must satisfy a set of physics-based constraints such as polyconvexity of strain energy [1]. How-
ever, satisfying this condition in a data-driven approach is difficult. The most common approach to tackle
this problem so far has been to simplify the problem by replacing the polyconvexity of strain energy with
a more tractable condition such as convexity of strain energy with respect to the Green deformation
tensor. Then neural networks are trained with loss functions that penalize nonconvex outputs.

While this approach may succeed under certain conditions, it is an approximate method and has a limited
scope. There is no guarantee that the strain energy will be convex anywhere, especially outside the
training region. The loss functions that are used to train neural networks in this approach also result in
highly nonlinear loss spaces which in turn makes the training very difficult.

In this study we develop a data-driven material model that satisfies polyconvexity of strain energy a priori
[2]. For this we employ a new type of neural networks known as neural ODEs [3] to estimate derivatives
of the strain energy function with respect to invariants of deformation. In the current approach the strain
energy derivatives are defined as the solution of a neural ODE at some fictitious time t = 1. Since the
solutions of an ODE at any given time are monotonic this results in an automatically convex function.

We train the neural ODE using experimental data from porcine skin and synthetic data generated from
popular closed-form models. We show that the neural ODE is able to learn and replicate the outputs of all
the closed-form models and outperforms the models when trained with experimental data. We implement
the neural ODE based material model in a finite element method software to test and showcase its use in
practical applications.
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Computer simulation has acquired a preeminent role in recent years, particularly, many engineering ap-
plications rely on the predictive capabilities of computational models. Some of these applications, like
biomedical simulations used to support or train surgeons [1][2] require computationally efficient or even
real-time solutions. Conventional methods for solving the underlying non-linear problems, such as the Fi-
nite Element Method, are computationally far too expensive. This work efficiently leverages state-of-the-art
data-driven techniques to give accurate non-linear solutions in real-time.

In this work, we propose a highly efficient deep-learning surrogate framework that can predict deformation
responses of hyper-elastic bodies under external loads. We implement a special type of convolutional neural
network (CNN) [3], the so-called U-Net. This architecture has strong resemblances to Finite Element multi-
grid methods and proves to be capable of capturing non-linear responses characteristic to large deformation
regimes. We train variants of U-Net with synthetic force-displacement data generated with the finite element
method. In addition to the standard deterministic version of the framework, we propose its probabilistic
versions, which can provide reliable uncertainty estimates of U-Net models in addition to predictions. We
study the properties of frameworks for several benchmark problems. In particular, we check the capabilities
of the Maximum Likelihood and the Variational Bayes Inference [4] formulations to assess the confidence
intervals of solutions.

The use of the U-Net surrogate model allowed us to gain x350 speedup, enabling us to achieve real-time
responses. The solution errors of the surrogate model have been shown to correlate with the uncertainties
predicted by the proposed probabilistic framework. We also show that uncertainties of solution rapidly
increase in the extrapolated region [3]. With our framework we could assess both: model and data uncer-
tainties, which we believe is an important step towards making real-time hyper-elastic simulations more
reliable.
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In this study, we propose a surrogate model for predicting nonlinear structural deformations of elastic
flexural mechanisms. Psuedo-rigid-body model is often used for describing the behaviors of a structure,
such as compliant mechanism, with deformation degrees-of-freedom (DOF) as a combination of rigid
bars and torsion springs [1]. However, it is necessary to construct a computational model based on the
geometrical shape of each structure by trial and error.

In accordance with Ref. [2], by using co-rotational beam element, we develop a generalized surrogate
model, which can predict nonlinear responses of a compliant mechanism with the essential deforma-
tion DOF of beam element without any geometrical assumption. The total number of DOFs of nodes
at both ends of a two-dimensional beam is six, while the number of deformation DOFs is three, i.e.,
axial extension, symmetric bending, and anti-symmetric bending. Therefore, it enables us to reduce the
computational cost, from 6 × 6 to 3 × 3, associated with the models by using the essential deformation
DOFs of the co-rotational beam element.

It is difficult to predict the nonlinear responses of forces derived from displacements of a compliant
mechanism represented by a co-rotational beam element. The reason is that a single forced-displacement
simulation can produce multi-stable states due to the geometrical nonlinearities and numerical instabili-
ties. To overcome this problem, we generate the data sets by applying external forces and use its inverse
response for training the surrogate model.

In the numerical examples, large-deformation behaviors of several types of compliant mechanisms are
predicted by the proposed model. The accuracies of the prediction are investigated for verifying that it
can be a beneficial tool for designing structures with nonlinear elastic deformation behaviors.
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Fibre reinforced composites are important structural materials in various industrial sectors. The 
optimised design and certification of such materials rely on efficient multiscale analysis. Physics-
based models, described by partial differential equations (PDE), have been subject to intensive 
research since several decades, and have enabled high-fidelity simulations providing accurate 
predictions of the mechanical behaviour of composites. However, these PDE solving simulations 
suffer from limitations in computation time, especially when it comes to composite design and 
certification where a large number of simulations are required to cover the parameter space. 
Machine learning techniques have step-changing potential, accelerating the prediction by several 
orders of magnitudes [1]. This is particularly interesting in the context of multiscale computations. 
 
In the present work, an FFT (Fast Fourier Transform) based phase-field model [2] will be applied 
to predict the elastic behaviour and failure of fibre-reinforced composite RVEs (Representative 
Volume Elements). Harnessing the efficiency of the FFT method in parallel computing, a large 
dataset of high resolution (250,000 elements) can be obtained in a reasonably short time. FFT 
methods rely on image-type (uniform structured) discretisation, which makes it relatively 
straightforward to apply Convolutional Neural Networks (CNNs) to the obtained dataset. 
 
The aim is to predict not only the full stress-strain curves up to final failure, but also the local stress 
distribution and crack patterns. The latter are important for multiphysics problems to predict the 
interactions between mechanical fields (including damage) and environmental factors, such as 
hydraulic pressure and oxidation. Both geometric variations (e.g. fibre arrangement, void 
distribution) and material variations (e.g. inhomogeneous matrix properties) will be included in the 
parameter space. Several CNN architectures will be examined and compared. Auto-encoders will 
be tested as a technique for dimension reduction. Networks, such as Generative Adversarial 
Networks, will be tested for predicting the local stress and damage fields. 
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We extend the new approach for data-driven automated discovery of material laws, called EUCLID (Ef-
ficient Unsupervised Constitutive Law Identification and Discovery) [1], to linear viscoelastic materials.
The approach is unsupervised, i.e., it requires no stress data but only full-field displacement and global
force data. However, should stress-related data be available, as in the case of DMA data, the method
is able to incorporate them in the discovery process. For linear viscoelastic materials, EUCLID dis-
covers parsimonious material parameters through sparse regression of a potentially large catalogue of
parameters. The material model library is constructed by using a Prony series in the frequency domain.
The selection of the parsimonious parameters within the catalogue is made by solving an optimization
problem that enforces the equilibrium constraints and, if available, exploits the DMA data. Sparsity pro-
moting regularization is used to generate a set of solutions out of which the solution with lowest cost and
highest parsimony is automatically selected. Through virtual experiments, we demonstrate the ability of
EUCLID to accurately discover several linear viscoelastic materials.
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In the context of reliability, adaptive surrogate model-based approaches are receiving growing interest.
The classical sampling-based method - Monte Carlo (MC) - used to compute failure probabilities re-
quires a large number of evaluations of often complex and numerically expensive models. In order to
reduce the overall computational burden two paths are generally followed: (1) by introducing a surrogate
model or (2) adopting a sampling strategy able to reduce the number of samples of the complete model to
achieve a targeted precision. In this work, we couple both alternatives with the aim of solving reliability
problems with high dimensional uncertain variables. Indeed, real world engineering problems generally
involve a large number of variables, making the surrogate modeling more challenging. In this work, we
adopt an adaptive Kriging- Partial Least Square (KPLS) model [1], specifically introduced to deal with
high number of input variables. This is coupled with a variance-based stopping criterion [2] and Separa-
ble Monte Carlo (SMC) approach [3], designed for applications where the systems exhibit independent
response and capacity.

A high dimensional numerical test case, related to structural reliability, is presented. To achieve the same
accuracy level, the presented approach can reduce by 50% (if coupled with MC) to 75% (if coupled with
SMC) the number of full model evaluations, compared to analogue existing methods in literature.
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Cast alloys often contain heterogeneous pores that significantly affect alloy behavior in high-
performance applications. To understand the cross-scale impact of microscale porosity 
characteristics on the cast component’s macro-mechanical properties, expensive multi-scale 
simulations are typically required. In this talk, we will introduce a multi-fidelity and multiscale 
framework to simulate the behavior of metallic components containing process-induced pores. 
Major components of our approach include: (1) a porosity-oriented 3D microstructure 
reconstruction algorithm which mimics the material’s local heterogeneity, (2) a novel mechanistic 
reduced-order model which significantly reduces computational costs by projecting solution 
variables into a lower dimensional space where the material’s elasto-plastic behaviors are 
approximated, and (3) a novel multi-fidelity method based on latent-map Gaussian processes that 
streamline assimilating any number of data sources with variable fidelity level. 
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Sensitivity analysis is an essential element of current topology optimization methods. It usually 
takes the form of the derivative of the objective function with respect to the design parameters, and 
as such, it allows to guide the optimizer updating the design. However, for the objective functions 
which cannot be differentiated, obtaining the sensitivities becomes difficult. So far, the common 
approach was to approximate the objective with another differentiable function, such that the 
sensitivities can be still obtained by differentiation. However, designing such an approximation is 
oftentimes problem-specific, and comes with shortcomings due to the intrinsic nature of 
approximations.  
  
Here, we propose an alternative approach inspired by reinforcement learning, where the optimizer 
does not have access to the derivatives of the objective, but instead it estimates the sensitivities by 
interacting with the model. This results in a non-intrusive topology optimization method, which no 
longer requires the user to provide sensitivities, but instead, estimates the sensitivities implicitly by 
interacting with the model of the objective. In other words, the sensitivity analysis becomes 
completely separated from the problem and is fully taken care of by the optimizer. The optimizer 
can be therefore plugged in ‘as-is’ to any physical model and does not require manually engineered 
approximations and sensitivity schemes.  
 
We present our approach on several examples with differentiable and non-differentiable objectives 
and compare our method with the community standards. 
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Computational fluid dynamics plays an important role in understanding complex flow phenomena. How-
ever, it is widely known that grid generation and adaptation are bottlenecks that hamper computational
efficiency and scalability. For example, configurations that feature dynamic vortex shedding and evolu-
tion require careful grid generation to resolve separation events and dynamic grid refinement to capture
the evolution of shed vortices. Therefore, we always encounter the trade-off relationship between the
computational cost and accuracy of the simulation. To ease the burdens of conventional numerical ap-
proaches, supervised machine learning-based surrogate modeling has been actively proposed in recent
years. For instance, a machine-learned turbulent inflow generator can produce the turbulent channel flow
with much lower computational cost than the corresponding driver simulation [1]. In addition, super-
vised machine learning is utilized to enhance the resolution of coarse resolution simulation [2]. Despite
the growing adoption of supervised machine learning among the fluid dynamics community, preparation
of sufficient and refined training data using numerical simulation is an eternal challenge for supervised
machine learning.

To overcome the aforementioned data preparation issue, an Evolutional Deep Neural Network (EDNN)
has been devised [3]. Given only the initial/boundary conditions and governing equations, EDNN can
produce temporal evolution of the flow by evolving the parameters of the network. Therefore, there is
no need to prepare training data at all. In the original study, prediction of various canonical flows is
demonstrated and EDNN shows notable producibility of flows in long-time prediction.

In this study, as a next interest, we focus on representing an external flow embedding a bluff body by
EDNN. More concretely, the flow around a circular cylinder is considered. The predicted flow field at
Re=40 shows agreement with reference direct numerical simulation (DNS). In the talk, we will show
statistical assessments and dependence on the Reynolds number.

This work was supported from the Japan Society for the Promotion of Science (18H03758, 21H05007).
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Visual inspection and hammering inspection are widely used as conventional inspection 
methods for cracks in concrete structures due to its capability to investigate a huge number 
of inspection targets in a short time. On the other hand, these methods depend on the 
experience and skills of the inspectors, and it has been pointed out that these skills are not 
easily transmitted. 
 
 Under such a background, a hammering inspection using a sensor (hereinafter referred to 
as "digital hammering inspection"[1]) has been developed for the evaluation of cracks in 
concrete structures objectively. However, it is difficult to comprehensively understand the 
influence of cracks on the digital hammering inspection, because the shapes of cracks 
(depth, length, direction, etc.) are diverse in actual structures. 
 
Therefore, in this study, we developed a technique to quantitatively evaluate the shape of 
cracks from the results of 2-dimensional planar ditigal hammering inspection in the 
following two steps. 
 
(1) Construct a large-scale DB of various concrete crack shapes and the 2-dimensional 

digital hammering inspection results using FEM analysis and machine learning. 
(2) Develop an inverse analysis model to estimate the crack shapes from the planar 

inspection results by machine learning the obtained DB. 
 
The developed inverse analysis model showed that the crack shape can be estimated with 
an accuracy of about ±15% by learning the nonlinear relationship between the digital 
hammering inspection results and the database of crack shapes. However, since the 
developed inverse analysis model is limited to the evaluation of a single crack in the 
concrete structures, we are planning to extend its applicability to actual cases in the field 
by learning the data of multiple cracks. 
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Existing deep neural network (DNN) based methods for solving boundary/initial-value problems 
suffer from several drawbacks (e.g. limited accuracy, general lack of convergence with a certain 
convergence rate, extremely high computational/training cost) that make them numerically less 
than satisfactory and computationally uncompetitive.  
 
We present a neural network-based method for computational PDEs that largely overcomes the 
above drawbacks. This method, termed local extreme learning machines (locELM), combines three 
ideas: extreme learning machines, domain decomposition, and local neural networks. The field 
solution on each sub-domain is represented by a local feed-forward neural network, and Ck 
continuity conditions are imposed on the sub-domain boundaries. The hidden-layer coefficients of 
the local neural networks are pre-set to random values and fixed, and only the output-layer 
coefficients are trainable parameters. The overall neural network is trained by a linear or nonlinear 
least squares computation, not by the back propagation (or gradient descent) type algorithms.  
 
The presented method exhibits a clear sense of convergence with respect to the degrees of freedom 
in the neural network. Its numerical errors decrease exponentially as the number of degrees of 
freedom (e.g. the number of trainable parameters, number of training data points) increases, which 
is reminiscent of the traditional high-order methods. The current method far outperforms the state-
of-the-art DNN based PDE solvers (e.g. the deep Galerkin method, and the physics informed neural 
network method) in terms of the accuracy and computational cost (network training time). We 
compare systematically the computational performance of the current method with those of the 
classical 2nd-order and high-order finite element methods (FEM) for solving linear and nonlinear 
PDEs. The current method far outperforms the classical FEM. Its computational performance is 
comparable to that of the high-order FEM for smaller problem sizes, and for larger problem sizes 
the current method markedly outperforms the high-order FEM. 
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The projected increase in computational resources in the coming decades will pave the path for a 
fast, direct, interactive, and real-time approach for design space exploration of industrial 
problems. The traditional design space exploration approaches suffer from a design-through-
analysis bottleneck that involves a significant user time commitment and prohibits real-time 
design space exploration. The isogeometric design space exploration framework proposed in [1] 
overcomes this is issue by leveraging concepts from isogeometric analysis (IGA), which provides 
seamless integration between FEA and CAD, with modern parametric modeling techniques and 
efficient design space sampling. The heart of this approach involves traditional approximation 
methods, such as modal and nodal approaches, for constructing an efficient mapping between 
design parameters and the solution manifold consisting of IGA control points. However, these 
parametric modeling methods suffer from the curse of dimensionality that limits them to a lower 
order of accuracy in a high dimensional parametric space. 
 
In this presentation, we propose to use neural networks as a surrogate model to represent the 
mapping between high dimensional input design space and the solution manifold. Neural 
networks allow for an efficient and accurate representation of a high dimensional parametric 
space that does not suffer from the curse of dimensionality as other previously considered 
parametric approaches. We plan to test the limits of nodal, modal, and neural-network-based 
surrogate models by evaluating them for scenarios inside and outside the training design space for 
several structural mechanics problems. The overarching goal is to assess the performance of these 
methods for representing solution manifolds with rough characteristics as these problems are 
often challenging for traditional approaches. 
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The application of deep learning to physics simulation has been addressed, and it is expected to reduce
calculation costs by surrogating simulations, resulting in faster optimization calculations and more ef-
ficient design processes. Usual deep learning algorithms, however, don’t take into account governing
equations of physical simulations in the training process. Therefore, the predicted physics fields don’t
always satisfy the governing equations, which is one of the reasons why many researchers think these
methods is not suitable for practical use. In our research, we focused on physics-guided learning[1],
which considers the residuals of the governing equations in the loss function. This method is verified its
effectiveness by applying to cavity flow, which is 2D incompressible flow simulations.

Different data were used for the training and the inference test. Target physicsal quantities are pressure,
x and y components of velocity. The evaluation metrics such as mean absolute percetage error and
residual were compared between usual deep learning and physics-guided learning. Residual of Navier-
Stokes equation, which is governing equation of cavity flow, are computed by substituting the derivatives
of inferred pressure and velocity field. The result revealed that although usual deep learning model
seem to predict pressure and velocity fields well, the residual are relatively large. This is due to the
roughness of inferred pressure field. On the other hand, physics-guided learning can predict pressure
field smoothly, resulting in the residual is improved significantly. From the above, it is found that the
inferred physical fields are smoothed by physics-guided learning and the effectiveness of physics-guided
learning is confirmed.
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High-fidelity physics-based numerical models have often been utilized for subsurface modeling in 
the oil and gas industry. These models provide an efficient virtual platform to investigate the 
various operational parameters and guide on-field engineering decisions. The thermo-hydro-
chemo-mechanical interactions in the subsurface processes are incorporated by means of coupled-
field balance laws in these models. The resulting equations are discretized and then solved on a 
computer using a fit-for-purpose numerical method. However, all numerical methods require that 
the subsurface system be appropriately meshed into non-overlapping elements. Unfortunately, 
generating such meshes for subsurface systems is a non-trivial task. This is because most 
subsurface systems are geometrically complex and exhibit a high degree of heterogeneity. In 
addition to naturally occurring faults, and natural variation in material properties because of 
geological stratification, these systems also include the effect of fractures engineered through 
hydraulic stimulation. Consequently, the pre-processing step of generating conforming meshes 
that honor the various subsurface features adds an enormous computational burden. An 
appropriate discretization scheme is then chosen to compute the derivatives and other terms in the 
equations. This introduces discretization errors and could potentially lead to stability issues. 

On the other hand, data-driven modeling approaches use large artificial neural networks to predict 
the outcome of physical systems. The training data for these models is generated by means of 
physics-based simulators (or experiments) for simpler models. Once trained, the artificial neural 
network is expected to mitigate the high computational cost of physics-based simulators through 
fast predictions. However, in practice, the outcome of these data-driven simulations is only as 
good as the training data. Often, the cost of training data acquisition is prohibitive and severely 
limits the applicability of these methods.  

To address the above limitations, a novel class of methods known as the Physics Informed Neural 
Networks (PINNs) is increasingly becoming popular. These methods take a hybrid approach 
between purely physics-based and purely data-driven modeling by constructing loss functionals 
based on underlying physical principles. In contrast to the more traditional numerical methods, 
PINNs are not mesh-based and therefore obviate the need for mesh generation and discretization, 
while allowing the derivatives to be computed exactly using automatic differentiation. At the 
same time, in contrast to traditional data-driven methods, PINNs are guided by underlying 
physical principles and are therefore more computationally efficient. With a few exceptions, 
PINNs have so far been applied only for homogeneous materials. Here, we explore the 
applicability of the PINNs framework to materials with a heterogeneous character. Through 
simple 1D and 2D benchmark examples, an exhaustive parametric sensitivity study is conducted 
to isolate the effect of hyperparameters and activation functions on the numerical performance of 
the method. Through these examples, it will be demonstrated that the choice of activation 
functions has a significant impact on the convergence of the method for problems with material 
interfaces.  
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Targeted ENO (TENO) has originally been proposed by Fu et al. [1] in order to overcome the short-
comings of WENO schemes which are excessive dissipation, and limited robustness for lower order
upwind-biased, and central-biased schemes, respectively [2]. TENO offers a set of free parameters to
alter the inherent effective local dissipation and dispersion. In the original formulation of [1], these free
parameters have been adjusting by means of the approximate dissipation-dispersion relation [3].

Data-driven methods enable optimizing these free parameters instead of adjusting these. In this work,
we demonstrate the application of an iterative Bayesian optimization approach on designing fifth-order
TENO (TENO5) schemes. Exploiting that Bayesian optimization efficiently and robustly finds an opti-
mum of an expensive function with a low number of trials, we construct specific TENO5-schemes for
compressible flows with gasdynamic discontinuities, and implicit large eddy simulation (ILES) of turbu-
lent flows. For the former, we measure the error between under-resolved simulations of the Sod shock
tube and its analytical solution for automatically generated TENO5 formulations. For the latter, under-
resolved inviscid Taylor-Green vortex flows are evolved to their turbulent state, in which their kinetic
energy spectrum in the inertial subrange is compared to the theoretical Kolmogorov-scaling solution.

We show that these two TENO5 formulations perform superior to the original formulation of [1] for the
wave-number ranges in dissipation-dispersion relation relevant to the specific types of flows. Also, a
variety of benchmark test flows show that both TENO5 formulations perform better than the original one
in terms of phase speed, shock resolution and physical consistency of turbulent flows, i.e. in practical
applications.
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We present a machine learning framework (GP-NODE) for Bayesian systems identification from 
partial, noisy and irregular observations of nonlinear dynamical systems. The proposed method 
takes advantage of recent developments in differentiable programming to propagate gradient 
information through ordinary differential equation solvers and perform Bayesian inference with 
respect to unknown model parameters using Hamiltonian Monte Carlo sampling and Gaussian 
Process priors over the observed system states. This allows us to exploit temporal correlations in 
the observed data, and efficiently infer posterior distributions over plausible models with 
quantified uncertainty. Moreover, the use of sparsity-promoting priors such as the Finnish 
Horseshoe for free model parameters enables the discovery of interpretable and parsimonious 
representations for the underlying latent dynamics. A series of numerical studies is presented to 
demonstrate the effectiveness of the proposed GP-NODE method including predator-prey 
systems, systems biology, and a 50-dimensional human motion dynamical system. Taken 
together, our findings put forth a novel, flexible and robust workflow for data-driven model 
discovery under uncertainty. 
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We consider data-driven design of soft robots using a novel locomotion mechanism based on a reaction-
driven motion of an oscillating sheet. While a forward model for the simulation of this sheet is avail-
able as a PDE solver by Alben et. al (2019), design applications require the inversion of sheet motion
into geometric and reaction parameters of the sheet. While PDE constrained approaches for this inver-
sion is possible, they may be time consuming and computationally expensive. Instead we develop a
deep-learning based model mapping sheet motion to sheet parameters. This framework is based on a
stacked MLP design, whose hyperparameters we carefully tune to reconstruct the geometric and reaction
parameters with high accuracy. However, this approach to train an inverse design framework for self-
oscillating gels requires a large amount of data, which both makes training demanding and slows down
the training procedure. To tackle these types of challenges in more general inverse-design settings, we
investigate compact representations of the simulation data through low-rank matrix and tensor decompo-
sition methodologies on different network structures. We compare the compressed-data inverse design
framework with our original framework in terms of estimation accuracy of the continuous and discrete
gel-sheet parameters, training speed, and memory requirements.
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With the advancement of additive manufacturing technologies in the recent past, rational design of human-made materials 
comprising of several unit  cells  or  subunits  have  allowed  us  to  program  their  structural  response  in  a  desired  
way. Extraordinary functionalities in such metamaterials can be engendered by suitably selecting the structure and 
geometry of the unit cells, rather than their material composition. These mechanical structures can be used for applications 
like soft robotics and adaptive structures, where designers can use programmable metamaterials architectures to generate 
complex sequence of output motions from a simple load input on a monolithic system [1]. These unique structures 
encompass a vast design space that cannot be possibly explored by experimental methods. Finite Element Analysis (FEA 
have been widely used to predict the effective properties of different metamaterials based structures. Although these works 
have demonstrated the enhanced design space of such Metamaterials with myriad of potential applications, we still require 
to address the inverse design problem, i.e predicting a metamaterial design given a specific structural response. Topology 
optimization (TO) [2]  has been used to solve this problem. Both gradient and non-gradient based TO algorithms have 
been used to address this problem. However, gradient based method requires calculating cumbersome sensitivities of the 
objective function, which often converges to  local optimal solutions.  Although gradient free techniques  have yielded 
promising results to solve the inverse design 1roblema, they primarily suffer from high computational cost. Data Driven 
approaches on the other hand offer a non-iterative, general-purpose solution by modelling properties as inputs and the 
design as output. Deep learning methods such as Generative Adversarial Networks (GANs) are promising alternatives to 
predict the design given a property [3]. 

 
The objective of this work is to develop a framework that can solve this inverse design paradigm. In this study we aim to 
find the design of the metamaterials cantilever beam subjected to a point load at the free end, for a desired centerline 
displacement of the beam.  We arrange the metamaterial unit cells provided by Chan et al. [4], to build a cantilever beam, 
whose centerline displacement is calculated using a static FEA. Naturally, the deformed beam configuration depends on 
the choice and the arrangement of the unit cells. To predict the design of the beam (type and arrangement of the unit cells) 
that could result in each centerline deformation, we adopt a GANs based approach which represents the 2D structures in 
the form of images. As a first step, the GAN based approach has been utilized to predict a very simple metamaterials 
design. To cover a more extensive design space, a novel data compression strategy is employed to allow GANs to 
effectively train on the data. This approach results in a in a general purpose, highly expressive, and robust strategy to 
design more complicated metamaterial structures. We present a thorough analysis of the design results from the approach 
on a  large  dataset  (>5000  samples)  collated  via  FEM  simulations.  The developed framework  can  be extended to 
predict design of beams considering structural nonlinearities. 
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In mechanical testing, photoelastic and digital image correlation techniques are used to obtain stress 
and strain fields. The stress distribution can be visualized by an isoclinic or isochromatic fringe 
pattern of birefringent materials subjected to mechanical loads. So image analysis of the fringe 
pattern is required to get information about the direction and magnitude of principal stresses. Still, 
it can require very complex methods such as the phase-shifting technique or inverse analysis. 
Machine learning models like deep convolution neural networks (CNN) are widely used for 
extracting information from images by posing the problem as classification, regression, 
segmentation, and super-resolution problem. CNN models are easy to implement and do not require 
any feature extraction from images. In this work, we generate isochromatic images by considering 
three different mechanical loadings such as (1) disk under diametrical compression, (2) half-space 
under concentrated surface force, (3) Half space under uniform normal loading for various force 
levels, and three different modes (I, II and III) of Griffith-Inglis Cracks for various stress intensity 
factors. Using our own developed CNN models, we extract the force levels and stress intensity 
factors from the images and compare them with Alexnet.  The developed program achieves 90% 
accuracy in classification, and 0.001 mean square error in regression of images 
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This work participated the measurement work on a series of experiments of external reinforced 
concrete (RC) frame retrofitting using image analysis technique. The retrofit method adds an 
external RC frame along the weak direction of an RC building in order to improve the seismic 
resistance. The connection between the external frame and the existing frame dominates the 
effectiveness of the retrofitting. However, it is relatively difficult to measure the relative 
displacements between the external and existing frames by using conventional contact devices such 
as the linear variable displacement transducers (LVDTs) not only because there are multiple 
measurement points but also they are difficult to install in limited space. Image analysis is a 
relatively feasible manner to measure the relative displacements between frames.  
 
This paper briefly presents the design of the image measurement as well as the preliminary 
measurement results. In addition to the relative displacement aforementioned, the measurement 
results also include the deformations of beams and columns of both frames, the crack development 
over the experiments, and the observed failure mechanism based on the image analysis 
measurement. The feasibility of extending the measurement to future structural health monitoring 
is also discussed. 
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PPSIM is a technology that uses the refraction of a prism to shift the light to produce a 
perspective difference effect, so as to obtain a virtual stereo image pair in the case of a single 
camera shooting, and use the image to perform stereoscopic reconstruction of the object space. 
The proposed measurement technique is specially designed to precisely measure the shape and 
deformation of micro-objects, especially for studying elastic and plastic behaviors in micro region, 
such as the measurement of stress intensity factors at the crack tip, the measurement of the 
deformation field around the hole by the hole-drilling method. 
 
The purpose of this paper is to deduce the PPSIM optics, and introduce two calibration 
procedures for identifying system parameters. Finally, the accuracy of parameter calibration and 
spatial coordinate measurement of PPSIM is verified by experiments. 
According to Snell's law of refraction and vector geometry, this paper deduces the equations to 
convert from object space coordinates to virtual stereoscopic image pair coordinates, and vice 
versa. Since it does not require an iterative direct calculation process to convert the coordinates of 
the virtual stereo image to the object space coordinates of the measurement point, it is not only 
used for forward intersection analysis, but also used in the calibration process of system 
parameters. 
 
There are a total of 26 system parameters including lens distortion correction parameters, camera 
sensor density and image distance, camera external square parameters, and internal and external 
orientation parameters. The system parameters can be identified with the Levenberg-Marquardt 
algorithm, provided that at least 9 control points are arranged whose spatial coordinated are 
known or their displacements in three independent directions are given. 
 
The experimental results show that reasonable system parameters can be identified whether using 
control points with known spatial coordinates or four images with known rigid body 
displacements in three independent directions. The Levenberg-Marquardt algorithm has good 
stability, and all experimental examples can converge smoothly. We recommend the second 
calibration method because it does not require a high-precision process to prepare the test body, 
nor does the calibration procedure require tedious operational procedures. 
 
The experimental results of accuracy verification show that under the condition of FOV of 30mm, 
the root mean square of measurement error can be controlled below 0.011mm, that is to say, the 
relative error is about 1/3,000. This precision is close to that of the interferometer, which is 
enough to confirm that PPSIM has application value in experimental mechanics research and 
testing. 
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The double diffusion layer of cation surrounded clay crystals yields repulsive osmotic force, and 
it causes mechanical deformation and/or characteristic change of soils. According to the type and 
concentration of solution, furthermore, those cations adsorbed on clay crystals are exchanged 
with other cations (the cation exchange), and it also causes mechanical deformation and 
characteristic change. In particular, expansive soils such as bentonite, which have large surface 
area and high cation exchange capacity, are strongly affected by such exchangeable cations. 
Bentonites are considered as artificial barrier in a waste disposal facility because of their 
characteristics. Buffer bentonites would be exposed to groundwater and/or seawater environments 
containing an inflow of sodium ions, calcium ions leached from the cement material, and iron 
ions from the framework of the disposal facility. This transition of the chemical environment is a 
significant source of concern, as it changes the expansive characteristics of the soil. 
 Authors proposed the constitutive model combining the behaviors of soil skeleton and 
clay mineral crystal based on the double structure framework[1], which can capture various 
complicated hydro-mechano-chemical behavior of expansive soils. In this study, introducing the 
fraction of adsorbed cations calculated by the Gains-Thomas convection and the Davies equation 
for activity coefficients of ions to the repulsive osmotic force derived from the diffusion double 
layer [2], the model considering the influence of cation exchange on mechanical behavior of 
expansive soil is established. The simulation result of the osmotic consolidation test by the 
proposed model, in which Na+ ion (0.01mol/L) is initially added and subsequently Ca2+ ion 
(0.01mol/L) is added into expansive soil. The proposed model can describe the transition of 
osmotic consolidation phenomena with multiple ions: the osmotic force continuously changes 
according to the fraction of adsorbed ion; divalent ion causes larger osmotic consolidation 
(settlement). 

REFERENCES [1] Komine, H. and Ogata, N. New equations for swelling characteristics of 
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electro-chemo-mechanical phenomena of mineral crystals in expansive soils. Int J Numer Anal 
Methods Geomech (2020) 44: 749–771. 
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This study presents a three-dimensional numerical analysis of multiple fracture growth leading to 
spalling around underground nuclear waste deposition boreholes. A multiple-borehole numerical 
model in a heterogeneous rock mass is considered, wherein thermo-mechanical spalling is 
simulated using a finite element-based fracture growth simulator [1]. Fractures initiate in tension 
based on a damage criterion, and grow in a manner controlled by the stress intensity factors at the 
fracture tips. Fracture tip propagation is multi-modal, resulting in final fracture patterns that are 
representative of both tensile and shear failure.  
 
Several geomechanical cases are investigated, in which spalling initiation and growth is 
numerically evaluated as a function of host rock heterogeneity. A first level of heterogeneity is 
introduced by perturbing the mechanical (strength, elastic modulus, toughness) and thermal 
(conductivity, heat capacity) properties, following their expected frequency distributions at the 
Swedish Forsmark [2,3] site. Subsequently, another level of heterogeneity is added through a 
large, steeply dipping fracture zone that intersects the proposed repository site [4]. 
 
The effect of spalling on the structural integrity of the deposition boreholes is illustrated for both 
heterogeneous cases, and quantified in terms of maximum spalling depth, spalling width, and 
total fractured surface area. Fracture patterns and their extent are also compared with a 
homogeneous benchmark case. Numerical results show that rock heterogeneity influences the 
propagation of spalling fractures, and their interaction with the borehole walls and the pre-
existing fault, through the creation of local stress shadow zones. 
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In the field of deep geological disposal of radioactive waste, performance assessment focuses on 
the integrity and performance of the engineered and geological barriers as the disposal system 
evolves over time. To evaluate the suitability of a site for a deep geological repository (DGR), 
geoscientific data is integrated into site-specific assessments for the repository project. The 
performance of the geological barrier needs to be evaluated based on the characteristics at the start 
of the assessment period (i.e., at the time of repository closure) taking into account a certain degree 
of uncertainty associated with the exploration and characterization of the geology as well as the 
long-term evolution of the site. Furthermore, performance assessment includes an evaluation of the 
safety-relevant repository-induced effects on the disposal system, such as thermal-, gas-, and 
chemical effects introduced by the interaction of the waste with the nearfield. The complexity of 
the involved thermo-hydro-mechanical and -chemical processes (THMC) calls for model-
supported workflows to reach a quantitative assessment of the barrier performance and an adequate 
evaluation of the associated conceptual and parametric uncertainties.  
 
The Swiss Radioactive Waste Management Program foresees two types of repositories: a high-
level waste repository (HLW) for spent fuel, vitrified high-level waste and long-lived intermediate-
level waste, and a repository for low- and intermediate-level waste (L/ILW). The procedure for 
selecting repository sites in Switzerland is specified in the Sectoral Plan for a DGR which 
consists of three stages. In the current and last Stage 3, three candidate siting regions Jura 
Ost, Nördlich Lägern and Zürich Nordost in northern Switzerland are examined in detail 
and, where necessary, supplementary geological investigations such as deep exploratory 
boreholes are being performed. The broadened site-specific database forms the basis to 
select, for each of the repositories, the site for which the general license application will be 
prepared. The model-supported workflow is developed with an indicator-based approach 
supporting the site selection, aimed at comparing favorable and less favorable aspects of 
the potential siting areas. The workflow comprises a portfolio of numerical models 
addressing different aspects such as the efficiency of the unperturbed geological barrier, its 
long-term evolution, the THMC effects from the DGR, the barrier integrity, and the spatial 
and temporal uncertainties in the evolution scenarios. The numerical modelling is 
performed with deterministic as well as probabilistic variants to bracket the conceptual, 
parametric, and scenario uncertainties. The assessment aspects are addressed in terms of 
quantitative dimensionless performance indicators for the consistent comparison of the 
candidate sites. The model-supported workflow allows a traceable, transparent, and 
verifiable implementation of the site selection process.  
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In the recent decades, the possible damage or deterioration of the engineered and natural barriers
due to the accumulation of hydrogen and radiolysis gas with the corrosion of metals has been
studied as one of the main concerns at nuclear waste disposal facilities. The FORGE project1) was
a joint project, in which key gas migration issues on repository performance assessment was
studied. In this project, a reproduction analysis of the water injection process was carried out by
conducting a mock-up experiment from July 2010 to March 2013. As an engineered barrier,
sand/bentonite (SB) mixture was selected, hence it is necessary to consider the swelling behavior
and the permeability due to the void ratio change. Therefore, in this study, we adopted a model
that can simulate the saturated swelling and elasto-plastic behavior of clay and performed hydro-
mechanical coupled analysis.

The materials used in this test were mortar, bentonite and SB mixture, with initial dry densities of
1.8 and 1.5 Mg/m3 for SB and bentonite, respectively. The thermo-hydro-mechanical (THM)
coupled analysis of mock-up experiment was performed by CODE_BRIGHT2) with an
axisymmetric model. SB and bentonite are modeled with elasto-plastic constitutive law,
Barcelona Basic Model and details of the constitutive laws and parameters were explained in the
report by Sakaki et al.3). A mechanical condition of no displacement perpendicular to the
boundary was imposed in all boundaries. Initial degree of saturation for SB was set as 0.64. Initial
gas pressure of 0.1MPa was assigned to all surfaces to achieve initial equilibrium. After the initial
conditions were set, two types of THM coupled analysis were performed. In the first analysis,
saturation stages as applied in the experiment were set4) and water injection amount, water
pressure and total stresses during the test were examined. In the second analysis, a simplified
saturation process was applied and at the end of the analysis boundary conditions were set as
simulating the dismantling process5). At the end of the analysis, deformation and change in
porosity were compared with the observed values due to the dismantling of the experiment.

As a result of this study, a good reproducibility of the measured water injection amount, water
pressure and total stress of the mock-up experiment was obtained. Additionally, reproduction
analysis could reproduce the expansion of the specimen after dismantling, and that the change in
density distribution was mainly due to the expansion with dismantling. Therefore, the modelling
of the water injection and dismantling processes and the validity of analysis parameters could be
verified.
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In this presentation, we introduce a dimension reduction technique to obtain discretized equations 
equivalent to 1D shallow water equations within the 2D finite element method framework. The 
Advanced Circulation (ADCIRC) model has been used for multiple purposes including hindcasts, 
forecasts, and risk evaluation of hurricane storm surges [1,2]. Among other ongoing development 
efforts, coupling the ADCIRC storm surge model with hydrological models is one of the key 
focuses. Coupling of these models is especially important in the context of compound flooding, 
where rainwater, riverine flows, and storm surges interact to possibly cause devastative floods. 
This work addresses two issues we often face when we model smaller channels/rivers within a 2D 
finite element framework: 1) an overly restrictive time step imposed by the CFL condition in the 
cross-channel direction as the cross-sectional width becomes small, and 2) poor model physics 
due to the use of simplified equations such as weir formula to model the exchange of water 
between the channel and the floodplains. 
 
To eliminate the cross-channel CFL condition we derive discretized nodal equations in the body 
of the channel that are equivalent to 1D shallow water equations. The equations are obtained by 
manipulating the 2D finite element nodal equations at paired nodes located on either side of the 
channel. This technique can be implemented with significantly less effort than introducing 1D 
equations to the existing 2D finite element code. We address the second issue by using weir 
formula primarily when the water depth in the channel is below the bank elevation. We abandon 
these when the channel water elevation exceeds the bank elevation by a small amount and then 
switch instead to full integration of the shallow water equations. In this case, the channel bank 
represents a discontinuity in the bathymetry, and the water flow responds to the 2D physics both 
in the floodplain and the channel. Finally, we can combine the two solution strategies to yield a 
single solution that is influenced both by the floodplains as well as the along channel flow while 
not being restricted by a cross-channel CFL condition. 
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The computational efficiency of hydrodynamic models significantly depends on the resolution of the
computational meshes employed. For regions with complex geometries, high-resolution meshes are
required in order to obtain accurate results, which decreases computational efficiency. Several mesh gen-
erators have been developed to generate 2D finite element meshes with resolutions adapted for local geo-
metric features. However, the use of two-dimensional elements alone to capture topography/bathymetry
of river beds, especially when river widths are very small, can be prohibitively expense. Therefore,
multidimensional (1D/2D) hydrodynamic models have been developed to address this problem in which
two-dimensional elements are used for floodplains, watersheds, and lakes, while one-dimensional ele-
ments are used for small open-channels. The computational domain of the two-dimensional model is
represented by triangular elements and the computational domain of the one-dimensional model is rep-
resented by edges of triangular elements. In this study, an automatic mesh generator is developed for
multidimensional hydrodynamic models. One of the main features of the mesh generator is efficient
mesh sizing along 1D domains, which means that resolution of elements is high around curved chan-
nels whereas it is low around straight channels. Another main feature is that it identifies small channels
according to user-defined criterion and automatically extracts centerlines to be used as 1D domains. Nu-
merical studies are performed on several watersheds and coastal floodplains with complex geometries.
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The increased frequency and magnitude of tropical and extratropical storms conveys a looming need to
accurately predict storm surge and flooding that result from these extreme weather events [1]. Coastal
flooding can be predicted using regional models that solve the depth-averaged Navier-Stokes equations,
and recent developments have allowed for such models to use global domains [4, 3]. Because these
models are oftentimes purely barotropic, they fail to capture baroclinic currents such as the Gulf Stream
and cannot readily resolve seasonal disparities in dissipation rates.
Recently, a study was performed that couples an regional, operational, coastal forecasting system pow-
ered by the Advanced Circulation Model (ADCIRC) for Puerto Rico and the Virgin Islands with the
data-assimilated Global Ocean Forecasting System (GOFS 3.1) in order to resolve baroclinic effects
within the storm surge model [2]. It was found that by using salinity and temperature information on a
coarse scale from the ocean-circulation model, it is possible to capture these effects within the regional
2-dimensional model.
This study extends this coupling from a regional storm surge model to a global one. Using temperature
and salinity forecasts from GOFS 3.1, estimates are found for depth-averaged baroclinic pressure gradi-
ents, Brunt-Väisälä frequencies for use in the calculation of baroclinic-barotropic energy conversion, and
steric adjustments. These estimates are then used within ADCIRC to resolve baroclinic effects normally
lost in depth-averaged models.
Multi-year analyses are used to examine the how the incorporation of these baroclinic effects alter the
currents captured within the ADCIRC model. These results are compared with current and tidal stations
to examine the differences in barotropic and baroclinic simulations.
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There have been presented a number of numerical methods for fluid-structure interaction 
problems with free surface. The finite element method is widely used as a numerical 
method. Although the finite element method has excellent adaptability to arbitrary shapes, 
it is time-consuming to create an analysis mesh, and curves may be approximated. 
Therefore, IGA (Isogeometric Analysis) [1], [2] has been attracting attention in recent years.  
 
IGA is a method using NURBS functions used in CAD (Computer Aided Design) as a 
shape function. IGA can create an analysis mesh directly from CAD data, enabling us to 
create an analysis mesh easily and represent curves perfectly.  
 
The purpose of this study is to develop a fluid-structure interaction analysis method using 
IGA. For fluid analysis, the numerical method based on VOF method is employed. The 
stabilized finite element method with IGA is applied as the spatial discretization method 
and the Crank-Nicolson method as the temporal discretization method. For structure 
analysis, to solve the equilibrium equations, the Galerkin method with IGA is employed as 
the spatial discretization method and the Newmark-beta method is employed as the 
temporal discretization method. Several numerical examples are presented to demonstrate 
the promise and potential of the present method to solve the solid-fluid interaction 
problems with free surface. 
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An implicit mixed finite element method based on a multi-phase-field model [1] for gas-liquid-
solid three-phase flow is proposed for the finite element parallel analysis. A bubble function 
element stabilization method [2,3] using unstructured grid (tetrahedron) is employed for 
incompressible Navier-Stokes equations and linear elastic body equation. Allen-Cahn equation 
[4] and Cahn-Hilliard equation [5,6] are applied to estimate interface of gas, liquid and solid. 
MINI element, bubble function element / linear element, is used to solve Cahn-Hilliard equation. 
As for the temporal discretization, an implicit scheme is used. In the implicit scheme, N-R 
method is employed to solve non-linear equations. A three-dimensional gas-liquid-solid three-
phase finite element analysis is computed in this research. 
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Current operational storm surge models incorporate several physical processes that contribute to 
coastal flooding; however, these models do not typically include rainfall in their storm surge 
simulations. This omission creates an incomplete assessment of weather conditions during extreme 
precipitation events and has inspired efforts to improve upon current storm surge models by 
incorporating rainfall into storm surge simulations. In this talk, I will explain the significance of 
rainfall and its contribution to storm-driven coastal flooding and discuss our efforts to integrate a 
parametric rainfall model into a discontinuous Galerkin shallow water equations model (DG-
SWEM) to create a more complete assessment of real-life storm conditions. Numerical results 
demonstrating the approach will be presented, and we will discuss some of the challenges involved 
in moving forward. 
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Existing models for sorption kinetics of contaminants such as heavy metals (e.g., pseudo-second-
order model introduced in [1]) mainly focused on describing artificial adsorption/desorption for a 
relatively short duration, where contaminants absorb onto the surface of the adsorbent. However, 
ground formed by metamorphism or sedimentation usually contains heavy metals during their 
natural formation process, and heavy metals are distributed throughout the ground in such cases.  
In fact, several research (e.g. [2]) has implied the significance of the effect of intra-particle 
adsorption/desorption kinetics of heavy metal leaching. From this perspective, naturally 
contaminated soils that contain contaminants deep within the particles may show delayed leaching. 
Therefore, a novel approach for predicting the distribution of contaminants, both in the soil particle 
and surrounding liquid, is achieved using the finite difference method. The approach is named the 
“intraparticle pore-diffusion model” and is applied to simulate the batch leaching test of heavy 
metal contaminated soils. Intraparticle diffusion and sorption equilibrium are considered. The 
desorption phenomena of heavy metal from soil particles are considered as a one-dimensional, 
polar-symmetric problem in the spherical coordinate system by supposing soil particles to be 
porous, perfect spheres. The results indicate that soil constituted of larger particles leach more 
contaminants at a certain time and faster for a certain leaching amount. 
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Tsunami kill many human beings and damages economic activities seriously, such as 
tsunami caused by the Great East Japan Earthquake in 2011. It is very important to 
develop useful modelling, simulation and visualization methods for tsunami waves in 
order to perform the planning and design for the community development and the 
prevention of disaster. The visualization is also important to understand the power of 
tsunami and to improve the consciousness of disaster prevention. Recently, the 
visualization using the virtual reality (VR) technology is becoming more popular for 
numerical simulations. 
 
In this presentation, the modelling, simulation and visualization methods are presented 
for tsunami waves. For the modelling method, several GIS, CAD and AUV data are 
employed. The stabilized finite element method is employed for tsunami based on the 
shallow water equation. We also propose a visualization system linked to the evacuation 
simulation using virtual reality technology to understand the power of tsunami and the 
importance of the evacuation. The present modelling, simulation and visualization 
methods are shown to be useful tools for disaster mitigation education. 
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The large-scale dynamics of the ocean contain motions that vary on a wide range of time scales. For
the sake of computational efficiency, numerical models of ocean circulation generally split the fast and
slow motions into separate subsystems that are solved by different techniques. The fast motions are
represented by a vertically-integrated system that is similar to the shallow water equations. The other
subsystem employs governing equations in each of the fluid layers. In this situation, it is essential
to maintain various kinds of communication and consistency between the two subsystems. This talk
will discuss such measures in the case where the spatial discretization is accomplished by discontinuous
Galerkin (DG) methods. These measures include some ones that were recently encountered in the context
of thin layers that can arise when layer interfaces outcrop to the upper surface of the fluid or when layer
interfaces intersect variable topography at the bottom of the fluid.
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Floods cause more casualties than any other natural hazard in the United States so flood protection 
barriers like levees are highly important to preventing devastating damages to life and 
infrastructure. Levees can be classified according to their risk assessment as with the United States 
Army Corps of Engineers (USACE) Inland Levee Classification system [1], and according to their 
composition and structure. Understanding how different classes of levees perform during one of 
the most common failure events, overflow failure, can help improve flood prevention measures by 
predicting when, where and how levees will fail. This study serves to analyze the performance of 
several classes of levees during overflow failure and create flood fragility models to assess their 
capabilities. The parameters used as random variables for the fragility models are discussed in detail 
and the results of the study will be reported using graphical and analytical data. Numerical results 
detailing the conclusions gathered and further research necessary to make this study more robust 
will be presented.   
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Rainfall runoff can be a significant contributing factor to inland flooding during hurricanes due to the ac-
companying torrential rainfall that often occurs. When the rainfall rate exceeds the local infiltration rate
of the inland area, overland flow occurs in the form of rainfall runoff. While this overland flow can be
modeled using the full shallow water equations (with the addition of a source term for rainfall), simpler
approximations to the shallow water equations — namely, the diffusive and kinematic wave approxima-
tions — have been shown to accurately represent overland flow under conditions often encountered in
natural watersheds. In this work, we compare numerical solutions to the full shallow water, diffusive,
and kinematic wave flow equations for a variety of rainfall runoff flow scenarios and discuss the merits
of each approximation in terms of accuracy and computational cost.
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The shallow water equations provide the basic modeling equations for a number of 
coastal flooding hazards, such as tsunamis and storm surge. In realistic 
scenarios there are often structures important to these flows that have a large 
extent but small width, including sea-walls, berms and harbor barriers. 
Explicit time stepping schemes, most often used for the shallow water 
equations, can therefore suffer from time step restrictions due to the CFL 
condition. In this talk, we introduce a set of approaches that sidestep these 
issues by allowing a barrier to have zero-width and to cut a cell arbitrarily 
without suffering from CFL restrictions. This is done by supplementing existing 
Riemann solvers and leveraging cut-cell methods that preserve the properties of 
the Riemann solver and add negligible cost to the original solvers. 

2240



Time-domain Sound Field Analysis Using the Finite Element Method and the Fast Multipole 
Boundary Element Method
Kazushi Fukazawa, Hitoshi Yoshikawa and Kazuo Kashiyama

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Time Domain Sound Field Analysis Using the Finite Element Method 
and the Fast Multipole Boundary Element Method 

 
Kazushi Fukazawa1*, Hitoshi Yoshikawa2 and Kazuo Kashiyama3 

1 Graduate School of Civil, Human and Environmental Engineering, Chuo University 
Kasuga 1-13-27, Bunkyo-ku, Tokyo 112-8521, JAPAN 

 a17.kfgc@g.chuo-u.ac.jp 
2 Graduate School of Informatics, Kyoto University 

Yoshida-Honmachi, Sakyo-ku, Kyoto 606-8501, JAPAN 
yoshikawa.hitoshi.5u@kyoto-u.ac.jp 

3 Department of Civil and Environmental Engineering, Chuo University 
Kasuga 1-13-27, Bunkyo-ku, Tokyo 112-8521, JAPAN 

kaz@civil.chuo-u.ac.jp 
 
Key Words: Finite Element Method, Boundary Element Method, Noise Barrier, Auralization 
 
 
Noise is one of the seven major types of pollution in Japan, and it leads to the highest 
number of complaints according to a survey published by the Ministry of Internal Affairs 
and Communications in December 2021. Especially in urban areas, the evaluation of 
noise has been an urgent issue for planning and designing various constructions, such as 
roads, railways, and airports. Several evaluation methods for traffic noise simulation have 
been utilized. Based on the frame of reference used, those methods can be classified into 
two categories: 1) Methods based on the geometrical acoustic theory and 2) Methods 
based on acoustic wave theory. Both methods have advantages and disadvantages. For 
geometrical acoustic theory methods, the CPU time is very short but the numerical 
accuracy is comparatively low. Acoustic wave theory methods, on the other hand, 
provide accurate solutions but large-scale simulations. 
 
This paper presents a noise evaluation system based on acoustic wave theory. This paper 
utilizes two methods – the finite element method [1] and the boundary element method 
using a fast multipole method [2], which are employed for the discretization of unsteady 
wave equation – and compares the numerical results of the benchmark problem. In 
addition, we show the results using the analytical model of the complex shape based on 
standard specifications of noise barriers and discuss the difference of the numerical 
results and auralization results between the two methods. 
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The ability to provide accurate meteorological input wind fields is key for accurate storm surge 
modelling and prediction. Because tropical cyclones spend most of their life cycle in the open ocean 
and exist over large spatial scales, direct in-situ wind observations are challenging.  Cyclone winds 
also can evolve rapidly, particularly as they make landfall. These challenges motivate exploring the 
use of remote sensing measurements of ocean winds for storm surge prediction.  NASA's Cyclone 
Global Navigation Satellite System (CYGNSS) Earth Venture Mission (EVM) [1]-[2] is 
particularly well suited for this purpose and for providing insights into storm surge inducing tropical 
cyclone wind fields and their evolution in time. CYGNSS uses GNSS-Reflectometry in which 
CYGNSS’s eight satellite-based receivers together with GPS satellites form a bistatic radar 
geometry (the GPS satellites act as transmitters and CYGNSS satellites act as receivers) such that 
over any given measurement reporting period (typically 0.5-1 seconds), the constellation is capable 
of providing 32 measurements of ocean winds. These measurement properties allow CYGNSS to 
provide extensive spatial coverage and frequent temporal revisits when compared to other ocean 
wind speed remote sensing approaches. 
 
This presentation will present updates on a previously reported ‘matched filter’ framework in which 
CYGNSS’s ‘special-mode’ full-DDM measurements are used to estimate maximum tropical 
cyclone winds that are further used to produce cyclone wind fields using a parametric approach [3]. 
Particular emphasis is placed on the potential for using CYGNSS’s measurements for the accurate 
retrieval of maximum hurricane winds relative to independent reference datasets. The use of these 
CYGNSS-derived wind fields in ADvanced CIRCulation (ADCIRC) model storm surge 
simulations will also be presented, along with a discussion of the utility of spaceborne GNSS-R 
system measurements in storm surge prediction. Results from the approach are compared with 
storm surge predictions using ‘Best Track’ derived wind fields and with available in situ storm 
surge data for storms of interest over the period 2017-2021. 
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In order to achieve self-healing ability and to prolong the lifespan of cementitious composites, 
incorporation of bacteria has been investigated in recent decades [1]. The incorporation of bacteria 
into cementitious composites has advantages on repairing cracks which  cracks can be 
autonomously and perpetually sealed via calcite precipitation of the bacteria [2]. Moreover, 
microbial-induced calcite precipitation is reported to densify the microstructure of the cementitious 
materials, thus can improve mechanical performances including the compressive strength and 
permeability of the cementitious materials [3]. Carbonate ions released by the ureolytic activity of 
the bacteria can combine adjacent cations to precipitate carbonate minerals which are able to reduce 
porosity in the microstructure [2]. Consequently, dense microstructure and enhanced mechanical 
performances can be achieved by the microbial-induced calcite precipitation. This paper revisits 
earlier works on the microstructural properties of the bacteria-based cementitious composites. An 
initial work on the early stage hydration of the bacterial-based cementitious materials will also be 
briefly presented [4]. 
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This paper presents a study for large-scale nonlinear analysis of civil engineering structures. 
Conventional structural calculations of civil structures are performed using frame analysis based 
on beam and spring elements to reduce computation time. However, these simplified numerical 
modeling approaches are not necessarily required owing to the recent development of computers 
that enable computing of complex problems. In addition, the numerical modeling must be 
elaborated for complicated large-scale problems, such as the seismic safety assessment of critical 
infrastructure (e.g., nuclear power plants) and performance-based design to evaluate the certain 
performance directly without traditional specifications. In this study, large-scale parallel analysis 
is employed to improve efficiency when solving the abovementioned problems. The analysis 
procedure is based on the open-source code FrontISTR[1], deployed using the parallel finite 
element method (FEM). Furthermore, nonlinearity characterizing the behavior of concrete 
structures is introduced into the large-scale analysis. 
 
Concrete structures exhibit the combinations of several sources of nonlinearity. In this study, we 
considered the effects of material nonlinearity and boundary nonlinearity. First, a non-orthogonal 
multi-directional smeared crack model[2] is implemented to accurately simulate the material 
nonlinearity of concrete material. This model accepts multiple cracks in an element so that it is 
appropriate to simulate complicated crack failure under cyclic loading, such as the seismic 
response. Next, we employed a contact analysis procedure based on penalty method to address 
the boundary nonlinearity. Therefore, the large-scale nonlinear analysis method of concrete 
structures is achieved.  
 
Finally, we examined the applicability of the proposed method to large-scale problems through 
the nonlinear seismic response analysis of a concrete gravity dam and its foundation. The dam is 
separated into a certain number of cantilever monoliths by contraction joints, so that strong 
earthquake can induce opening-closing of the joints and crack failure of concrete material. The 
numerical results revealed that the proposed method can evaluate preceding nonlinear behavior of 
the dam and the practicality and scalability of the proposed method are sufficient for practical 
purposes. Therefore, it is concluded that the proposed method can overcome the large-scale 
nonlinear problem of concrete structures in the future. 
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Explosive loading can be a serious threat to urban buildings and infrastructures [1]. An explosion 
can be defined as a large-scale and high-speed release of energy, and it generates a huge amount of 
shock waves. The shock wave can be classified as high explosive when it is faster than the speed 
of sound and as deflagration when it is slower than the speed of sound [2]. Civil engineering mainly 
deals with high explosive phenomena that can cause damage to civil infrastructures. 

Explosive substances can exist in solid, liquid, or gaseous state, and most of the high explosive 
phenomena are caused by solid explosive substances such as trinitrotoluene (TNT). In the case of 
TNT, a typical solid state explosive substance, 3000-4000°C gas is expanded to a pressure of 250-
350 tonf/cm2 when exploding in the air [3]. As a result, the expansion of air generates shock waves, 
thereby releasing energy to destroy the reinforced-concrete (RC) structures. However, the level of 
damage of RC structures may vary depending on the arrangement of rebars, concrete properties, 
and design of the structure. 

In the present study, preliminary computational analysis of the structural response and damage 
of reinforced concrete (RC) slabs subjected to open air blast by using LS-DYNA explicit code. For 
computational analysis, various TNT mass levels were considered and implemented to ConWep 
code in LS-DYNA to simulate shock pressures on RC structures. First, incident and reflected 
pressures were numerically predicted and compared with measured pressure data [4]. Then, rear 
displacement and damage of RC slabs were computationally predicted and compared with the air 
blast experimental data [4]. Finally, an applicability of the computational approach using ConWep 
code in LS-DYNA to the optimal blast protective design will be discussed.  
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In recent years, studies have focused on the utilization of conductive polymeric composites for 
sensing applications [1,2]. Conductive polymeric composites have been practically applied in many 
sensing fields such as strain sensors, thermostats, and stretchable transistors [1,2]. Carbon nanotube 
(CNT) is one of the typical electrically conductive fillers consisting of conductive polymeric 
composites. Owing to their high aspect ratio and outstanding electrical conductivity, electrical 
pathways can be readily formed in a polymer matrix with only small amounts of CNTs [1]. 
Researchers have developed various piezoresistive CNT-incorporated polymeric composite sensors, 
reporting that the electrical resistance of the composites has been found to increase with increasing 
strain but remains almost constant as strain is released [2,3]. This paper overviews recent progress 
in piezoresistive CNT-incorporated polymeric composite sensors, including initial work on 
micromechanical prediction of the sensors done by the authors [4]. 
 

ACKNOWLEDGMENTS 

This research was supported by a grant from the National Research Foundation of Korea (NRF) 
funded by the Korean government (Ministry of Science, ICT Future Planning) (NRF- 
2021R1A2C3006382). 
 

REFERENCES 

[1] Kil, T., Jin, D.W., Yang, B., and Lee, H.K. A comprehensive micromechanical and 
experimental study of the electrical conductivity of polymeric composites incorporating carbon 
nanotube and carbon fiber. Compo. Struct., (2021) 268: 114002. 

[2] Souri, H., Yu, J., Jeon, H., Kim, J.W., Yang, C.M., You, N. H., and Yang, B. J. A theoretical 
study on the piezoresistive response of carbon nanotubes embedded in polymer nanocomposites in 
an elastic region. Carbon, (2017) 120: 427-437. 

[3] Jin, L., Chortos, A., Lian, F., Pop, E., Linder, C., Bao, Z., and Cai, W. Microstructural origin 
of resistance–strain hysteresis in carbon nanotube thin film conductors. PNAS, (2018) 115(9): 1986-
1991. 

[4] Kil, T. and Lee, H.K. Machine learning-combined micromechanical model for the prediction 
of resistance-strain hysteresis in CNT-incorporated composite film under cyclic loading. (2022) In 
preparation. 

2246



Reviews on micromechanics-based failure analysis for fiber-reinforced laminates via Puck fail-
ure criteria
Jin-Ho Bae, Taegeon Kil, Beomjoo Yang, Siew Ying Tay and H.K. Lee

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Reviews on micromechanics-based failure analysis for fiber-reinforced 
laminates via Puck failure criteria 

 
Jin-Ho Bae1*, Teageon Kil2, Beomjoo Yang3, Siew Ying Tay4 and H.K. Lee5 

1,2,4,5 Department of Civil and Environmental Engineering, 
Korea Advanced Institute of Science and Technology (KAIST), 

291 Daehak-ro, Yuseong-gu, Daejeon 34141, South Korea 
1 jinho.bae@kaist.ac.kr, 2 taegeon@kaist.ac.kr, 4 sytay@kaist.ac.kr, 5 haengki@kaist.ac.kr  

 
3 School of Civil Engineering, 
Chungbuk National University, 

1 Chungdae-ro, Seowon-gu, Cheongju, Chungbuk, South Korea 
byang@cbnu.ac.kr 

 
Key Words: Micromechanics, Fiber-reinforced Laminates, Failure Analysis, Damage evolution 
 
 
In the past few decades, fiber-reinforced laminates (FRLs) have been widely used in various 
infrastructures owing to their high strength, durability, and rigidity [1]. Based upon inherent 
characteristics of FRLs, the presence of some inevitable defects such as micro-crack, void, fiber 
debonding, and an imperfect interface between fiber and matrix lead to difficulty in the failure 
analysis [2]. Correspondingly, the inevitable damage parameters of FRLs should be well 
addressed to precisely predict the failure [2]. Many of the relevant studies have been reported that 
void growth, fiber debonding, and imperfect interface potentially provoke the inter-fiber fracture 
(IFF), leading to inevitable damage factors in FRLs [2,3]. For the failure analysis of the IFF, the 
micromechanical framework considering the micro-void growth and fiber debonding has been 
proposed [3,4]. Puck failure theory can also be adopted as a phenomenological and physical 
analytical method to predict the failure analysis in FRLs [4,5]. This paper reviews 
micromechanics-based failure analysis for FRLs specifically via Puck failure criteria [5]. In 
addition, a preliminary study conducted by the authors to predict the behavior of the FRLs is 
briefly introduced [5]. 
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This research investigates a new method for application of bottom ash in geopolymer composite. 
Bottom ash is a by-product of thermal power plants, and many studies have been conducted to 
utilize bottom ash for geopolymer. However, it is difficult to use a large amount of bottom ash due 
to reasons such as decrease in strength, gas generation, and expansion. Therefore, in this study, a 
method of using bottom ash as an activator was developed. The degree of activation of bottom ash 
was analysed through ICP and pH test. Also geopolymer composites were conducted compressive 
strength and expansion test. It was observed that a large amount of gas was generated and escaped 
in the process of dissolving the bottom ash in the activator, and the compressive strength was also 
increased compared to typical method of replacement. Based on the result, it is expected that the 
suggested method of utilizing bottom ash can be an effective solution to consume large quantities 
of bottom ash in the concrete industry. 
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Thin-walled circular and square tubes have been widely used in automobiles, ships and aerospace en-
gineering as main structural parts owing to their effective energy absorption capacity per unit mass.
There are many studies concerning the static and dynamic response of thin-walled tubes under axial
compression[1, 2]. One of our co-authors has also published a paper regarding the estimation technique
of the initial peak load for circular tubes subjected to axial impact loading[2].

Recently, more and more attention have been paid to improve the energy absorption capacity of tubes by
adding porous materials such as foams and honeycomb cores in the tubes[3]. On the other hand. due to
the novel development of additive manufacturing technology, a precise and complex lattice cores with
the length of micrometres can be fabricated easily, and their stiffness and strength have been investigated
by many researchers.

In this paper, the axial compressive response of lattice-cored sandwich tubes has been studied by using
a nonlinear finite element method. The effects of micro-architecture of the lattice core and the overall
geometries of the sandwich tube have been investigated. In addition, the lattice-cored tubes were manu-
factured by using our in-house metal 3D printer, and their axial compression tests have been conducted.
The numerical and experimental results agree well with each other, and their great abilities of the energy
absorption by the existence of lattice core have been confirmed.
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In this study, we investigate the creasing instability using a perturbation force-based analysis and 
clarify the energy barrier necessary for the occurrence of the crease and the stable state of the 
crease, named energy bottom. Two-dimensional finite element analysis is conducted on the 
elastomer assigned with the incompressible Neo-Hookean material, along with considering 
compressive strain and wavelength of the crease as parameters. A perturbation force is applied to 
a point on the top surface of the elastomer. To simulate the creasing, we introduce the artificial 
viscosity, and later its effect is removed.  
 
When a perturbation force works enough to get over the energy barrier, the crease is induced on 
the top surface of the elastomer. The energy barrier becomes smaller with increasing strain. In 
addition, the high resolution of finite elements makes the energy barrier small. These tendencies 
have already been reported in the previous study [1]. On the other hand, the energy barrier is 
independent of the wavelength of the crease. Thus, the onset of creasing is not affected by the 
scale of deformation.  
 
Once the stored energy gets over the energy barrier, the crease quickly grows toward the energy 
bottom. The energy bottom is independent of the mesh resolution, unlike the energy barrier, 
which means that the evolution of the crease can be reasonably simulated. The wavelength of the 
crease at the energy bottom increases with a rise in applied compressive strain [2]. On the other 
hand, as applied compressive strain approaches the threshold of creasing, the wavelength 
converges to a specific length. 
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Over the decades, the ductile fracture behaviours of metals have been studied by many 
researchers [1]-[4]. In the classical metal plasticity, it is assumed that the hydrostatic 
pressure has negligible effect on the materials strain hardening, and that the flow stress 
including the initiation of fracture is independent of the third deviatoric stress invariant. 
However, recent experiments on metals have shown that the both the pressure effect and 
the effect of the third deviatoric stress invariant should be included in the constitutive 
description of the materials [1]-[4].  
In this study, the relationship between stress triaxiality and fracture strain of high-strength 
steel sheets that are widely used for many parts in automobiles was investigated through 
the nonlinear finite element analysis (FEA) and the strain measurement using stereo 
digital image correlation (Stereo-DIC). In the experiment, tensile load was applied to a 
notched thin sheet specimen, and the displacement and strain distributions on the both 
surfaces of a specimen were measured using a dual Stereo-DIC system.  Then, not only 
the time-variation of the in-plane strains but the through-thickness strain and the stress 
triaxiality during the test were evaluated. In this numerical study, damage growth was 
considered in our FE model with a customized subroutine program. The results show that 
the relationship between the stress state of the high-strength steel sheet and fracture strain 
can be predicted with high accuracy by comparing with the experimental results. It was 
found that the larger the stress triaxiality, the greater the effect of damage. 
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Structural ceramics have excellent properties such as heat resistance. However, the problem is that 
there is a large variation in strength compared to other materials. This is due to the distribution of 
microscopic defects inside the ceramics [1]. In order to reproduce these characteristics, the author's 
group has proposed a finite element analysis method to predict the variation in fracture strength of 
ceramics based on internal microstructure data (relative density, pore size distribution, grain size 
distribution, etc.) [2][3]. However, there is still room for improvement in this approach. One of 
them is that the analysis results depend on the mesh size.  
 
In this study, we aimed to improve this problem by applying the Generalized Pareto (GP) model, 
one of the extreme value statistics, to the pore size distribution. The pore size distribution is the 
most important factor in the fracture strength of ceramics among the internal microstructure data. 
AS999, a high-purity alumina (Al2O3), is used as the target material, and data on the size and 
number of pores are measured by X-ray CT. Then, the parameters of the GP model were determined 
using the PWM method. Furthremore, the threshold of minimum pore size was determined to 0.009 
mm based on the mean excess plot. 

 
In the finite element analysis, pores is generated randomly in each element while according to GP 
model, and the maximum value among them is adopted as the maximum pore size in respective 
elements. It should be noted that the number of generated pore is adjusted to the change in mesh 
size. 
 
As a result, our method was able to reproduce the results of the three-point and four-point bending 
tests, including the scatter of strength. The same three-point bending test was also performed with 
different mesh sizes of the specimens, and the test results were also reproduced. 
 
In summary, this study was able to solve the mesh size dependency, which was an issue of the 
previous method [2][3]. In addition, in the process of applying the GP model, we developed the 
general scheme to determine the internal structure data from the measurement results by X-ray CT. 
In the future, we will study how to apply the measurement results by SEM and other methods. 
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In this study, we propose an incremental mean-dilatation method to conduct thermo-mechanically 
coupled analysis on nearly incompressible materials. To this end, we define the thermo-
mechanically coupled energy rate potential in line with an incremental variational framework 
(IVF)[1]. The energy rate potential contains three kinds of energy potential, internal energy, 
dissipation potential, and Fourier potential, and also considered the incompressible condition with 
Lagrange multiplier[2]. Then, the equilibrium temperature stemming from the volume change is 
originally introduced in connection with the introductions of volume change and pressure, which 
are constant in a whole domain of continuum body. 
 
As a result, the established thermo-mechanically coupled problem, including control of volume 
change, is variationally consistent, so that we can enjoy several benefits associated with numerical 
accuracy and efficiency. For example, taking advantage of the benefit, which the consistent tangent 
modulus necessarily becomes symmetry, the fully implicit update algorithm based on the standard 
type of Newton-Raphson method can be constructed. Further, the proposed method can avoid the 
volume locking occurring in the use of the lower-order element, which is expected to improve the 
computational stability and efficiency. 
 
To validate the applicability of the proposed method in practical use, the several numerical 
problems for hyperelastic and standard dissipative solids are solved by means of three kinds of 
numerical methods: standard IVF with 1st order element, standard IVF with 2nd order element, the 
proposed method with 1st order element. 
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In this research, the collapse behavior of a thin plate subjected to axial compression and bending 

is studied by using the finite element method. For various boundary conditions, the stress 

distributions at ultimate are compared with international specifications. The collapse of the plate 

which has various hardening characteristics is investigated. It means that local buckling, post-

local buckling redistribution of stress and critical strain are investigated. Based on the above 

investigation, an approximate prediction of the collapse stress was proposed. Further, its validity 

was verified comparing with the numerical results by the FEM under various material and 

geometric properties. 
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Pallet rack systems used in warehouse are generally constructed with light weight uprights and 
beams, and are frequently subjected to accidental impact by forklift trucks [1]. When heavily 
loaded, those impact may cause partial or progressive collapse of rack systems which will mostly 
lead to catastrophic loss of goods and sometimes of human lives [2]. 
 
In this study, numerical investigation was conducted on progressive collapse behavior of rack 
systems using the Adaptively Shifted Integration (ASI) - Gauss code [3], which can supply highly 
accurate elasto-plastic solutions with minimum subdivision of finite elements and can stably 
simulate nonlinear phenomena such as member fracture and contact. Push-down and push-over 
analyses with and without upright removal were carried out on a two-bay rack system to observe 
the standard strength and effects of plan bracings installed at different levels. Furthermore, 
dynamic analyses with impact load in cross-aisle and down-aisle directions under fully- and over-
loaded conditions were conducted and the effects of plan bracings were investigated.  
 
According to the numerical results, plan bracings installed at first level affect greatly against 
lateral impact at lower levels, and those installed at top level affect greatly in preventing 
downward collapse making the most of its catenary action. Progressive collapse analysis of a 
large-scale pallet rack system was also conducted and the effect of optimal installation of plan 
bracings was confirmed.  
 

REFERENCES 
[1] Gilbert, B.P. and Rasmussen, K.J.R. Determination of accidental forklift truck impact forces 

on drive-in steel rack structures, Eng. Struct. (2011) 33: 1403–1409. 
[2] Dubina, D., Marginean, I. and Dinu, F. Impact modelling for progressive collapse 

assessment of selective rack systems, Thin Wall Struct. (2019) 143: 106201. 
[3] Isobe, D. Progressive Collapse Analysis of Structures: Numerical Codes and Applications, 

Elsevier, (2017) 

2255



Study on Thin Reinforced Concrete Slabs Subjected to low-velocity Impact - Preventing scatter-
ing debris by using steel deck plates -
Masaki Gohara, Yasunori Mizushima, Yuuki Idosako and Yasuto Yonezawa

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Study on Thin Reinforced Concrete Slabs Subjected to low-velocity Impact 
- Preventing scattering debris by using steel deck plates - 

 
Masaki Gohara1*, Yasunori Mizushima2, Yuuki Idosako3 and Yasuto Yonezawa4 

1 University of Hyogo, “1-1-12, Shinzaike-honcho, Himeji, Hyogo, Japan”,  
nc18a066@stshse.u-hyogo.ac.jp 

2 University of Hyogo, “1-1-12, Shinzaike-honcho, Himeji, Hyogo, Japan”,  
mizushima@shse.u-hyogo.ac.jp 

3 Takenaka Corporation, “1-5-1, Ohtsuka, Inzai, Chiba, Japan”, idosako.yuuki@takenaka.co.jp 
4 JFE Metal Products Corporation, “Konan, 1-2-70, Minato Ward, Tokyo, Japan”,  

y-yonezawa@jfe-kenzai.co.jp 
 
Key Words: Steel Deck, Steel Pipe, Reinforced Concrete Slab,  

Impact Test, Finite element analysis 
 

When constructing a building above public traffic lines such as roads and railway tracks, it is 
necessary to ensure sufficient safety to the space under the slabs. If a hanged object fall and 
perforate the reinforced concrete slab, and debris caused by the impact are scattered under the 
slab, those could cause serious consequences such as human casualties. This study focuses on 
those debris scattering under the slab. To prevent this, this study proposes an anchoring 
mechanism into concrete at the edge of steel deck plate used as permanent formwork. 
 

In a typical steel-framed building, slab is constructed by pouring concrete on the deck used as a 
permanent formwork. Since the deck is usually not anchored into the concrete, it can easily fall 
off by the impact, and the generated debris scatter under the slab. In this study, the deck is 
anchored into the concrete by folding up the deck plate ends. The anchoring mechanism would be 
effective in preventing the deck plate from falling off by the impact, and damaged concrete from 
scattering. 
 

In this study, half scale impact tests were conducted on specimens assumed to be RC slabs used 
in buildings, and it was confirmed that the proposed anchoring mechanism was effective in 
preventing the deck plate from falling off and scattering debris. In the cases without the anchor 
mechanism, the deck plate fell off at a falling height of 7.5 m, but in the case with the anchor 
mechanism, the deck did not fall off at 14 m, and fell off at 15m. 
 

Moreover, it was confirmed that the effects of this experiment behaviour could be evaluated by 
finite element analysis. This analysis was performed with LS-DYNA. The anchoring mechanism 
between the concrete and the deck plate was reproduced using tie-break contact in LS-DYNA. In 
the case with the mechanism, the deck falling off and debris scattering were suppressed at a 
falling height of 13m in the analysis as well as the test. In addition, the falling object velocity, 
penetration depth of impact area of the slab, and reaction force were also in close agreement with 
the experiment. 

 
It is now possible to suppress the scattering of debris caused by the impact under the slab in the 

event of a collision with a falling object during construction work above the public traffic line, 
thereby improving the safety of the lower part of the slab. As a result, such construction work can 
be made smoother, which will contribute to the advanced use of space on public traffic lines and 
the development of the city. 
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Because landslides caused by heavy rainfall have occurred every year all over the world, landslide miti-
gation and prevention are recognized as a global issue. Although a lot of slope stability analyses[1] have
been reported, it is still difficult to predict landslide occurrence in a wide area with time-series data of
rainfall. To overcome this problem, this study presents a novel framework for rainfall-induced landslide
prediction by combining hydrodynamics and three-dimensional slope stability analysis.

In the proposed framework, infiltration analysis using the Green-Ampt model and two-dimensional sur-
face flow analysis are employed to represent water transportation induced by rainfall. Regarding to
the three-dimensional slope stability analysis, the Hovland method is employed on the assumption of
ellipsoid-shaped slip surfaces. The infiltration depth at each calculation point is evaluated by the infiltra-
tion analysis and surface flow analysis, and the obtained spatial distribution of infiltration depth is used
as an input datum for the slope stability analysis. A part of the area in Kamaishi City, Iwate Prefecture,
located in the northeast of Japan, is selected as a target area for analysis. A lot of landslides occurred in
the target area due to a typhoon attacked on October 12 and 13, 2019. Detailed terrain data measured
using UAV were obtained before and after the typhoon. In addition, the actual slope failure locations
were identified through a field survey. These data are used to verify the accuracy of the numerical anal-
ysis. The obtained results indicate that the proposed framework has a high potential for the predicting
rainfall-induced landslides. It should be also noted that the results manifest that small forestry roads
affected landslide occurrence.
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Free-surface flow problems occur in numerous disaster simulations such as tsunami in an urban area.
The characteristics of these flow fields are three-dimensional, highly non-linear and non-hydrostatic. A
fully three-dimensional free-surface fluid model is required to simulate such a flow field. In recent years,
the cumulant lattice Boltzmann method (CLBM) [1] has attracted much attention as a novel simulation
method and has been successfully applied to various engineering fields.

In CLBM, the bulk viscosity is set independently of the kinematic viscosity. It is one of the critical pa-
rameters determining the accuracy and stability of impact pressure estimation in the weakly compressible
flow model. When the bulk viscosity is set appropriately, the acoustic error caused by excessive numer-
ical oscillations due to sound waves can be suppressed. However, if the bulk viscosity is too large, the
calculation accuracy may be degraded. To ensure accurate calculations while suppressing the numerical
oscillation of the pressure, the bulk viscosity must be validated.

In this study, we proposed a single-phase free-surface flow model based on CLBM using the volume-
of-fluid (VOF) model to capture the interface. We performed the dam-breaking flow problem [2] to
validate CLBM for estimating impact pressure in the violent flow field. The relationship between the
bulk viscosity and impact pressure was examined. We demonstrated that values of the bulk viscosity
between 0.6 and 1.0 are reasonable in terms of the reproducibility of peak pressure and suppression of
pressure oscillations for violent flow fields. The results of the proposed model are in good agreement
with the experimental results. It is concluded that the free-surface flow model using CLBM is an advan-
tageous method for calculating the impact pressure acting on a structure, which suppresses the numerical
oscillation.
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The purpose of this study is to clarify the damage mechanism of a long-period bridge structure- 
underground interconnected system, such as the Ohkirihata Bridge damaged in the 2016 Kumamoto 
earthquake, subjected to the combined loads of long-period pulsive ground motions, surface fault 
displacements, and ground deformation by slope failures.  
Firstly, the site-specific waveforms were estimated by the finite difference method as input ground 
accelerations to a bridge system model. Secondly, the target bridge system was modeled by three 
dimensional (3D) finite element (FE) method with 441,196 nodes and 2,437,126 solid elements. 
The target bridge system is the affected Ohkirihata Bridge which is a 5-span continuous steel girder 
bridge with the length of 265.4 m long and the width of 12.5 m wide. For the 3D FE model, the 
reinforced concrete (RC) slabs and steel girders were idealised by equivalent tetrahedral first-order 
elements with Young’s modulus and density of mass of parallel serises of slabs and girders. The 
five laminated rubber bearings with total rubber thickness of 85 mm -150 mm are placed upon the 
top of each pier: A1Bs, P1Bs-P4Bs, A2Bs. The layers of natural rubbers and steel plates consisting 
of a bearing were modeled by hexahedral first-order elements with same plain size and different 
heights. The RC piers P1-P4 and RC abutments A1, A2 were modeled by tetrahedral first-order 
elements. The RC foundations of caisson piles supporting P1, P4 and A2 and cast-in-place piles 
supporting A1, P2 and P3 were modeled by tetrahedral first-order elements. The underground 
layers consist of nine different soil materials which mechanical properties were identified by soil 
tests. These shallowed layers were modeled by tetrahedral first-order elements. The  minimum sizes 
of all tetrahedral first-order elements were set as about 1m in average. The stress-strain 
relationships set for all elements were assumed to behave isotropically in the elastic ranges. 
We used a open-source program for large-scale parallel computation of FE analysis: FrontISTR. 
Linear dynamic analysis was performed by applying the site-specific waveforms of  the main 
ground motions for 10 seconds as equivalent inertial forces to all nodes of the 3D FE model. The 
Newmark-β method (β=0.25, γ=0.5) was used in the time integration scheme. The time interval was 
set to be 0.005 sec, and the number of computational steps was 2000. Damping effect on equations 
of motion was formulated by stiffness-proportional damping matrix. The CG method was applied 
for the numerical linearization, and the SSOR preprocessing was used. The threshold for 
determining the convergence about relative error of computed displacement was set at 1.0×10-6. 
P3B, P2B, P4B, A2B, and P1B, in that transient order, exceed allowable shear strain of 250% in 
the 3.9 seconds before the maximum amplitudes of the site-specific EW and NS waveforms, and 
A1B follows to exceed 250% after the peak. The time-series horizontal motions of the 
superstructure supported by these bearings until the 3.9 seconds are demonstrated as first, the 
superstructure moves to the northwest direction between 1.86 s and 2.49 s, next to the southeast 
direction between 2.49 s and 2.82 s with a slight clockwise rotation around the A1, and further to 
the north direction  between 2.82 s and 3.24 s with a counterclockwise rotation around the A1. The 
reasons are why the excitation of long-period pulsive ground motions to the primary eigenmode of 
the target bridge system in the 1.2 s to 1.5 s natural period causes these processes. 
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As global warming progresses and seismic activity increases, landslides caused by torrential rains and
tsunamis by huge earthquakes are becoming more frequent. There is no end to the damage to structures
and human lives continue to occur all over the world. To estimate the damage level of these natural
disasters in advance, numerical simulations using the particle method, which can predict the post-collapse
behaviors, have been considered promising.

We develop a fluid-soil coupling analysis solver using ISPH [1] and DEM, which are both Lagrangian
particle simulators, to analyze the seepage failure of a breakwater mound caused by a tsunami [2]. Since
the simulator is suitable for reproducing discrete phenomena such as slope failure with sediment sepa-
ration and merge, it can also estimate the protection effects of the breakwater with permeable gabions.
Resolved coupling technique without permeability is applied to the caisson blocks and un-resolved cou-
pling technique, which treats as a macroscopic seepage flow analysis, is applied to the soil mound and
the gabions modeled by DEM. The coupling simulator reproduces the seepage failure process including
the overturning and sliding of caissons and the backward erosion of mounds.

On the other hand, quantitative evaluation of the seepage failure of the rubble mound, in which the un-
resolved coupling technique is applied, is a difficult issue because it relies on an empirical macroscopic
drag force model. Through numerical tests, we recognize a hybrid technique between the resolved and
un-resolved model may become more effective for the two-phase mixture flow of soil and water. Before
the development of hybrid techniques, we have been working on the improvement of ISPH fluid analysis
(negative pressure calculation, gradient, and Laplacian model, etc.) to reproduce the pore flow in the
pore space between soil particles in detail by micro-scale Resolved coupling analysis. Then, we simulate
the Karman vortex street behind the cylinder and sphere in the flow channel using these methods.
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Tsunamis are one of the most significant coastal risks in the international community. Especially 

in Japan, which is frequently threatened by earthquakes and its subsequent tsunami inundation, 
considerable attention has been paid to the expected Nankai-Trough earthquake and tsunami in the 
next few decades, which will be an event with extremely short evacuation time (<30 mins) for the 
residents. Although there have been many tsunami forecast systems proposed, there is still room to 
improve minimizing the uncertainties relevant to the deterministic numerical simulations or 
erroneous/noisy data acquired in real-time. 

This study focuses on the improvements of the previous tsunami scenario detection method [1], 
which uses a form of unsupervised learning and sequential probability updates.  We now also 
incorporate geodetic data measured at GNSS stations. The fakequakes software [5] is used to 
generate 600 synthetic kinematic slip distributions    for Nankai-trough-going ruptures, based on 
techniques developed in [2,6], along with the corresponding seafloor deformations and synthetic 
GNSS waveforms. The subsequent tsunami propagation and inundation in Kochi city, which is 
located in southern Japan, are realized by GeoClaw [3]. Then the approach developed in [1], which 
utilizes both POD and a Bayesian update, is used to identify the most similar tsunami scenario from 
a pre-computed database, which is a priori tagged together with its geodetic information. The 
validity of the predicted tsunami scenario is evaluated by either the wave history data at some 
synthetic gauges offshore, or the maximum inundation values in coastal zones. The previous reports 
on the use of GNSS data to improve tsunami forecasts [4] are examined in the context of our 
approach, by testing the combined/solitary use of GNSS (and the synthetic wave history data at 
gauge points). 
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Robustness of a tsunami evacuation building is one of the most important problems in protecting 
lives and properties against tsunami. To ensure robustness, it is necessary to design with 
consideration of strict external forces, including dynamic fluid force and debris impact force, 
caused by tsunami. 
 
In this research, we numerically simulate behaviour of a tsunami evacuation building under tidal 
wave and debris impact to investigate trend of the forces due to tsunami. Partitioned fluid-
structure interaction analysis scheme coupled with stabilized ISPH (Incompressible Smoothed 
Particle Hydrodynamics) method [1] and ASI (Adaptive Shifted Integration)-Gauss method [2] is 
applied for the simulation. The ISPH method is a semi-implicit particle method and suitable for 
free surface flow problem such as tsunami. The ASI-Gauss method is a finite element method 
using linear Timoshenko beam elements and can express a plastic hinge at any position in an 
element by shifting a numerical integration point. Besides, improved ERP (Explicitly Represented 
Polygon) wall boundary model is used as interface modelling between fluid and structure domain. 
This model accurately satisfies boundary conditions on solid walls and can directly calculate fluid 
force exerted on the walls. 
 
As validation of the proposed FSI coupling scheme, we solved free fall problem of a beam 
member and dam break problem with an elastic obstacle. Results of these analysis showed that 
the coupling scheme can obtain precise solution. Furthermore, we conducted a simulation of a 
tsunami evacuation building under tsunami and debris. Specification of the building was 
determined according to current tsunami evacuation building design standard in Japan [3]. Based 
on the results, damage of the building caused by tidal wave and debris impact was verified. 
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Large earthquakes and the subsequent tsunamis cause extensive damage to coastal areas as experienced in
the 2011 Great East Japan Earthquake. In recent years, people are concerned with the Nankai megathrust
earthquakes in Japan, and the coastal area of Shikoku, which is close to the plate boundary, is expected to
be attacked by a tsunami immediately after the earthquake. Thus, an early tsunami forecast is extremely
important for evacuation and damage mitigation. For early and reliable tsunami forecasts, a lot of cable
networking systems (e.g., S-net, DONET) have been installed in the ocean surrounding Japan. However,
such multiple ocean gauges should be reasonably placed realizing the early forecast under limited re-
sources.
In this study, we propose an optimization framework to identify effective placement of gauges for the
early tsunami forecast, based on the recently developed scheme[1]. Our optimization framework employs
the Genetic Algorithm(GA) for detecting the placement of n gauges from N(≫ n) candidate gauges,
based on the data extracted from the Proper Orthogonal Decomposition(POD). Thanks to the POD tech-
nique, we can carry out GA-based optimization with the dimensionality reduced data, which allows us
to handle it more efficiently. According to the previously developed scheme, we calculated the tsunami
propagation by TUNAMI-N2[2] for the 1564 earthquake scenarios from Mw 7.6 to 8.8 occurring in the
Nankai Trough. Then the wave height data at N = 131 candidate gauges are stored for each simulation
result. With the characteristics of the spatial wave height distribution and the scenario-specific informa-
tion, which are both extracted from POD, we could determine the n=10 sensitive gauges for the tsunami
prediction by applying GA. As a validation, the scenario-specific information of a test scenario extracted
from the n= 10 observation gauges is compared with all stored scenarios. The likelihood calculated from
the sequential Bayesian updates is then used to forecast the incoming tsunami wave by weighted average.
Our gauge placement optimization further sophisticates the recent early tsunami forecast system, which
has advantages because they only require the likelihood calculation of the scenario using the wave height
observations, without time and cost-consuming numerical simulations. Although the tsunami forecast
demonstration focuses on the Nankai megaquake and the Shikoku coastal area, our framework can be
applied to other earthquake scenarios and regions.
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The coast of North America located near the Cascadia subduction zone is known to be exposed to 
a huge earthquake/tsunami risk, although there was little awareness of this until the second part of 
the 20th century. The papers [1] and [2], for example, suggest that the subduction zone caused at 
least 18 major earthquakes in the last 10,000 years. Since the last significant earthquake occurred 
more than 300 years ago, the necessity of earthquakes and tsunami mitigation along the North-West 
coast of America seems imperative in the recent century. In this study, we evaluate the risk of 
tsunami triggered by earthquakes in the city of Westport (Washington) by applying the method 
proposed in the previous study [3] which combines Bayesian update and Proper Orthogonal 
Decomposition (POD). The results are compared to other data [4]. 
The plausible earthquakes at the targeting sites were generated by a fakequakes (fake earthquakes) 
software [5], and a tsunami database has been created with GeoClaw [6] considering 4 magnitude 
classes: M7.5, M8.0, M8.5 and M.9.0. In total, 1964 earthquake/tsunami scenarios have been 
created and wave history data at 30 gauge-stations were stored for the forecast process. The concept 
of our forecast scheme is to determine the closest scenario from the scenario database to the 
occurring tsunami by comparing their main characteristics, i.e. the characteristics of their time-
histories. Such characteristics are extracted by POD which enables reducing the computation cost 
and time of the process. Then, by using the Bayesian update, uncertainties are minimised at each 
time step. During the whole process, particular attention is paid to the observation-time required to 
obtain the closest scenario to the occurring tsunami and to the evolution of the closest scenarios 
themselves. The forecast process is fast as the database has already been studied before the 
occurrence of the event and at a low cost as the main characteristics only are compared. We could 
also consider combining a few of the most similar scenarios. The measures of the new event are 
made in the shortest time period possible.  
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In the Tohoku region, a large tsunami is expected to occur in the near future, due to the occurrence of
earthquakes with epicenters along the Japan Trench[1]. In addition, there are declining birthrate and
aging population, and it is necessary to keep the population age distribution in mind when considering
future tsunami disaster prevention.
In this study, we focused on Yamada Town, Iwate Prefecture, which was severely damaged by the
Great East Japan Earthquake, and analyzed its residents’ evacuation. performed by a multi-agent sys-
tem NetLogo, adopting evacuation behavior in the previous research[2], and using open data on future
population[3]. The population numbers in 2020 and 2045 were set as the initial evacuee population, three
cases of the evacuation start time (10, 15, and 20 minutes after the earthquake) were set. In addition, in
consideration of the decrease in evacuation speed due to snow accumulation on the road in winter, and
analysis was performed when evacuation was performed at low speed.
As a result, that compared to the case where evacuated 10 minutes after the earthquake, for those who
evacuated 20 minutes later, the rate of non-arrival at the evacuation center would increase by about 20
points. Furthermore, it was found that when the evacuation speed in winter was applied, the rate of
non-arrival at the evacuation center was higher than in summer. In the future, it is considered necessary
to proceed with the evacuation verification analysis in consideration and respond to people requiring
assistance during a disaster due to the declining birthrate and aging population.
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A tsunami warning should be issued quickly using limited observational data. Liu et al. [1] 
construct regression models of tsunami amplitudes at locations in the Salish Sea based on 
hypothetical sea surface elevation observations near the entrance of the Strait of Juan de Fuca: a 
support vector machine was used to predict the maximum amplitude at the forecast points, two 
convolutional neural networks (a denoising autoencoder and a variational autoencoder) to predict 
the full-time series at the forecast points. Herein, we transform the regression problem of tsunami 
amplitude into a binary classification problem with high waves as positive examples and others as 
negative examples. The transformed problem can be considered as a supervised outlier detection 
problem since large Tsunamis are rare events. To extract the effective feature from a small 
number of high waves, we consider applying semi-supervised outlier detection methods. In 
Shimauchi [2], it was shown that the augmentation of the extracted representations by 
unsupervised learning methods using a generative adversarial network (GAN) enhances the 
performance of supervised outlier detection on several datasets. 
 
Liu et al. [1] used a set of 1,300 synthetic data of megathrust earthquake on the Cascadia 
Subduction Zone, which was generated by Melgar et al. 2016. Gauge 702 (located near the 
entrance of the Strait) is considered as an observation point. Forecast points are assumed as 
Gauge 901 (located deep in Discovery Bay where fieldwork has uncovered tsunami deposits) and 
Gauge 911 (located in the middle of Admiralty Inlet). We set thresholds (3 meters and 5 meters) 
for the Gauge 901 and Gauge 911 in the data: the data points that exceed the thresholds are 
labelled as positive and other data as negative. The percentage of positive examples is 5% to 26%. 
The labelled data is split into training sets and testing sets. The baseline model of the experiment 
is a classification model by a support vector machine. 
 
In the experiment, we used ROC-AUC (the area under the receiver operating characteristic curve) 
and precision@n (the true positive rate for the top n results in a dataset that contains n outliers) on 
the testing datasets as evaluation metrics. The average and standard deviation of each metrics in 
ten independent trials were used in the evaluation. The method in Shimauchi [2] achieved the best 
scores in all cases: precision@n, ROC-AUC are 81-85%, 0.97-0.99. In particular, precision@n 
and ROC-AUC are improved 6-18%, 3-5 compared to the baseline. The standard deviation is also 
improved except in one case. The experiment may suggest that accurate Tsunami forecasting is 
possible by semi-supervised outlier detection with unsupervised representation learning and GAN 
even when the observation data of Tsunami is small, under certain settings. 
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High-rate deformation processes of metals entail intense grain refinement and special attention 
needs to be paid to capture the evolution of microstructure. In this work, a new formulation for 
coupling Cosserat crystal plasticity and phase field is developed [1]. A common approach is to 
penalize kinematic incompatibility between lattice orientation and displacement-based elastic 
rotation [2]. However, this can lead to significant solution sensitivity to the penalty parameter, 
resulting in low accuracy and convergence rates. To address these issues, a duality-based 
formulation is developed which directly imposes the rotational kinematic compatibility. A weak 
inf-sup-based skew-symmetric stress projection is introduced to suppress instabilities present in 
the dual formulation. An additional least squares stabilization is introduced to suppress the 
spurious lattice rotation with a suitable parameter range derived analytically and validated 
numerically. The required high-order continuity is attained by the reproducing kernel 
approximation. It is observed that equal order displacement-rotation-phase field approximations 
are stable, which allows efficient employment of the same set of shape functions for all 
independent variables. The proposed formulation is shown to yield superior accuracy and 
convergence with marginal parameter sensitivity compared to the penalty-based approach and 
successfully captures the dominant rotational recrystallization mechanism including block 
dislocation structures and grain boundary migration.  
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It is non-trivial to model the hazardous shallow flows in Mountain area. It is fraught with 
complexities of two kinds: on the physical side, various constitutive relations are requested and 
have to be postulated due to the complex composition. On the modelling side, depth-integration is 
often employ for reducing the complexity of computation over a large domain. The Cartesian 
coordinate system, with xy-plane lies horizontally and z-axis pointing upwards vertically, is 
generally adopted for its ease of describing the constitutive relations and rugged topography. 
However, the depth-integration process may yield high deviation of velocity direction in case the
topographic surface does not tangential to the horizon, because the flow follows on the basal surface.
In the terrain-following coordinate system, the depth-averaged velocities are tangential to the basal 
surface, so that it can fix this drawback of velocity direction deviation. But the terrain-following
coordinate system is generally limited by the constrain of shallow curvature for the topographic 
surface, especially when obstacles (e.g. sabo dam) are constructed in the flow paths.

In the present study we propose a general approach, which integrates the terrain-following 
coordinate and conventional Cartesian coordinate systems. For highly rugged topography, the 
terrain-fitted coordinate axes are assigned to coincide with the Gaussian-filter-smoothed basal
surface, on which the highly rugged landform sits (called “sub-topography”). In comparison with 
the conventional Cartesian coordinate, this approach reduces the deviation of the flow velocity 
deviations, and the constraint of shallow curvature is fulfilled without losing the precision of the
landform. It is interesting to find that the coordinate axes tend to be straight and are comparable to 
the Cartesian ones after Gaussian filtering for infinite times. In other words, it is a general approach 
of unifying the terrain-fitted coordinate system and the Cartesian coordinate one. 

Numerical examples are employed with respect to a two-phase grain-fluid model (Tai, et al., 2019) 
for investigating the results computed based on the Cartesian approach and on the one with sub-
topography in terrain-fitted coordinate system. All the computations are performed by a CUDA-
GPU accelerated simulation tool, MoSES_2PDF (Ko et al., 2021). And a back-calculation of 
historical event (2009 Hsaiolin landslide event) will be shown for highlighting the potential of 
engineering application.
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Dynamic meshfree analysis requires the computation of structural response recursively at each time 
step, which significantly increases the computation burden since in each time step, the complexity 
in meshfree approximation already introduces high computational cost. In this work, the intrinsic 
relationships are established between the meshfree discrete data and the machine learning training 
samples, and between the recursive computational procedure of dynamic meshfree analysis and the 
temporal sequence information transmission mode of recurrent convolution neural networks. 
Meanwhile, it is also shown that there is a strong similarity between the receptive fields of 
convolutional neural network and meshfree supports. 
 
With the aid of these intrinsic links, a recurrent convolutional neural network structure design 
method for meshfree discretization is proposed, which is then used to develop a recurrent 
convolution neural network surrogate model for dynamic meshfree analysis. This surrogate model 
takes full advantage of the flexibility of meshfree discretization. Meanwhile, meshfree analysis can 
provide versatile and highly accurate numerical samples, which then enhance the generality and 
applicability of the proposed surrogate model for dynamic meshfree analysis. In addition, the 
unique historical memory characteristics of the recurrent module embedded in the recurrent 
convolution neural network surrogate model enable an effective processing of the sequence 
information, and then accelerate the dynamic meshfree computation. The efficiency and accuracy 
of the proposed method is demonstrated through several examples, including large deformation 
meshfree modelling of slope failure. 
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This study aims to develop a numerical simulation model for inland water flooding. Recently, 
extreme weather conditions have increased short-time heavy rains in Japan, so inland water 
flooding occurs frequently. Therefore, an accurate prediction of flooding in real-time is required. 
However, few studies have been conducted to shorten the calculating time while enhancing analysis 
accuracy. In this study, we develop a high-accurate simulation of inland water flooding based on 
local inertial equations. The local inertial equations are suitable for relatively slow currents. We 
performed the simulation of the steady flow and the overflow on a weir and obtained effective 
calculation results. Furthermore, the numerical model was applied to downtown Morioka city in 
Iwate Prefecture, and the characteristics of inland water flooding in the area were cleared. 
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Submarine landslides are the underlying cause of some of the most devastating natural disasters. 
They may cause the disappearance of entire regions along the shoreline, generate tsunami waves, 
and destroy the offshore infrastructure. The already existing and future planned gas transportation 
infrastructure along the continental slopes requires a better understanding of the processes that 
result in subsea landslides in order to improve our ability to predict, assess, and mitigate their 
potential hazards.  
 
Unfortunately, laboratory and field studies cannot reproduce realistic subaqueous landslides. 
Computer simulations, on the other hand, enable us to simulate full-scale events and specific set-
ups that are impossible to build in the laboratory (e.g., limiting material properties, extreme 
velocities, or large dimensions). Moreover, computer simulations usually cost much less than 
laboratory experiments, and they can reproduce much more complex and versatile phenomena. 
While some essential field data may be missing or impossible to collect, by changing possible 
geometric conditions (e.g., bathymetry, potential weak zones) and soil mechanical properties, it is 
possible to assess the upper and the lower limits of potential consequences of the landslide and 
possible hazards to subsea infrastructure. Moreover, through parameter analysis, it is possible to 
define how important each missing parameter is. 
 
The process of landslide evolution involves large deformations and movements of the soil. In such 
problems, the traditional Lagrangian finite element approach, typically implemented for problems 
in soil mechanics, suffers from excessive element distortions and, therefore, cannot be adopted to 
analyze the above phenomenon. In the present work, the computational framework adopts an 
Eulerian approach [1-2]. In the Eulerian approach, the material is free to move through the mesh, 
which is fixed in space. Consequently, the problem of excessive element distortions becomes 
irrelevant. Several advanced continuum approaches to treat large deformation problems in soil 
mechanics exist; however, the main advantage of the Eulerian framework is that it is widely 
available within commercial codes, such as Abaqus, Ansys, LS-Dyna, etc., accessible to engineers. 
Moreover, Abaqus software, for example, can easily adapt various enhancements and modifications 
employing user subroutines and Python codes.  
 
We demonstrate the framework through several examples of landslide events, including the impact 
on offshore infrastructure. The importance of the landslide trigger mechanisms is underlined. 
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In recent years, heavy rain which frequently occurs in various parts of Japan causes severe damages. 
It is important to identify the damaged area for disaster recovery and reconstruction. 
 
To identify the damaged areas, a number of research have been conducted using satellite images. 
However, most the research has used the synthetic aperture radar (SAR) which is complicated to 
process, and the research using the optical satellite images has been limited to the preliminary level. 
 
Therefore, in this study, we focus on the optical satellite images that are easy to process and 
interpret, and extract the damaged area by combining existing methods such as a land cover 
classification method by machine learning and an additive color mixing method. 
 
With regard to the extraction of the damaged areas, it is necessary to extract the land cover changes. 
Therefore, we prepared the images before and after the disaster. First, we performed the land cover 
classification on the pre-disaster images and post-one. The results of the land cover classification 
showed that the land objects in the satellite images were properly classified. However, it was found 
that it was difficult to properly classify land objects below the resolution of satellite images (e.g., 
two-lane roads). Next, we applied an additive mixture method to extract the changes in land use 
before and after the disaster. As a result, it was found that the number of pixels indicating buildings 
decreased, while the number of pixels indicating fields increased in the damaged areas. It can be 
said that the area indicates the damaged area. 
 
Based on the above results, it is possible to visually express the land cover changes before and after 
the disaster in a specific categories and to extract the damaged area. 
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The physical mechanisms triggering intermediate-depth earthquakes remain a puzzle for the 
scientific community. However, many studies discussed phase transformation being the primary 
mechanism behind the generation of these hazardous earthquakes. The objective of this study is to 
develop a numerical model for the simulation of phase transformation-induced failure in geo-
materials. The materials of interest include different groups of minerals found in the earth crust 
such as granulite, eclogite, and olivine. To model the phase transformation behavior, a thermo-
mechanical model approach has been taken. A thermodynamically consistent multiscale model, 
based on Mahnken et al, 2015, has been developed to capture the evolution of phase 
transformation taking place in such materials under different pressure and temperature conditions. 
In the model, each material point of the macroscale consists of polycrystals at the mesoscale 
level. Further, each crystal on the mesoscale is composed of various phases or variants of phases 
on the microscopic level. Crystal structure of different phases or variants has been incorporated 
through the rotated transformation strain in the model where additive decomposition of total 
strain has been used. The model is also capable of including different material properties for 
different phases or variants of phases and captures the orientation effect by including different 
orientations of grains at the mesoscopic level. The model also considers visco-plasticity and heat 
conduction and uses a volume averaging scheme to link different length scales. In the numerical 
scheme, the solution of coupled non-linear equations for the evolution of visco-plasticity and 
phase transformation has been obtained by a staggered algorithm. Implementation of the 
abovementioned thermomechanical model has been done using a user subroutine in a commercial 
finite element software ABAQUS. Validation of the model has been done using data for phase 
transformation from austenite to bainite and for olivine to spinel. For the simulation of 
microstructural failure in the material, the extended finite element method has been used with the 
above-mentioned model. A Higher amount of crack propagation has been observed from 
preliminary results of the model with phase transformation as compared to the case without any 
phase transformation under the same loading and boundary conditions. The effect of temperature 
has also been studied on the phase transformation and crack propagation for the olivine to spinel 
transformation. The model will be further validated with the data obtained from the laboratory 
experiments done on the materials of interest to investigate the phase transformation-induced 
instability leading to the formation of macrocracks. For further study, the model will eventually 
be upscaled to simulate the fault generation at the macroscale (kilometer-scale) and investigate 
the role of phase transformation in the formation of large-scale cracks or faults. 
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Microstructural characteristics of cementitious materials are crucial in determining the 
mechanical properties of the materials. For a better understanding of the behavior of cementitious 
materials, microstructural characterization and reconstruction methods, coupled with modeling 
and simulation, have been issued in the field of computational modeling of cement paste. For 
instance, microstructural imaging techniques such as a scanning electron microscope (SEM) 
image and its probabilistic description have been widely used to generate multi-phase 
microstructure. However, because of the complexity and limitations of the current approaches, it 
is highly desirable to develop a new method to model cement particles effectively. 
 
This study aims to propose a model for generating virtual pre-hydrated specimens of cement paste 
using only very limited information, such as chemical composition and particle size distribution. 
In particular, the influences of the particle distribution and clustering degree of cement particles 
on the hydration process were investigated using computational simulation. For this purpose, the 
cement particles with different sizes were modeled based on the experimental data, and phase 
clustering of the main components, such as C3S, C2S, C3A, and C4AF, was controlled according 
to the chemical composition and quantitative information of several types of cement. Using the 
probabilistic description methods, the degree of phase clustering can be adjusted, and the virtual 
pre-hydrated cement microstructures with different phase distributions can be generated. The 
results of hydration for 28 days of each microstructure were obtained from a numerical approach 
using CEMHYD3D and then compared with the experimental data of a target cement.   
 
The obtained results confirmed that the virtual specimen with a large degree of clustering shows a 
similar hydration profile to the experimental results. In particular, a significant difference in heat 
of hydration occurred during the initial reaction within a few minutes, which can affect the 
mechanical properties of cement paste. This indicates that the investigation of microstructural 
characteristics during the hydration process according to the degree of clustering can provide 
insights for a better understanding of multi-phase cement-based materials.  
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For the realistic microstructure representation of concrete, connected aggregate segmentation is 
performed using the 3D CT images obtained from the complementarity of X-ray and neutron 
tomography. For the aggregate segmentation, most available techniques either reduces the 
aggregate volume fraction by eroding its surface area or over segment the aggregates particles 
which leads to inaccuracy of their size distribution. In this study, a recursive surface erosion and 
reconstruction algorithm was used to segment connected aggregates particles without having the 
previous issues [2]. As a result, disconnected aggregates can be classified according to their size 
and reconstructed in 3D in order to validate the accuracy of the presented technique. Additionally, 
characterization of the segmented aggregates such as their diameter, area, volume and 
circularity/roundness distribution was performed. The characteristics are compared in 2D and 3D 
before and after segmentation. Image analysis results show the advantage of the 3D segmentation 
and the good agreement between the images analysis and concrete mixing design. 
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The uncertainties of microstructural features affect properties of materials. The distribution characteris-
tics of pores in cementitious material have great influence on its mechanical properties, and numerous
pores that are randomly distributed in the material make it difficult to predict the material’s properties.
Existing studies are limited to the analysis of the statistical relationship between pore distribution charac-
teristics and material responses [1], and the correlation between them is not yet fully determined. In this
study, the mechanical response of cementitious materials is predicted through an image-based data ap-
proach using convolutional neural network (CNN), and the correlation of pore distribution and material
response is analyzed.

The dataset for machine learning consists of high-resolution micro-CT images and properties (stiffness
and strength) of cementitious materials. The microstructures are characterized, and the mechanical prop-
erties are evaluated through 2D direct tension simulations using the phase field fracture model [2]. Algo-
rithms are developed to predict the material response when micro-CT images are inserted into input-data
of CNN. Since the material responses need to be calculated for machine learning, various algorithms
are used to prevent overfitting even for small size datasets. In the model with high learning accuracy,
attribution of input image is analyzed [3] to identify the spot in the sample with the greatest influence
on the prediction of material response. This study analyzed the correlation between pore distribution
characteristics and material response by comparing the active region during the CNN process and the
pore distribution.

REFERENCES

[1] J.-S. Kim, J.-H. Kim, T.-S. Han, Microstructure characterization of cement paste from micro-CT
and correlations with mechanical properties evaluated from virtual and real experiments, Materials
Characterization, 155 (2019) 109807.

[2] C. Miehe, L.-M. Schänzel, H. Ulmer, Phase field modeling of fracture in multi-physics problems.
Part I: Balance of crack surface and failure criteria for brittle crack propagation in thermo-elastic
solids, Comput. Meth. Appl. Mech. Eng. 294 (2015) 449–485.

[3] R. Kondo, S. Yamakawa, Y. Masuoka, S. Tajima, R. Asahi, Microstructure recognition using con-
volutional neural networks for prediction of ionic conductivity in ceramics, Acta Materialia, 141
(2017) 29-38.

2277



Measuring material nonlinearity of concrete using nonlinear Rayleigh surface wavesGun Kim, Eunjong Ahn and Myoungsu Shin

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Measuring material nonlinearity of concrete using nonlinear Rayleigh 
surface waves  

 
Eunjong Ahn1, Myoungsu Shin2, and Gun Kim3,* 

1 Department of Urban and Environmental Engineering, Ulsan National Institute of Science and 
Technology (UNIST), Ulsan 44919, Korea, eunjong@unist.ac.kr  

2 Department of Urban and Environmental Engineering, Ulsan National Institute of Science and 
Technology (UNIST), Ulsan 44919, Korea, msshin@unist.ac.kr 

3 Department of Urban and Environmental Engineering, Ulsan National Institute of Science and 
Technology (UNIST), Ulsan 44919, Korea, gunkim@unist.ac.kr  

 
 
Key Words: Non-destructive Evaluation, Nonlinear Ultrasound, Rayleigh Surface waves, 
Microcracks 
 
 
In this paper, the nonlinear elastic behavior of cement-based materials under various kinds of 
damage is monitored using nonlinear Rayleigh surface waves. During several decades, numerous 
researchers have paid much attention to nonlinear ultrasonic techniques including nonlinear 
resonant ultrasound (NRUS), nonlinear wave modulation (NWMS), nonlinear wave mixing, and 
second harmonic generation (SHG) to characterize early-stage damage state in solid materials [1]. 
Among them, SHG using nonlinear Rayleigh surface waves holds a great promise for in situ 
assessment of full-scale concrete structures because of the advantages in measuring damage 
parameter regardless of the boundary condition and geometry of target structures. This talk will 
demonstrate the sensitivity of acoustic nonlinearity parameter, β (i.e., damage parameter) from 
the SHG method to early-stage microcracking formation in concrete. In comparison with the 
conventional contact-based detection methods, the robustness of non-contact, air-couple detection 
technique in precise detection of β is also examined [2]. Then, a variety of physical/chemical 
phenomena in concrete structures such as the sequestration of carbon dioxide into concrete cover 
[3], load-induced damage [4], and drying shrinkage [5] is assessed by a measure of β particularly 
with an emphasis on monitoring microcracking development. Finally, some synergetic effect of 
the proposed method towards improving infrastructure maintenance is discussed. 
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According to the development of ostreaculture, numerous marine products are consumed in South 
Korea, and related waste becomes a serious problem simultaneously. To overcome the problems 
caused by marine wastes, recycling or utilizing marine produces becomes an issue in many 
engineering fields. In the construction material industry, several researchers have used waste 
materials as supplementary materials and demonstrated that proper use of marine products can be 
an effective approach to recycle the waste. Moreover, the use of recycled supplementary materials 
needs to be considered for the development of eco-friendly construction materials. 
 
This study aims to investigate the effect of cockle shells as an aggregate replacement on cement-
based materials. For this purpose, a series of cement mortar specimens were produced, and the 
crushed cockle shells were used as a substitute for fine aggregates. In addition, ground waste 
fishing nets were utilized as a fiber replacement to enhance the flexural performance of 
cementitious materials. Both cockle shells and waste fishing nets were washed with an ultrasonic 
cleaner in order to remove the influence from foreign substances or salt damage and ground 
accordingly considering the sizes of fine aggregates and polypropylene fibers. The cockle shell 
and the waste fishing net were then used as substantial materials for fine aggregates and fibers, 
respectively. 10, 20, and 30 wt.-% of cockle shells were substituted for fine aggregates, and the 
waste fishing net of 0.5, 1.0, and 1.5 % of the total volume was also considered in the mixtures. 
The compressive and flexural strength of the specimens were measured to examine the effect of 
replacement on the mechanical properties. Scanning electron microscope (SEM), X-ray 
diffraction (XRD), and micro-computed tomography (micro-CT) were utilized to investigate the 
microstructural characteristics of the materials with different substitution ratios. 
 
The obtained results confirm that a proper substitute of fine aggregates with cockle shell powder 
can be used as alternative materials for conventional cement mortar, and the waste fishing net can 
be also utilized as a reinforcement for the flexural performance of cementitious materials. 
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The cementitious material is widely used in construction, but it has low tensile strength and displays
brittle failure. To overcome such disadvantages of cementitious materials, the polyvinyl alcohol (PVA) -
fiber reinforced cementitious composites (PVA-FRCCs) is developed [1]. Owing to its high strength and
large elastic modulus of PVA fibers, PVA-FRCCs exhibit multiple cracking and strain-hardening behav-
iors. However, the fiber-matrix interface affects mechanical responses significantly, and it is important
to characterize the fiber-matrix interface, and to evaluate its mechanical properties.

To characterize the fiber-matrix interface, 3D microstructures obtained from micro-CT images are in-
vestigated. In addition, field emission scanning electron microscope (FE-SEM) images are acquired to
observe 2D microstructures of fiber-matrix interface in high resolution. A new segmentation method is
proposed to characterize the fiber-matrix interface from micro-CT images effectively, and the 3D mi-
crostructures of PVA-FRCCs are successfully segmented into 3 phases (i.e., pore, PVA fiber, solid). The
mean solid linear attenuation coefficient (X̄solid), and porosity are used as characterization parameters [2].
Using the 3D microstructures characterized by the micro-CT, simulations are performed to evaluate the
effects of fiber-matrix interfaces on the mechanical behaviors of PVA-FRCCs. The proposed framework
is expected to provide insights on the microstructural behaviors of complex materials by synergistically
combining the state-of-the-art approaches of the experiments and simulations.
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While the use of cellulose microfibers in cementitious materials has increased as a means of 
facilitating internal curing at early-age, issues associated with their interaction with cement 
matrices, the formation of microstructure, strength, etc., have not been fully understood. Utilizing 
linear and nonlinear acoustic techniques can be a promising approach because of the ability to 
detect both early-stage damage originated at microscale or mesoscale cracks. This talk will 
present a procedure for linear impact resonance acoustic spectroscopy (LINAS) and nonlinear 
impact resonance acoustic spectroscopy (NIRAS). Specifically, a hysteretic and nonlinear elastic 
behavior of cellulose microfibers-reinforced cement composites is assessed via the nonlinearity 
parameter, 𝛼𝛼. Together with the measurements of longitudinal wave velocity, the resonance 
frequency is also measured to estimate the crack density. Then, petrographic analysis and 
porosimetry confirm the presence of water desorption by cellulose microfibers and provides the 
evidence of internal curing. The results show that the measured 𝛼𝛼 from the NIRAS test is 
sensitive to the microstructural change in cement composites, revealing the effect of cellulose 
microfibers on the internal curing, while the resonance frequency is capable of detecting the 
mesoscale change, showing a strong correlation with the measured crack density. Finally, the 
results highlight the potentials for this approach with an emphasis on carbon neutralized 
cementitious materials. 
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Cement paste is one of the typical heterogeneous materials in the construction field, which has a 
complex microstructure with several phases. The behaviours of the cement paste are significantly 
affected by the spatial distribution of its components. To predict its mechanical response, it is 
necessary to investigate the phase distribution characteristics and identify each phase properties. 
Therefore, a framework to evaluate the mechanical properties of the material with complex 
microstructure based on characteristics of each phase through combining experiment and 
simulation is introduced in this study. 
  
A virtual specimen of a microstructure for cement paste is constructed from micro-CT images. It 
can be segmented into several phases, such as pore, hydration products, and anhydrous cement; the 
linear attenuation coefficient value [1] of the micro-CT images is used as the phase characteristics. 
The virtual specimen reflects actual distributions of the phases, so that the complex behaviour of 
crack propagation can be detected from a simulation using the phase field fracture model [2]. 
Modeling input parameters of each phase for the simulation are obtained from nanoindentation test. 
The effect of considering multiple phases on the material response is investigated through a 
comparison of the behaviour between homogenized single and multiple phase solid models. The 
proposed framework can provide the guideline to design the new cementitious materials according 
to the purpose, and this study can be used for material property prediction of various heterogeneous 
materials. 
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Microstructures of cementitious materials are complex, and it is not trivial to effectively evaluate and
predict their properties. To develop innovative cementitious materials for sustainable and safe infrastruc-
tures efficiently, accelerated tools combining experimental and computational approaches are required.
In this study, a synergistic tool for identifying mechanical properties of cementitious materials is pre-
sented through a two-scale (micro-macro) analysis framework.

At the micro-scale, microstructures of a cement paste are obtained from a high-resolution synchrotron
micro-CT. The microstructures are characterized, and the mechanical properties are evaluated through di-
rect tension simulations using the phase field fracture model [1] with the input paramters determined from
nano-indentation test results. The homogenized properties are then linked to the upper-scale (macro-
scale) microstructures, which are also obtained from a synchrotron micro-CT. At the macro-scale, in-situ
micro-CT tensile splitting tests measurements are conducted. The experimental results are compared
with the computational results, where the homogenized input parameters were homogenized from the
micro-scale analysis. The multi-scale framework is expected to provide insights into the accelerated
development of the innovative cementitious materials.
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Despite great progress in seeking accurate numerical approximator to nonlinear structural seismic re-
sponse prediction using deep learning approaches, tedious training process and large volume of struc-
tural response data under earthquakes for training and validation are often prohibitively accessible. In
our methodology, the main innovation can be seen in of integration of deep neural networks (DNN) with
a classical numerical integration method by using a hybridized integration time-stepper. In particular,
we set the nonlinear restoring force vector as augmented states, and hence change the original nonlinear
differential equation into a linear one, so that common explicit integration algorithms in control theory
for linear time-invariant dynamic system can be applied. We propose to use residual network (ResNet)
to learn time-stepping schemes specifically for the nonlinear state variables of the system. The original
explicit integrator is then supplemented with the the DNN time-stepper with dimensional expanding.
Our DNN-Augmented (DNN-A) time-stepping scheme provides important advantages over current pure
data-driven approaches, including (i) a flexible framework incorporating known time-invariant physics
information, (ii) requirement of structural seismic response data being circumvented by simple short
bursts of trajectories collected from underlying nonlinear components, and (iii) efficiency in training and
validation process. It is also remarkable that the proposed approach is parallelizable and allows rela-
tively large time-steps. Several numerical examples are presented to demonstrate the performance of the
methods.
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With the development of computers in recent years, 3D analysis of building components has 

begun to be used for seismic response analysis of buildings. The demand for seismic response 

analysis using 3D building structure models is increasing in order to understand the behavior and 

safety of large buildings by evaluating the nonlinear characteristics of members caused by long-

period earthquakes. The FEM programs used in conventional building structural design perform 

the analysis using the static implicit method. Since the static implicit method requires the solution 

of multiple simultaneous linear equations, the calculation time for large-scale buildings is often 

large. Therefore, reducing the time for seismic response analysis in 3D building structures models 

is an important issue in implementing large-scale projects. On the other hand, general-purpose 

detailed FEM programs use the dynamic explicit method to perform the analysis. Since the dynamic 

explicit method does not require the solution of simultaneous equations, the computation time tends 

to be smaller than that of the static implicit method. It is important for designers who use these 

programs to conduct parametric studies to understand the differences in analysis time, memory 

usage, stress and deformation behavior between them. However, it is not easy to perform a 

parametric study on a large scale 3D building structure models by manual operation. 

The purpose of this report is to conduct an automated parametric study of several thousand 3D 

building structure models and to collect the results of seismic response analysis by two programs, 

in order to prepare for analysis of the differences between the results of the two programs. 

We investigated the analysis time of a large 3D building structure model using implicit and 

dynamic explicit seismic response analysis software. As a result of the analysis on a Windows 

desktop PC, it was confirmed that the analysis time was reduced by 92% when the dynamic explicit 

method was used rather than the implicit method. In order to understand the modeling methods and 

material properties of members in the two programs and to compensate for the differences between 

them, a material property test of a simple one-member model was conducted. As a result of the 

material property test, it was confirmed that it is necessary to input parameters to take into account 

the movement hardening because an arbitrary plastic rotation angle-bending moment relationship 

defined using a load curve shows isotropic hardening behavior as a skeleton curve. In order to 

investigate the results of the implicit and explicit methods on a large scale 3D building structure 

model, we developed a program to automatically generate parameters for parametric studies using 

thousands of 3D building structure models. 

In the future, the results of parametric studies using thousands of 3D building structure models 

will be statistically processed to analyze the results of the implicit and the explicit analysis. Then, 

we aim to improve the speed in seismic response analysis of 3D building structure models. 
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The Data Science Working Group of the Numerical Shaking Table Committee of the National 

Research Institute for Earth Science and Disaster Resilience is working on the development of 

structural health monitoring technology using artificial intelligence. 

 

In the 2016 Kumamoto earthquakes, some residents returned to their wooden houses that had been 

severely damaged by the strong ground motion, and the houses collapsed due to the following main 

shock causing human casualties. This kind of disaster should be reduced if they could understand 

the remaining performance of the house using a structural health monitoring system. 

 

Deep neural networks have been reported to achieve high accuracy in various fields in pattern 

recognition and evaluation of regression equations with a large amount of training data. The authors 

have also taken the same approach of preparing big data for training by conducting time history 

response analysis with many input earthquake motions and damage patterns in advance 
[1], [2]

. 

 

However, the stiffness and strength of the members assumed at the design stage do not necessarily 

match the actual values of the completed building. Epistemic uncertainty exists, and it is desirable 

to recognize damage patterns and evaluate residual performance with features that are robust to 

such variations. 

 

In this study, we propose a method of generating training data with variability based on the results 

of elemental experiments conducted in conjunction with full-scale wooden building experiments in 

the E-Defense experiment, and constructing training data by providing input seismic motions of 

appropriate intensity so that the number of training data with and without damage is balanced. 
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INTRODUCTION 

Since the Great Hanshin-Awaji Earthquake in Japan, many full-scale shaking table experiments 
have been conducted for the purpose of understanding the seismic performance of wooden houses. 
Then, the knowledge obtained in the experiment needs to be fed back to the simulation such as 
structural analysis. Compared to the shaking table experiment, the simulation has the advantage 
of being less costly and time-consuming and being able to visualize and analyse the results when 
the structure is changed in various ways. However, as a premise that makes them possible, it is 
indispensable to be able to perform reproducible analysis, that is, "data assimilation: combination 
of test and simulation". Therefore, in this study, we will examine the method of "data 
assimilation" for seismic design of wooden houses. In addition, in order to verify its effectiveness, 
we performed data assimilation for actual table shaking table experiments targeting three-story 
wooden houses and verified whether it could be reproduced in experiments on different wooden 
buildings and seismic waves. 
 
RESERCH METHOD 

"Data assimilation" is a method that has been developed in the field of meteorological 
forecasting and forecasting and has been studied as a theory that statistically corrects uncertain 
factors (initial conditions, model parameters, etc.) of numerical models by observed values. It is 
useful for improving the accuracy of weather forecasts. On the other hand, "data assimilation" in 
the field of manufacturing such as wooden construction, spacecraft, and automobiles has been 
done manually by the intuition and experience of the designer, and it is not only laborious but 
also dangerous to fall into a special solution. Therefore, from 2020, Kyoto University will focus 
on the quality engineering, which has the feature that comprehensive search can be performed 
with a small number of experiments, in joint research with Osaka Institute of Technology and 
JAXA, and a new target for wooden construction. We are researching various data assimilation 
methods. 

In this study, we defined parameter values such as spring rigidity and yield strength that 
modelled each seismic element such as joints and walls of a three-story wooden house, and 
changed them variously by design of experiments. We searched for a combination of input 
parameters that can be reproduced with high accuracy. It was confirmed that the obtained results 
can be reproduced with different test specimens and seismic waves. Details and analysis of the 
results will be described in this conference. 
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In this study, it is discussed how to identify the natural frequency of a steel building frame which 
has an exposed column base and is modeled by solid finite elements. Bending moment-rotational 
angle relationship of the exposed column base exhibits non-linearity[1], because the steel base 
plate just comes into contact with foundation concrete and can separate from it due to bending 
moment. Eigenvalue analyses of vibration are generally conducted to investigate dynamic 
characteristics of numerical models. In eigenvalue analysis, however, above mentioned non-
linearity cannot be considered. In the field of building and civil engineering structures, some 
materials and structures, such as masonry structures, cables, membranes and so on, show this kind 
of non-linearity which depends on amplitude and direction of loading. 
 
Here, an exposed column base and first story column are extracted from a three-story steel frame 
specimen for a full-scale shake table test[2], which was conducted at E-Defense, NIED, Japan. 
Other parts of the frame are simplified as a rotational spring and a nodal mass at the top of the 
column. The exposed column base, which consists of components such as a column, base plate, 
anchor bolts, nuts, anchor plates and foundation concrete, is discretized with solid finite elements 
and contact, friction, and tying conditions are taken into account in the interface between the 
components[3]. Then we conduct dynamic analyses of the structure subjected to random ground 
motions and impulse loadings. The loading level is parametrically varied. By analyzing response 
displacement at the top of the column, the natural frequency of the target structure is identified 
and the obtained frequency is compared with the value measured in the experiment. 
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In this research, we proposed 11 hysteretic dampers subjected to shear stresses, with constant height 
and volume of material to compare their hysteretical behavior. The geometries are based on plate 
and lattice structures, which are used in energy absorption applications [1]. 
 
For the finite element analysis in the software ANSYS, the material failure is modeled using the 
“ekill” command, which removes the elements that have reached a certain limit value. For 
validating the material plasticity, boundary conditions, and failure mode, the HHSD damper [2] 
was replicated, showing a good correlation between our methodology and the experimental results 
exposed in [2]. 
 
The finite element analysis gives the failure modes and the hysteresis curves of the dampers. From 
this curve, we obtained the elastic stiffness, yield force, yield displacement, ductility, and the 
number of cycles that the damper supports before decreasing its dissipation capacity. In addition, 
the graphs effective stiffness vs displacement, effective damping vs displacement, and accumulated 
dissipated energy vs accumulated displacement were determined for the dampers with equal or 
better performance than the HHSD since these graphs represent the behavior of a hysteretic damper 
[3]. 
 
From this study it is concluded that the elastoplastic behavior of the hysteretic damper is related to 
the orientation of the material, therefore it is possible to obtain a better device while maintaining 
the amount of material if it is oriented correctly. By orienting the material out of the plane, the 
stresses are better distributed, and greater displacements can be applied to the damper, so lattices 
structures, in this first study, would be a good option. 
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Earthquakes that exceed the current design criteria of buildings have been occurring frequently in 
Japan. In order to prepare for the occurrence of unexpected earthquakes, it is important to 
understand the damage caused to buildings by seismic motion through detailed analysis. 
 
In this study, dynamic seismic response analyses of a four-story RC building are conducted 
considering the elasto-plasticity of materials, and the numerical results are compared and 
validated with the results of an experiment conducted at a 3-D full-scale seismic testing facility 
(E-Defense)[1]. Based on the comparison results, the building model is modified and the effect of 
the modification is confirmed. In addition, we conduct a data analysis of the analysis results using 
a large number of measurement data[2]. E-FrontISTR is used for dynamic analyses. E-FrontISTR 
is a nonlinear structural analysis software developed by Six organizations including the author's 
research group (NIED, JAMSTEC, CRIEPI, TEPSCO, TAISEI CORPORATION, and ARK 
Information Systems, INC.), based on FrontISTR[3].  
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Structural health monitoring (SHM) is useful for quick and efficient damage recognition of a 
building under seismic excitation. It has the potential to replace the emergency safety evaluation, 
which is conducted after major earthquakes in purpose to prevent a secondary disaster from 
aftershocks. SHM systems are popular for large-scale civil structures in the world, but their 
application to low-rise buildings such as wooden houses are still limited. 
 
One of the challenges in predicting the response of a wooden structure is that the effect of 
variance in its material property is considerably significant. To solve this problem, we propose a 
method using global sensitivity analysis with Sobol’ indices based on polynomial chaos 
expansion (PCE) to find dependent parameters. By considering only material parameters with a 
high impact on the variability of the quality of interest, we can reduce computational cost in time 
history response analyses. PCE is a popular technique in the field of uncertainty quantification, 
which enables us to model the response of a dynamical system with uncertainty. PCE is also 
known to be highly compatible with global sensitivity analysis, which allows to identify the 
dependent input variables that contribute most to the variability of the computational model 
response. 
 
Based on the results of a full-scale three-story wooden building experiments and its member 
experiments conducted by E-Defense of National Research Institute for Earth Science and 
Disaster Resilience[1], [2], we performed three-dimensional structural response analyses of a 
model of the specimen using a numerical collapsing simulation program, wallstat[3]. As input 
ground motions, we used design ground motion specified by the Building Standard Law with an 
amplification factor of 120%. Multiple models were prepared with a varied value of material 
properties to consider the epistemic uncertainty. As a result, the sensitivity analysis clarified that 
the variance of Young's modulus in columns and beams had a major contribution to the variance 
of the maximum inter-story drift angle of the model. 

REFERENCES 

[1] Kawai N, Tsuchimoto T, Ohashi Y, Inoue T, Isoda H, Inayama M, Fujita K.: Design 
methods and shaking table tests on 3-story wood houses by post and beam construction—Part 1: 
Outline of series of test. Summaries of Technical Papers of Annual Meeting, (2010) C-1, 229–230 
(in Japanese). 

[2] National Research Institute for Earth Science and Disaster Resilience: ASEBI, Archives of 
Shakingtable Experimentation dataBase and Information, https://www.edgrid.jp/datas Accessed 
January 9, 2022.  

[3] Nakagawa T, Ohta M, Tsuchimoto T, Kawai N. Collapsing process simulations of timber 
structures under dynamic loading III: Numerical simulations of the real size wooden houses. J 
Wood Sci, (2010) 56, 284–292. 

2291



Prototype of Digital Twin Composed of Heterogeneous Seismic Response Simulations in the 
Urban Cyber Physical System
Takuzo Yamashita, Yoshihide Sekimoto, Mikio Koshihara, Takafumi Nakagawa and Hideyuki 
O-tani

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Prototype of Digital Twin Composed of Heterogeneous Seismic 
Response Simulations in the Urban Cyber Physical System 

 
Takuzo Yamashita1*, Yoshihide Sekimoto2, Mikio Koshihara3, Takafumi Nakagawa4 and 

Hideyuki O-tani5 
1 National Research Institute for Earth Science and Disaster Resilience, 3-1 Tennodai, Tsukuba, 

Ibaraki 305-0006, Japan, tyamashi@bosai.go.jp 
2 The University of Tokyo, 5-1-5 Kashiwanoha, Kashiwa, Chiba 277-8568, Japan, 

sekimoto@iis.u-tokyo.ac.jp 
3 The University of Tokyo, 4-6-1 Komaba, Meguro, Tokyo 153-8505, Japan, kos@iis.u-tokyo.ac.jp 

5 Kyoto University, Gokasho, Uji, Kyoto 611-0011, Japan, nakagawa@rish.kyoto-u.ac.jp 
4 RIKEN Center for Computational Science, 7-1-26 Minatojima-minami-machi, Chuo-ku, Kobe, 

Hyogo 650-0047, Japan, h.o-tani@riken.jp 
 

 
Key Words: Cyber-Physical System, Geographic Information System, Seismic Response Analysis 
 
 
We have been developing an urban cyber physical system (CPS) for enhancing resilience against 
large-scale earthquakes [1]. Concept of the urban CPS is outlined below. Firstly, in the physical 
space, citizens, enterprises and governments build consensus on desirable state of the city and its 
evaluation indicators such as gross domestic product, population and quality of life. Secondly, in 
the cyber space, digital twins predict the state change caused by earthquake disaster, and then find 
required capacity such as robustness and resilience to satisfy desirable state after the seismic event. 
Finally, earthquake disaster-prevention technologies are implemented in the physical space to 
realize the required capacity. 
 
In the digital twin, change in the evaluation indicators caused by earthquake disaster are introduced 
by predicting and evaluating the state change based on numerical simulations and data analyses. 
From the gap between the current and desirable states, it suggests optimal countermeasures to 
realize the desirable state. As to seismic response analyses in the digital twin, flexible selection of 
different types of simulation technologies are required according to available building information 
in the city and computational resources.   
 
In this study, we constructed prototype of digital twin composed of heterogeneous seismic response 
simulations in Masiki, Kumamoto. In this prototype, Integrated Earthquake Simulator (IES) is 
employed for simplified model of many buildings in the city, wallstat is employed for detailed 
models of wooden buildings and E-Simulator is employed for a detailed model of an RC building. 
Building information, damage record in 2016 Kumamoto earthquake and simulation results are 
visualized on GIS. This prototype system was published on the website [2]. 
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DIPM (depth-integrated particle method) is an efficient numerical method appropriate for 
sediment-related disaster simulation like slope failure and subsequent long-distance debris flow or 
mudflow or the entire geo-hazard evaluation of a very wide area with detailed topographic 
information. The model deals with the flowing mass as a combination of soil columns. Equations 
of motion of such soil columns are solved as two-dimensional discrete 'particles' moving along the 
surface terrain. The particles are subjected to bottom shear stress of the flow based on the empirical 
Manning's formula with yield stress and particle-wise interaction formulated on their hydraulic 
gradient. Accordingly, the material parameters governing the flow behaviour are only two: the 
Manning's coefficient, n, and the critical deposition angle, icr related to the yield stress. The 2018 
Hokkaido Eastern Iburi Earthquake triggered thousands of slope failures over a wide area and 
caused significant losses. Enormous destruction due to multiple slope failures occurred in the towns 
of Atsuma the north of the epicentre. Two landslides in Yoshino village in Atsuma town were 
studied for flow simulation. The landslides were shallow and classified as transitional earth slide 
types. The topographic information was extracted using ArcGIS software from widely available 
national data such as administrative area, Digital Elevation Model (DEM). From the detailed 
landslide inventory map available at the Geospatial Information Authority of Japan and flow 
simulation was conducted by setting the initial slope failure zones and the most appropriate values 
for n and icr were identified as 0.10 to 0.15 and 2° to 5° respectively. To select the best-suited 
parameters, visual and statistical comparisons of the simulation results were conducted. The 
average accuracy of the simulations was 75%. Slope distribution of the study area was analysed 
using ArcGIS, and slope stability was calculated using the 1-D slope formula with other researchers' 
test results from existing field studies. Finally, prediction of slope failure and possible affected 
areas were generated by the flow simulation for the risk assessment of the selected study area. 
 
 

REFERENCES 

[1] Ahmed, M. E. and Matsushima T. Evaluation of Surficial Stability of Natural Slopes 
Considering Landslide Susceptible Environments, in Computational Engineering and Science for 
Safety and Environmental Problems, Dec. 2020, pp. 139–142. 
[2] Zhang N., Matsushima T., and Peng N. Numerical investigation of post-seismic debris 
flows in the epicentral area of the Wenchuan earthquake, Bulletin of Engineering Geology and 
the Environment, (2019) 78(5): 3253-3268. 
[3] Kawamura S., Kawajiri S., Hirose W., and Watanabe T., Slope failures/landslides over a wide 
area in the 2018 Hokkaido Eastern Iburi earthquake, Soils and Foundations, (2019) 59(6): 2376–
2395. 
[4]  Zhou H., Che A., Wang L., and Wang L., Investigation and mechanism analysis of 
disasters under Hokkaido Eastern Iburi earthquake, Geomatics, Natural Hazards and Risk, 
(2021) 12(1): 1–28,  

2293



Study on Seismic Response Analysis of a Base-Isolated Building Supported by High Damping 
Laminated Rubber Bearings Considering Structure-Heat Coupling
Tomoshi Miyamura, Jun Fujiwara, Makoto Ohsaki and Masashi Yamamoto

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

Study on Seismic Response Analysis of a Base-Isolated Building 
Supported by High Damping Laminated Rubber Bearings Considering 

Structure-Heat Coupling 
 

Tomoshi Miyamura1*, Jun Fujiwara2, Makoto Ohsaki3 and Masashi Yamamoto4 
1 College of Engineering, Nihon University1 Nakagawara, Tokusada, Tamura-machi, Koriyama 

963-8642, Japan, miyamura@cs.ce.nihon-u.ac.jp 
2 National Research Institute for Earth Science and Disaster Resilience, Miki, Japan, 

j.fujiwara@bosai.go.jp 
3 Graduate School of Engineering, Kyoto University, Kyoto, Japan, ohsaki@archi.kyoto-u.ac.jp 

4 Takenaka R&D Institute, Takenaka Corporation, Tokyo, Japan, 
yamamoto.masashia@takenaka.co.jp 

 
 
Key Words: High Damping Rubber Bearing, Base Isolated Building, Structure-Heat Coupling, 
Finite Element Method, Seismic Response Analysis 
 
 
The authors[1] developed a framework for coupled structural and heat conduction finite element 
analysis for laminated high damping rubber bearings (HDRBs). The coupled analyses were 
conducted for full-scale tests of an HDRB subjected to several kinds of cycling loading. In the 
present study, a seismic response analysis of a ten-story RC building supported by two HDRBs is 
conducted. The finite element mesh used in this study was made in the previous study by the 
authors[2] for seismic response analyses of the building supported by natural rubber bearings, and 
the analysis condition is modified to include a constitutive model of high damping rubber. 
 
Damping behavior of an HDRB is due to dissipated inelastic strain energy. The temperature rise 
is also caused by the dissipation energy. The equivalent stiffness and the equivalent damping 
factor for an HDRB decreases due to the temperature rise. The influence of the temperature rise 
on the mechanical properties of an HDRB is smaller than that of a lead bearing. However, the 
temperature rise in an HDRB subjected to an excitation of an earthquake with long duration and 
long natural period such as the expected Nankai Trough earthquakes is estimated as 70 to 80oC. 
In this case the influence of temperature rise is significant. 
 
The high damping rubber is modeled by an overlaid viscohyperelastic and elastic-plastic 
constitutive model. In the present study, cyclic coupon tests are conducted for a high damping 
rubber and material parameters of the overlaid model are identified using the results of the 
coupon tests. Then, a preliminary seismic response analysis using the analysis model of the base-
isolated building considering structure-heat coupling is performed, and the influence of 
temperature rise on the responses of the building and the HDRBs is investigated. 
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Fire incidents post 1995 Great Hanshin and 1994 Northridge earthquake have caused damages to build-
ings and life-line structures. Despiste adequate seismic performance, reinforced concrete (RC) structures
are vulnerable to high-temperature heat as concrete tends to crack under heat and leads to failire of struc-
tures. Also, scrapping of megastructures using LASER is an enviorment friendly choice. Therefore, it is
essential to have a good understanding of thermo-mechanical response of RC under extreme temperature.

This article presents the formulation and implementation of thermal-shrinkage-induced-cracking to in
brittle materials. Convective and radiative cooling, coupled with deformation and cracking, are rigor-
ously treated, and related modules are implemented into a high-order particle-discretization finite ele-
ment method [1].

Developed modules are verified by comparing with analytical solutions of static and transient heat prob-
lems. Modules are further validated by comparing with observations from a quenching experiment of
99% Al2O3 plate. Quantitative and stastical analysis shows that dimensions of cracks (length and di-
rection) and numbers of cracks are similar to those in experiment for different temperatures. We further
compared the cutting of an RC block using a LASER beam with experimental data. The cracking pat-
tern in simulation results are in good agreement with those observed in experiment, which suggests the
developed numerical model can be used study cracking induced by thermal shocks [2].
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As an aftermath of the great earthquakes that occurred in Taiwan and Turkey in 1999, there are 
concerns about structural damages that are caused by surface earthquake faults. Important 
facilities such as nuclear power plants are separated from the primary faults that extend directly 
from the epicenter. However, there are several sites where secondary faults are distributed under 
or near these important facilities. Estimating the occurence and displacement of the surface 
earthquake fault is an important issue for the safety assessment of such sites. Numerical 
simulation based on continuum mechanics has the potential to provide reliable estimates of fault 
occurence and displacement. 
 
Numerical simulations of fault rupture processes pose the two significant difficulties. The first is 
that a huge amount of numerical computation is required to simulate the processes over a range of 
several hundred meters. The second is the loss of the stability of the initial and boundary value 
problem to which the numerical simulations are applied. The loss of stability here means that a 
small disturbance can cause a large change in the solution. In this study, we developed a parallel 
finite element method that implemented the following two functions: 1) symplectic time 
integration (explicit method) to properly conserve the energy of faults; and 2) rigorously 
formulated higher-order joint elements [1]. 
 
We applied the parallel finite element method to simulate two recent earthquakes which induced 
surface earthquake faults in Japan, 2014 Northern Nagano Earthquake (reverse faulting) and 2016 
Kumamoto Earthquake (right lateral strike-slip faulting). The analysis model was constructed in a 
5 km x 5 km x 1 km area including the primary and secondary faults. On the bottom of the 
analysis model, we applied the displacement bounday conditions which were calculated based on 
the elastic dislocation theory using the slip distribution on the main fault which was obtained 
from the inversion analysis. As a result, we succeeded to reproduce the occurence and  
displacements of surface faults observed in the two earthquakes. The rupture characteristics of the 
secondary faults in the simulations were different between the two earthquakes. The largest slip 
was computed at the ground surface or at the contact point with the main fault, respectively, for 
the simulation of  2014 Northen Nagano Earthquake simulation or 2016 Kumamoto Earthquake. 
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Three dimensional earthquake simulation has been expected to give us knowledge on the earthquake and
the way to mitigate the damage from it. However, it entails huge computational cost, which makes it dif-
ficult to perform simulation for large domain with high resolution. To overcome the high computational
cost, we have been developing fast and scalable earthquake simulation methods.

In this study, we developed a GPU-accelerated large-scale earthquake simulation method considering
soil liquefaction [1] based on the CPU-based soil liquefaction simulation method [2]. We used the finite
element method with second order tetrahedral elements solved with a conjugate gradient based solver
that adopted the MPI-OpenACC hybrid parallelization. The developed method achieved a 10.7-fold
speedup over the CPU-based method on a compute node of the GPU-based supercomputer, AI Bridging
Cloud Infrastructure (ABCI). With the developed method, the computation time for the simulation with
an 89,146,716-DOF soil-structure model over 30,000 time steps was 3 h 33 min using only 13 computing
nodes on ABCI. When the CPU-based method was used, it took 14 h 37 min using 128 compute nodes
on OFP to perform the same simulation. By using GPU, large-scale simulation can be performed with
smaller computation environment with shorter computation time.

The reduction of computational cost of simulation by the developed method is expected to make it easier
to carry out analyses that require multiple cases of simulation, such as Monte Carlo simulation for un-
certainty quantification and data assimilation for parameter optimization. In addition, it is expected that
more learning data for surrogate models can be generated and more accurate surrogate models will be
constructed.
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We developed an integrated system for estimating economic impacts of earthquake disasters by per-
forming end-to-end simulations of disasters and economy at 1:1 scale. In order to realize 1:1 scale
simulations, we developed a High-Performance Computing (HPC) extension for Agent Based Economic
Models (ABEMs) [1] and seamlessly integrated it with physics-based earthquake disaster simulators [2].
It is demonstrated that the HPC extension has sufficient numerical efficiency and scalability to simulate a
model with 330 million agents, which is equivalent to an 1:1 scale model of Euro-zone economy, within
a few minutes using a few hundred CPU cores. The economic model is validated by reproducing major
indices of Japanese economy for the period of 2015 to 2020. Due to the unavailability of the economic
data of each individual entity, we generated data for 127 million economic agents by disaggregating
the macroeconomic data available from several Japanese government agencies. Using Performance As-
sessment Calculation Tool (PACT), developed by the Federal Emergency Management Agency, USA,
to estimate the direct losses and the repair time of each building, we seamlessly integrated the physics
based disaster simulators with the developed ABEM. As a demonstrative application of the developed
system, we estimate the economic impacts of a disaster in Hanshin industrial region caused by a potential
Nankai-trough mega-thrust earthquake, and the disaster hit economy is compared with the normal state
of the economy.
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Advances in seismology and geodesy suggest that rock deformation surrounding earthquakes is 
affected by a range of transient processes deviating from Reid’s simple seismic cycle model. In 
particular, observations from megathrusts including the disastrous Tohoku-oki 2011 M9 event 
have renewed interest in better constraining fault loading, and studies exploring if precursory 
signatures such as those often seen in the lab can be usefully exploited in nature for potential 
hazard assessment applications. Here, we address some of the challenges that remain for the 
integration of these multi-scale data into comprehensive numerical models. We ask how to best 
extract information to reduce uncertainties on any modeling-based estimates of megathrust state. 
For this, a multi-institutional team was recently funded by the US NSF to establish a Megathrust 
Modeling Framework (MTMOD), and we will highlight some of the participants’ efforts in this 
presentation. One particular example of our efforts to move toward adjoint-based approaches for 
the static and time-dependent problems involved is a new, open-source finite-element framework 
to solve visco-elastic earthquake deformation problems. Based on two libraries for the forward 
and inverse problems, respectively, our new framework is flexible, transparent, and easily 
extensible to implement complex multi-physics coupled problems. FEniCS [1] offers a collection 
of software components for automated and efficient solution of PDEs, and hIPPYlib [2] state-of-
the-art, scalable adjoint-based algorithms for deterministic and Bayesian inverse problems. Using 
this framework, we present a fault problem test case, representing the slip discontinuity with a 
mixed finite-element formulation. This approach solves for stress with higher order accuracy than 
typical approaches, and exposes the prescribed slip explicitly in the variational form without 
using split nodes or domain decomposition. Our formulation allows the optimality conditions, 
gradient and Hessian, to be expressed in continuous form, which leads to consistent 
discretizations of all field variables, including the slip. We show some applications of this new 
framework by inverting geodetic surface displacements to infer the coseismic slip distribution for 
earthquakes as well as the crustal and mantle material parameters. Moving beyond traditional 
Green’s function, homogeneous medium approaches is important to understand the presence of 
fluids and poroelastic effects, for example, as likely reflected in time-dependent seismic velocity 
observations. More generally, this framework promises to allow exploring more general inverse 
questions, such as to the fault and rock constitutive behavior that best fits a range of observations. 
These efforts will be helpful in future optimal experimental design studies to provide answers and 
reduce the uncertainties for fundamental questions in earthquake science of societal relevance. 
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Finite-element analysis with low-order unstructured elements is suitable for earthquake 
simulation from fault to city for considering the complex 3D geometry and nonlinear material 
heterogeneity. However, such simulation entails huge computational cost as the target domain is 
large and the required time-resolution for assessing structural damage is high. Thus, we have been 
developing fast and scalable finite-element solvers suitable for large-scale supercomputer systems. 
In this talk, we will introduce our recent developments in implicit low-order unstructured finite-
element solvers suitable for supercomputer Fugaku, which is the fastest supercomputer as of June 
2021 Top 500 ranking. Here we developed methods to efficiently utilize SIMD units and many-
cores of Fugaku’s Arm A64FX CPU [1], and developed methods to use data acquired in past time 
steps to accelerate solving of the next time steps [2]. This solver is scalable to nearly full system 
of Fugaku (147456 compute nodes) with performance of 9.97% of FP64 peak, which corresponds 
to 59.2-fold speedup from the previous state-of-the-art solver running on the full K computer 
system, which is the previous flagship supercomputer in Japan. As the hardware performance 
ratio between K computer and Fugaku is 46.9-fold, we can see that effective speedup was 
obtained by suitable algorithm and implementation development. Using the developed solver, we 
show a fully-coupled fault-to-city earthquake simulation where wave propagation from fault to 
city, wave amplification at ground near surface, and structural response is computed using a 
monolithic mesh with 324 billion degrees-of-freedom with resolution varying from 0.125 to 64 m. 
Such simulation is expected to be useful for explicit evaluation of nonlinear coupling effects 
between earthquake subprocesses, which are difficult when computing each subprocess separately. 
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For seismic response analysis of important facilities such as nuclear power plant buildings, it is 
effective to use a high-fidelity model with solid elements due to its higher reliability compared 
with a lumped mass model. When analysing the seismic response of large-scale reinforce 
concrete (RC) structures using high-fidelity models, high-performance computing (HPC) is 
indispensable because of the number of degrees of freedom (DOFs) especially in considering soil-
structure interaction. This study shows the development of finite element method (FEM) for 
seismic response analysis of large-scale reinforced concrete structures utilizing HPC and a trial 
seismic response analysis of a nuclear power building model.  
 
A key issue of development of HPC-FEM satisfying mensioned purpose is restriction of 
algorithms by its solver. We implemented a tensorial constitutive relation of concrete [1] [2] to 
the HPC-FEM program FrontISTR [3]. This constitutive relation employs an elasto-plastic and 
damage model, which expresses the damage to the material in terms of the softening of the stress-
strain curve, results in the loss of positive-definiteness of elasto-plastic moduli at large 
deformation and prevents convergence of the conjugate gradient (CG) method, a solver of HCP-
FEM. There are several non-linear analysis techniques or Newton method techniques for dealing 
with this problem; we adopted a method of calculating the stiffness matrix using elastic tensor of 
the material, which is a kind of modified Newton method, by comparing its speed and stability of 
computation with those of other methods. To check the performance, the developed software was 
validated by a simulated loading test of an RC structure. In this performance check, we also 
checked the performance of the CG method solver which changed by the non-linear analysis 
methods. It was shown that the non-linear analysis method using elastic tensor made the 
performance of the CG method solver higher and more stable.  
 
Finally, we applied the developed method to the seismic response analysis of a nuclear power 
plant building with surrounding ground using high-fidelity model, which was a model of 
approximately 1.5 million DOFs. The results of the numerical analysis were discussed, focusing 
the numerical performance of HPC-FEM. 
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The COVID-19 pandemic has raised the interest and use of mathematical models to understand and predict 
infectious disease dynamics, which has contributed to the decision-making of public health authorities [1]. 
These models can be broadly classified into two groups. Statistical models may handle complex outbreak 
dynamics, but they heavily rely on data series and do not provide insight into the underlying mechanisms of 
COVID-19 contagion spread. Mechanistic models usually rely on a compartmental formulation that facilitates 
the representation of the mechanisms of disease transmission and contagion but they may require specific data 
on disease infection status and recovery that is not often available [2]. Also, they usually employ constant 
parameters for separate waves of the pandemic, limiting their ability to represent complex outbreak dynamics.  

 
To exploit the advantages of both modeling paradigms, our work proposes a data-informed mechanistic 

approach that leverages universally available epidemiological data (i.e., cumulative infections and deaths) to 
provide a smooth time-resolved parameterization of the dynamics of COVID-19 spread. We employ a 
modified SEIRD model featuring symptomatic and asymptomatic contagion [3]. This model is initially fit to 
successive one-week intervals of cumulative infections and deaths over a given timeframe using constant 
parameters. Then, we apply a mean filter to obtain time courses of daily estimates of the model parameters, 
which we subsequently fit quadratic B-splines to render a smooth model parameterization for analysis and 
forecasting. We tested our methodology in five representative states of the US between March 2020 and 
August 2020 (NY, CA, IL, TX, and FL). At this endpoint, nationwide seroprevalence estimates were available, 
which we also use to estimate the proportion of recovered individuals during model calibration.   

 
Our method results in a median [range] normalized root mean squared error (NRMSE) of 3.64% [1.68%, 

7.96%] and 4.22% [1.38%, 6.20%] during calibration for cumulative infections and deaths, respectively. The 
corresponding 2-week forecasts result in an NRMSE of 3.48% [1.30%, 12.16%] and 4.70% [0.86%, 8.91%], 
while the 4-week forecasts render an NRMSE of 3.95% [0.91%, 43.90%] and 11.03% [0.96%, 35.26%], 
respectively. When the subsequent 2 weeks of time-series data are assimilated, the forecasting accuracy of our 
method increases, with the NRMSEs of the prior 4-week forecast decreasing to 1.67% [0.61%, 6.48%] and 
1.52% [0.09%, 4.72%], respectively. The dynamic parameters obtained offer insights into key temporal 
mechanisms, such as the substantial reduction in contact rates following governmental lockdowns. Thus, we 
think that our methods can potentially be developed into a predictive technology enabling the forecast of time-
resolved mechanisms of infectious disease spread to guide public health decision making, such as medical 
resource allocations and non-pharmaceutical interventions. 
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Two crucial factors for accurate numerical simulations of cardiac electromechanics (EM), which are also
essential to reproduce the synchronous activity of the heart, are: i) reconstructing the muscular fiber ar-
chitecture that drives the electrophysiology signal and the myocardium contraction; ii) accounting for the
interaction between the heart and the circulatory system, that determines pressures and volumes loads in
the heart chambers. In this work, we present a 3D whole heart EM model coupled with a 0D closed-loop
model of the whole cardiovascular system, that addresses the two former crucial factors. Our whole
heart 3D-0D model includes a detailed myocardial fibers architecture, simulates the electrophysiology,
the mechanical activation and the mechanics of ventricles and atria, and is strongly coupled with a 0D-
closed loop model of the whole cardiovascular system. The main contributions in this work move along
two strands: i) on the one hand, we developed a unified mathematical framework, based on Laplace-
Dirichlet-Rule-Based-Methods (LDRBMs), to prescribe myocardial fibers orientation in computational
full heart geometries [1]; ii) on the other hand, we provide a biophysically detailed 3D EM model cou-
pled with a 0D closed-loop lumped parameters model for the haemodynamics of the whole circulatory
system [2]. Specifically, we describe the whole heart LDRBM, which is able to quantitatively reproduce
almost all the features of the different four-chambers. We also discuss in detail the coupling approach
that stand behind the 3D-EM and the 0D-fluid models. Finally, we present physiological EM simula-
tions, on a realistic whole heart geometry, using the 3D-0D model and we show that our results match
the experimental data available in literature.

Acknowledgements: This project has received funding from the European Research Council (ERC)
under the European Unions Horizon 2020 research and innovation programme (grant No 740132).
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A Parallel Algorithm for the Simulation a Patient-specific Heart with Four Chambers

Yi Jiang, Rongliang Chen, and Xiao-Chuan Cai

We consider the numerical modeling of the elastodynamic behavior of the whole human heart whose geometry is 
reconstructed from MRI images. We propose a parallel domain decomposition method for the numerical simulation of 
a patient-specific heart with four chamber and fibers. Because of the complex hyperelastic model, the complicated 
geometry, the fiber directions, and the active stress distribution, the solution of such a problem is very difficult to 
obtain. Our algorithm is constructed within the framework of the implicit Newton-Krylov-Schwarz method modified 
for this particular problem.  Numerical experiments show that the algorithm is able to simulate the cardiac 
elastodynamic involving hundreds of millions of degrees of freedom on a supercomputer with more than 10,000 
processor cores. 
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4 Università della Svizzera Italiana, Switzerland, michael.multerer@usi.ch

Key Words: boundary element method, bidomain model, electrophysiology, time integration

In cardiac electrophysiology, electric potentials generated by muscle cells impact the correct heart oper-
ation. Muscle contraction, for instance, depends on the transmission of electric signals from cell to cell,
which in turn are affected by structural muscle disease, ageing and cardiomyopathies. Therefore, heart
modelling at the cellular level is crucial for the accurate simulation of abnormal hearts.

At microscopic scale, the cardiac tissue is composed by tightly coupled myocytes, embedded into an
extracellular matrix and surrounded by other cells. The bidomain model is a system of partial differ-
ential equations describing the spatio-temporal evolution of the electric potential within each cell and
in the extracellular space. In particular, the model accounts for the cellular membrane dynamics and
cell-to-cell coupling at fine scale. From a numerical perspective, the bidomain model at microscropic
scale, henceforth called “µ-bidomain model”, poses a number of difficulties: the cellular subdomains
are separated by a sharp interface, that is the cellular membrane; the temporal dynamics, dictated by the
membrane ionic model, is confined on such interfaces; and the membrane dynamics is typically nonlin-
ear, multiscale and severely stiff in time. Therefore, the electric potential is globally discontinuous and
the PDE is degenerate in time, due to the elliptic constraints.

In this work, clear away the uninteresting intra- and extra-cellular Laplace equation recasting the µ-
bidomain model into a boundary integral formulation and employ the boundary element method for
the space discretization. This yields a time dependent system living on the cellular membranes only,
where the interesting dynamics occur. We analyse the local well-posedness of the reaction-diffusion
system. Furthermore, we compare the efficiency of various families of time discretization schemes:
implicit-explicit schemes, Rush-Larsen schemes, explicit stabilized (Chebyshev) Runge–Kutta methods,
multirate methods.

Finally, we present some numerical experiments to compare the boundary integral formulation to a more
standard finite element approach. We also discuss the feasibility of the approach towards the application
to large scale models.
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The Bidomain model provides a mathematical description of the electrical activity in the heart. Its
numerical solution still represents a challenging task for the scientific community, due to the coupling of
macroscopic and microscopic phenomena (the propagation of the electric signal in the cardiac tissue and
the ionic currents dynamics at a cellular level, respectively). Indeed, balancing accuracy in the solution
of the system arising from discretization of such models while being computationally competitive (in
terms of scalability and efficiency) is an actual issue which can be overcome with the development of
specific techniques.

In this work, we present a numerical comparison of several parallel solvers for the numerical simulation
of the Bidomain equations. We focus on a finite element discretization in space and different schemes
for the time discretization, leading to the solution of large algebraic systems. Iterative methods are con-
sidered for their solution, where fast convergence is ensured by preconditioning with suitable algorithms.
Whenever nonlinear algebraic systems arise, nonlinear solvers are employed, such as inexact Newton,
quasi-Newton and nonlinear Generalized Minimal Residual methods.

We investigate strong scalability and robustness of the resulting solvers through extensive parallel nu-
merical tests. These preliminary results provide a basis for further studies of parallel solvers for cardiac
electrophysiology models that combine parallel efficiency while yielding accuracy in the solution and
exploiting modern computational architectures.

This is a joint work with Nicolás A. Barnafi (Univ. of Pavia), Simone Scacchi (Univ. of Milan) and Luca
F. Pavarino (Univ. of Pavia).
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The development of realistic cardiac models is an active area of research, with the numerical approxima-
tion of these models being a great computational challenge. The main bottleneck is the repeated solution
of large-scale and ill conditioned linear systems of algebraic equations arising from Newton’s method,
which require scalable preconditioners to obtain efficient iterative solvers. The most well-established it-
erative method for this aim is the GMRES algorithm, preconditioned by the Algebraic Multigrid (AMG)
method. The AMG preconditioner is widely popular as it provides a black-box solution for precondition-
ing that works most of the time, but there are certain aspects that do not perform optimally, such as higher
order elements, and it requires setting a plethora of parameters. Balancing Domain Decomposition by
Constraints (BDDC) methods provide an alternative to AMG methods, which in classic linear problems
have been shown to provide quasi-optimal conditioning, verified up to hundreds of thousands of parallel
processors.

In this talk we will explore Newton, inexact-Newton and quasi-Newton methods for cardiac mechanics
in detail. We start this by providing a detailed study of the performance of the BDDC preconditioner,
where the advantage of considering this preconditioner instead of AMG will be shown through numerous
tests. After this, we study the performance of alternative nonlinear solvers for the root-finding problem of
solving the Euler-Lagrange equations associated to the mechanics. We focus on superlinearly convergent
solvers, namely quasi-Newton BFGS and inexact-Newton, and show that (i) between them there is no
clear winner in terms of performance, so that the method of choice is problem dependent and that (ii) in
all cases, little effort is required to obtain a method that is not only faster than Newton, but also robust
and scalable.

This is a joint work with Simone Scacchi (University of Milan) and Luca Pavarino (University of Pavia).
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Cardiac arrhythmia causes about 15% of all mortality, primarily due to disorganization of cardiac tissue
at the cellular scale, impacting the propagation of myocardium excitation. In order to understand dis-
ease mechanisms, diagnose illness, and design effective drugs for treatments, numerical modeling at the
cellular level is necessary.

The most exact electrophysiological models, such as bidomain and monodomain models, represent the
action potential on the tissue level, which can not describe details of propagation at the cellular level. We
reformulate the electrophysiological model on the cellular level, with separate extracellular intracellular
domains separated by cell membranes including ion channels and gap junctions.

We discuss the cell-by-cell model of cardiac excitation from [1] and its discretization with arbitrary
order finite elements in space and arbitrary order time stepping with spectral deferred correction methods
(SDC) [2]. A shrinking effective support of SDC corrections allows for a reduction of the spatial domains
on which Euler subproblems need to be solved. The adaptive subset selection on the algebraic level leads
to a natural multirate integration scheme, which results in reduced computational effort. The effectivity
of this approach and the resulting efficiency in terms of computing time and energy consumption is
illustrated at some numerical examples.
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Given the social and economic cost of cardiovascular disease, the value of in-silico cardiac simulation
is self-evident, with applications in both clinical and research fields. There are established models for
the various aspects of cardiac function, each operating at different scales in space and time. The key
challenge of whole heart simulation is to combine of these models in a way that is both physically
accurate and computationally feasible, with respect to both time and processing resources.

The aim of this work is to provide a simple computational framework which unifies these mathematical
models into a single discretisation and processing environment without software dependencies, such that
multiple cardiac simulations can be configured and generated by a clinician or researcher within minutes
or hours on a single desktop processor.

The PDEs that represent the physical processes that propagate the wave of depolarisation through the
myocardium (Mitchell-Schaffer and Monodomain Equations), leading to muscle contraction (Hypere-
lastic Finite Strain) and pressure changes that generate blood flow (Incompressible Navier Stokes) are
integrated in space and time via techniques from Finite Volume and Finite Difference methods. Fluid-
structure interaction is modelled via the Arbitrary Lagrangian-Eulerian approach.

The simulation environment consists of a set of scalar, vector and tensor fields discretized over a three-
dimensional regular structured grid. Differential operators are assembled in matrix-free form into a set
of computational kernels, which are processed in parallel on a Graphics Processing Unit. The solver
handles each part of the problem in turn within a single computational loop, passing three-dimensional
buffers containing physical quantities through a stream of parallel computation. The resulting software
tools are simple enough to re-used by students, researchers and clinicians for a wide variety of valuable
investigation.

The presentation will demonstrate the convergence of the discrete operators at each step of the com-
putation and reproduce benchmarks for electrophysiology, solid and fluid dynamics, as well as show
examples of more complex cardiac function.

1
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In this work we address an unresolved problem in the numerical modeling of cardiac electromechanics,
that is the onset of numerical oscillations due to the dependence of force generation models on the fibers
shortening velocity. A way to avoid numerical oscillations is to use monolithic schemes for the solution
of the coupled problem of active-passive mechanics. However, staggered strategies, which foresee the
sequential solution of the models of force generation and of tissue mechanics, are preferable, due to their
reduced computational cost and low implementation effort. In light of this motivation, in this work we
propose a new numerical scheme, that is numerically stable and accurate, yet within a fully partitioned
(i.e. segregated) framework [1]. To derive our stabilized scheme, we move from energetic considerations
on the coupling, at the microscale, between active and passive mechanics models. We show that instabil-
ities are linked to the mismatch between macroscopic and microscopic strains, inconsistently expressed
in Lagrangian and Eulerian coordinates, respectively. Hence, we formulate a novel scheme, in which
all the variables are framed in a coherent fully Lagrangian reference system. By considering a model
problem of active mechanics we prove that the proposed scheme is unconditionally absolutely stable
(i.e. it is stable for any time step size), yet within a fully staggered framework. We apply the proposed
method to several force generation models available in the literature, namely the Niederer-Hunter-Smith
model, the model of Land and coworkers and the mean-field model that we proposed in [2]. We show, by
means of several numerical tests, that the proposed stabilization term successfully removes the nonphys-
ical numerical oscillations characterizing the non-stabilized segregated scheme solution. This is verified
in several test cases, including a three-dimensional multiscale electromechanical simulation of the left
ventricle. We show that the new scheme preserves the first order convergence with respect to ∆t of the
non-stabilized staggered scheme. The numerical error is only slightly larger than the error obtained with
the monolithic scheme and it tends to zero with the same rate.
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We have formally solved the Coulomb friction problem for many-particle multiple-contact systems in
two [1] and three [2] dimensions. The discrimination between static or dynamic friction is based on the
relative accelerations, projected onto the contact. So the problem is effectively one-dimensional and the
formalism by Hairer et al.[3] for differential-algebraic system with unilateral constraints can be applied:
The relative accelerations at each contact can be computed independently from the convex hull with both
friction directions and be converted into forces via the tangential reduced mass.

The issue we treat here is the additional noise due to discretization errors for simulations with finite
timestep. They lead to numerical drift away from the constraint, becoming effectively a vibrating force
which dislocates particles from their equilibrium positions. In numerical analysis, the standard approach
to prevent drift in constraint systems is via “stabilization by projection” (of the coordinates or velocities)
into the constraint manifold [4]. However, for many-body multiple-contacts systems like discrete element
methods, this is not feasible, as there can be simultaneously more than one constraint manifold. We will
explain alternative stabilization approaches as well as the effects of different stiff integrators.
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In this study, we present numerical results of the texture shape optimization analysis for 
minimization of frictional force (cf. [1], [2].). The Reynolds equation is introduced as the 
governing equation, and is discretized in space by the finite element method. The 
performance function is defined by the frictional force. Also, the purpose of this study is 
to find the distribution of oil film thickness in the textured area, i.e., the design variables, 
so as to minimize the performance function. Here, it is necessary to consider the 
governing equations as constraints on the performance function. Therefore, the adjoint 
variable method is introduced to derive the Lagrange function. In order to obtain the 
stationary condition for the Lagrange function, the first variation of the Lagrange function 
is calculated. Finally, the gradient of the Lagrange function with respect to the design 
variable is obtained, and the iterative computation is performed to obtain the optimal 
solution for the design variable. In this study, we perform shape optimization analysis for 
the circular texture and the herringbone texture models, and present some numerical 
results (See Fig.1.). 
 
 
 
 
 
 
 
 

Fig.1 Comparison of optimal oil film thickness at texture parts in case of circular and 
herringbone textures 
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The Reliability-Based Design Optimization (RBDO) provides an effective way to obtain the
optimum design in the presence of random uncertainties which follow the precise probability
distribution function in the structural optimization design. However, in many practical
engineering problems, the probability distribution which describes the stochastic nature of the
uncertainties cannot be precisely obtained due to limited information. To quantify this kind of
imprecise uncertainties, a probability-interval hybrid model emerged, where all uncertain
variables are treated as random variables while some distribution parameters can only be given
variation intervals. For such kind of uncertainties, this paper establishes a hybrid RBDO model
and proposes a single-loop solution algorithm. The outer loop of the hybrid RBDO is performed
to find the optimum design and the inner loop of that is performed to assess the reliability.
However, the interval parameters lead to an interval of reliability for each constraint function,
thus giving rise to a double-loop problem for the inner loop. Therefore, solving the hybrid RBDO
would encounter the unaffordable computational effort and the hinder of convergency due to the
nested strategy. In this paper, the Karush-Kuhn-Tucker (KKT) optimality conditions of the inner
loops are imposed as equivalent deterministic equality constraints. The original triple-loop
optimization is thus converted into an equivalent single-loop problem, which alleviates the
computational demand significantly. The efficiency and accuracy of the proposed single-loop
method (SLM) is verified through several practical engineering problems.
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Accurate identification of nonlinear friction parameters in robot joints is the linchpin to the 
trajectory and positioning accuracy as well as the kinematic stability of the arm-tip of robot 
during operations. However, it is not straightforward to derive these parameters exactly due to the 
complexity of the robot system. To this end, this study develops an inverse method through a 
neural network for determining the key parameters of nonlinear frictional torque model for robots. 
Specifically, the friction parameters of the robot joint are measured by a constant speed tracking 
experiment. The robot dynamics model containing nonlinear friction was established to calculate 
joint torques. The excitation trajectory is designed and the sensitivity of friction parameters to 
joint torques is analyzed to determine the key friction parameters. Then the optimal Latin 
hypercube method is used to sample in the friction parameter space. A neural network is 
subsequently established with 6 inputs produced with the robot dynamics model and 3 outputs 
generated by sampling. The friction model is established by using the friction parameters 
identified by the neural network to compensate the friction torque of the robot in the simulation 
experiment. The predicated friction parameter using the currently proposed identification method 
are accurate with the maximum test errors less than 0.4%. It can effectively improve the influence 
of the abrupt change of the friction torque on the trajectory of the robot when the robot moves in 
low speed and the trajectory accuracy of the robot is greatly improved. 
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A transformable wheel is a critical mechanical component in a mobile robot climbing up or down 
step obstacles of various heights. In the case of a tri-segmented transformable wheel to be 
considered here, it changes the effective radius and tilting angle of the three wheel segments for 
stable locomotion possibly with high energy efficiency. This study presents a multi-objective 
kinematic profile optimization of a one-degree-of-freedom (1-DOF) transformable wheel 
mechanism for highly adaptive locomotion. Compared with available 2-DOF wheel mechanisms 
[1, 2], the 1-DOF wheel mechanism has critical advantages in cost, weight, and actuator control. If 
1-DOF wheels are designed for a step obstacle of a specific geometry, however, they cannot be 
directly used for other step obstacles of different widths and heights because they do not have 
sufficient DOFs. To address this critical issue, we propose to employ the initial angle of contact 
between the wheel and a step as a new additional variable. We show that this idea enables us to 
establish a one-to-one mapping between configurations of the wheel shapes and the target obstacles 
of any geometry. Here, the initial contact angle is defined as the pre-rotated angle at the moment of 
the climbing. By using one variable to transform the wheel and an additional variable of the initial 
contact angle, the transformable wheel can overcome various obstacles. However, the 1-DOF 
mechanism cannot represent all deformation shape because the profile of radius and angle are co-
related unless the wheel is so transformed to follow an elaborate locomotion planning. This 
planning problem can be set up as an optimization problem where the wheel acceleration is 
minimized, and its instability is maximized for adaptive step-climbing. We employ the 
nondominated sorting genetic algorithm-II (NSGA-II) [3] to identify a Pareto-optimal front and 
examine the trade-off relation between performance indices. In order to analyze and design the 
movement of the transformable wheel, we use a simplified forward kinematics model. Finally, we 
present the 1-DOF optimal profiles utilizing a successfully configured Pareto-optimal front. The 
experiment results using an actual robot platform will be demonstrated. 
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The boundary element method (BEM) is an effective numerical tool for the calculation of acoustic 
radiation problem in infinite domain. Due to the addition of convection terms, the convective wave 
equation for uniform mean flow and its Green’s function form are more complex than the traditional 
form[1]. Two technical routes have taken the mainstream for the use of the boundary element 
method in uniform mean flow fields. One is to directly substitute the convective Green function 
into the boundary integration equation in the stationary coordinate system[2], and the other 
introduces the approximate Lorentz transformation, which converts the wave equation and the 
Green function into the traditional concise form for quiescent medium and then substitutes the 
boundary integral equation[3]. 
 
The fast multipole acceleration for the above two techniques for acoustic problems in uniform 
subsonic flow are presented. The first and second use the Green’s function in the rest frame and the 
Green’s function in acoustic analogue Lorentz space as the FMM kernel, respectively. The radiation 
of a pulsating sphere in uniform subsonic flow with analytical solution is considered as a benchmark 
to test the performance of the two methods. CPU time, accuracy and convergence are included as 
the primary performance measures in the study. Two methods are investigated for the benchmark 
problem with different frequencies (from 5Hz to 200Hz), Mach number (from 0.01 to 0.9) and 
model scale (from 500 elements to 600000 elements). The comparison of the results of both 
methods shows that almost the same accuracy is achieved on the small scale, low-frequency 
problems. However, higher computational efficiency is witnessed due to the concise form of the 
kernel in the method using the Green’s function in acoustic analogy Lorentz space. A possible 
improvement of the algorithm is also discussed based on the characteristics of sound propagation 
in the uniform subsonic flow. 
 

REFERENCES 

[1] Wu, T. W., & Lee, L. (1994). A Direct Boundary Integral Formulation For Acoustic Radiation 
In A Subsonic Uniform Flow. Journal of Sound and Vibration, 175(1), 51–63.  

[2] Liu, X., Wu, H., Jiang, W., & Sun, R. (2021). A fast multipole boundary element method for 
three‐dimensional acoustic problems in a subsonic uniform flow. International Journal for 
Numerical Methods in Fluids, 93(6), 1669–1689. 

[3] Wolf, W. R., & Lele, S. K. (2011). Wideband fast multipole boundary element method: 
Application to acoustic scattering from aerodynamic bodies. International Journal for Numerical 
Methods in Fluids, 67(12), 2108–2129. 
 

2316



Damping Uncertainty and Sound Transmission Loss of Laminated Composite Plates with Em-
bedded Damping Layers
Xiaosong Zhu

15th World Congress on Computational Mechanics (WCCM-XV) 
   8th Asian Pacific Congress on Computational Mechanics (APCOM-VIII) 

31 July – 5 August 2022, Yokohama, Japan 
 

 

 Damping Uncertainty and Sound Transmission Loss of Laminated 
Composite Plates with Embedded Damping Layers 

 
Xiaosong Zhu1*, Gongshuo Zhang 2 and Hui Zheng3 

1 State Key Laboratory of Mechanical System and Vibration, Shanghai Jiao Tong University, 
Shanghai 200240, China, xiaosongzhu@sjtu.edu.cn 

2 State Key Laboratory of Mechanical System and Vibration, Shanghai Jiao Tong University, 
Shanghai 200240, China, gongshuozhang@sjtu.edu.cn 

3 State Key Laboratory of Mechanical System and Vibration, Shanghai Jiao Tong University, 
Shanghai 200240, China, huizheng@sjtu.edu.cn  

 
Laminated composite structures have been widely applied in the engineering field due to 
their excellent performance such as light-weight and designability compared to traditional 
metal ones. Embedding the viscoelastic damping layers into the laminated composite to 
construct co-cured composite damping structures provides an effective way to improve 
the sound insulation capability. However, co-cured composite damping structures are 
inevitably subject to various uncertainties, which may come from manufacturing errors, 
environmental variability and simplified damping model. In this study, the sources of 
damping uncertainty of composite laminated structures with embedded damping layers 
are briefly discussed, and experimental tests by employing a number of cantilever beams 
with embedded a damping layer are carried out to demonstrate the uncertain damping 
properties of the damped composite structures. Furthermore, a semi-analytical model is 
proposed to investigate the sound transmission loss (STL) of a composite laminated plate 
with embedded viscoelastic damping layer subject to uncertain parameters. The results 
show the important effects of uncertain damping loss factor of a composite laminated 
plate on its STL valleys and peaks. 
 
 
Key Words: Composite laminated structure, Sound transmission loss, Damping layers, 
Uncertainty analysis 
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